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SYNOPSIS

Abstract

The issue of energy has emerged as one of the greatest challenges facing the mankind. The search is on
for finding alternative sources of energy that will replace fossil fuels as the primary source of energy.
However, for the foreseeable future, fossil fuels will remain the main source of energy. Therefore, it is of
paramount importance to devise methodologies for more rational use of energy in all walks of human life.

In the industrial perspective, the deployment of site utility system (generally CHP plants) provides a great
potential source for energy savings. However, the management of such type of industrial units is traditionally
carried out using sequential three step approach: scheduling of the production plant, estimation of the utility
needs of production plant and finally scheduling of the site utility system. In this kind of approach, all the
focus is placed on the production plant and the utility system is treated as its subsidiary. To improve the
decision-making process, this thesis proposes an integrated approach which addresses this imbalance by
carrying out simultaneous and coherent scheduling of batch production plant and site utility system.

The proposed methodology relies on discrete time modeling and uses Mixed Integer Linear Programming
(MILP). Moreover, to permit an efficient and generic formulation of various kinds of industrial problems, a
new scheduling framework called Extended Resource Task Network (ERTN) has been developed. The
ERTN framework (an extension of existing RTN framework) allows for accurate representation and
scheduling of any type of production plant and any type of site utility system.

The results show that the integrated approach leads to better synchronization between production plant
and site utility system. Thereby, the integrated approach leads to significant reduction in energy costs and
decrease in harmful gas emissions.

Keywords:

Energy efficiency, Operations Research, Scheduling, Batch & semi-continuous production plant, ERTN

framework, CHP plant, MILP.

Résume

Dans un contexte de développement durable, la question énergétique constitue un des problemes majeurs
des décennies a venir. Bien que la solution pour faire face a la raréfaction de certaines ressources,
I'augmentation globale de la demande 'augmentation des émissions de COg, réside dans le développement
des énergies renouvelables, il est clair que ces nouvelles technologies ne seront matures que dans plusieurs
décennies. A court terme, les énergies fossiles demeureront la source principale d’énergie primaire. Il est donc
essentiel de promouvoir de nouvelles méthodologies permettant une utilisation plus rationnelle de I’énergie.

Dans le secteur industriel, le développement de centrales de production d’utilités sur le site industtiel (en
général des centrales de cogénération) contribue grandement a 'amélioration de Iéfficacité énergétique des
procédés. Traditionnellement, la gestion de ce type de systeme repose sur une approche séquentielle :

ordonnancement de I'atelier de production, calcul des besoins énergétiques et planification de la centrale de

il



cogénération. Toutefois, dans ce type d’approche, 'accent est mis avant tout sur l'atelier de production, la
centrale de cogénération étant considérée comme une unité esclave. Pour améliorer le processus de décision,
cette these développe une approche intégrée pour 'ordonnancement simultanée et cohérent des ateliers de
production et des centrales de production d’utilités.

La méthodologie proposée repose sur une formulation MILP a temps discret. Par ailleurs, une extension
du formalisme RTN a été développée : les ERTN (« Extended Resource Task Network »). Celui-ci permet
d’une part, de décrire de manicre systématique les recettes et d’autre part, permet une modélisation explicite et
générique des différents types de systémes dont notamment les centrales d’utilités.

Les résultats montrent que l'approche intégrée permet d'obtenir une réduction notable du cout
énergétique grace une meilleure coordination des activités de production et de fabrication d'utilités. En effet,
les tiches de production sont ordonnancées de manicre a consommer sur les mémes périodes les utilités
générées simultanément par la centrale de cogénération, conduisant ainsi a une réduction significative du
rapport quantité de biens fabriqués / quantité de carburant consommé et des émissions de gaz a effet de
serre.

Mots clefs:
Efficacité énergétique, Recherche opérationnelle, Ordonnancement, Procédés batch et semi-continus,

Formalisme ERTN, Centrale de cogénération, MILP.
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INTRODUCTION

INTRODUCTION

The outlook on energy utilization has gone through a drastic change during the last few decades.
Nowadays, there is far greater contemplation on provisioning and consumption of energy. This reflection has
been brought about by a number of factors such as dwindling reserves of conventional sources of energy,
fluctuating energy prices, unavailability of alternative sources of energy and new ecological realities about
climate change. The search is on for finding alternative sources of energy that will replace fossil fuels as the
primaty source of energy. The goal is to find an energy source that is not only environmentally friendly but
economically viable and sociably acceptable. However, for the foreseeable future, fossil fuels will remain the
main source of energy. Therefore, it is of paramount importance to devise methodologies for mote rational
use of energy in all walks of human life.

Recently in France, the conclusion drawn by the Working Group, “Lutter contre les changements climatiques et
maitriser ['énergie” (Fight against climate change and control of energy), gathered at the recent Grenelle de
lenvironnement [2009] is that, “beyond the specific actions to improve energy efficiency in Building and
Transport sector, there is a source of savings in other sectors which represent 43% of total energy
consumption”. In regards to the industrial sector (which accounts for 21 % of final energy consumption and
20% of emissions of greenhouse gases), the working group recognized that significant efforts had already
been made in this sector but pointed out that further progress was still required.

The mode of production and management of utilities provide a great potential source for energy savings
in the industrial sector as a whole and in the process industry in particular. In this regard, the Working Group
[Grenelle de Ienvironnement, 2009] concluded that “approximately one third of the energy consumption of
industrial (or final energy 11Mtep) comes from processes called "u#ility” (steam, hot air, heaters, electricity,
etc.). The margins for improving the effectiveness of these processes exist. The dissemination and
implementation of best practices can save up to 2 Mtep without requiring technological breakthroughs.” In
other words, one of the mechanisms identified by the Working Group to reduce energy consumption and
emissions of greenhouse gases is ""the establishment of more efficient means of using process utilities"
within production units.

The development of decentralized utility system near or on the domicile of the consumer can be
considered as the first response in his direction, which would lead to improvement in overall energy
efficiencies. Moreover, there is a greater willingness among companies to come together and form a network
for more efficient use of utilities. For example, five biggest companies located in the same region in Denmark
embarked upon an "industrial symbiosis" project. [CADDET, 1999]. They built a network to allow for
exchanging energy flows which resulted in significant reduction in overall energy consumptions. This

concept is aligned with the notion of “eco-industrial parks” [Gibbs and Deutz, 2007].
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However, generally in the industrial environment the importance is given to improving output
productivity. The objective of energy efficiency and lowering harmful gas emissions is generally placed on the
back burner. The biggest stumbling block for industrial units simultaneously seeking to achieve higher
productivity and energy efficiency are the lack of tools and methodologies which would aid during he real
wortld environment.

In this context, the objective of project (‘Gestion Intégrée Multisite de I'Energie et de la Production’), funded by
CNRS , was to look for ways of improving energy efficiency and productivity of the industrial unit at the
same time. The main aim of the project was to propose a generic and systematic methodology, which would
allow better management of utility flows not only within an industrial site but also in a multiple site network.

The focus of this thesis is on single-site component and in particular, an industrial unit composed of a
batch production plant and Combined Heat and Power (CHP) based site utility system. The CHP plants are a
popular choice for site utility system as they simultaneously generate electricity and other forms of useful
thermal energy (steam and hot water).

Traditionally, the management of such type of industrial units is carried out using sequential three step
approach: scheduling of the production plant, estimation of the utility needs of manufacturing unit and finally
scheduling of the CHP based utility system. However, in this kind of approach, all the focus is placed on the
production plant and the utility system is treated as its subsidiary. To improve the decision-making process,
this study proposes an integrated approach which addresses this imbalance by carrying out simultaneous

scheduling of production plant and site utility system.

This dissertation is divided into five chapters:

The first chapter defines the general context for this research. First of all, the concept of energy supply
chain is invoked to substantiate complexity of the “resource” energy over the other traditional resources like
raw materials and finished products. Subsequently, the evolution of energy issue is discussed in detail with the
special emphasis placed on the industrial sector. A classification of industries on basis of energy consumption
is provided and the centralized structure of energy supply to industrial sector is briefly explained. Afterwards
it is ascertained that developing methodologies for rational use of energy is just as important as looking for

alternate sources of energy. The chapter ends with the laying down the objective of the study.

A batch industrial unit, also called “total processing system”, comprises of three distinct components: a
production plant, a heat exchanger network (HEN) and a site utility system. The second chapter presents a
review of the various methods and techniques adopted to optimize each of each of these three components.
Then, the role of scheduling in management of such industrial units is presented. The traditional sequential
approach used for scheduling is presented and the need for integrated approach is stressed. It is highlighted
that while efforts have been made to incorporate heat integration into production plant scheduling, the aspect
of site utility system is largely ignored. Finally, the end of chapter emphasize on the necessity of coupling

production plant and site utility system together in an integrated scheduling model.

Following a brief perspective on the batch process scheduling problem, the first part of chapter three
analyses the various key components and methodologies involved in batch process scheduling problem. It is
established that the aim of a general scheduling framework is two fold: firstly, develop a graphical
presentation of the production process and secondly, based on the graphical presentation build up a generic
mathematical formulation to determine the production scheduling. Subsequently, the existing frameworks

used for modeling batch scheduling problem are discussed in detail with the help of a simple illustrative
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example. The analysis demonstrates that the existing frameworks are not capable of handling nuances
accompanying the generation and consumption of utilities. And conclude to the necessity for developing a

new framework to perform integrated scheduling of production and site utility system.

The new framework called Extended Resource Task Network (ERTN) required to address the
weaknesses in the existing frameworks is developed in chapter four. The ERTN framework introduces new
semantic elements to the predecessor Resource Task Network (RTN) which allows for better handling of
specificities related to utilities. The special feature of the ERTN framework is that each semantic element
corresponds to a set of mathematical constraints, which allows the framework to be applied to any type of

production plant and site utility system.

In chapter five, the Extended Resource Task Network (ERTN) framework is applied to undertake
scheduling of three different production plants. The effectiveness of the ERTN based integrated approach is
established by performing a comparison with the traditional sequential approach. This involves development
of computer application using software XPRESS-MP to respectively model the sequential and integrated
approaches. The two approaches are compared using variety of criteria and results are provided at the end of

the chapter.
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CHAPTER1

GENERAL CONTEXT OF THE STUDY

SUMMARY

This introductory chapter aims towards defining the framework for this research. The first section invokes the concept of energy
supply chain to highlight the complexity associated with treatment of primary energy and utilities. Subsequently the second section
presents the recent evolution of the energy context; the global energy consumption statistics are presented and it is established that
fossil fuel will remain the primary sources of energy in immediate future. A more detailed energy consumption analysis in the
industrial perspective and its impact on the environment is finally undertaken.
The third section looks at the possible solutions to energy issue in industrial perspective. It is highlighted that along with looking for
renewable energy sources, a more rational utilization of energy should be promoted.

On the basis of above discussion, the last section lays down the scope of this study which will mainly focus on short term

solution for batch and semi continuous processes.

RESUME

Ce chapitre introductif vise a définir le contexte dans lequel s’inscrit cette étude. La premiére section introduit le concept de
chaine logistique énergétique pour mettre en évidence la complexité associée au traitement des énergies primaires et des utilités. Par la
suite, la deuxieme section décrit les récentes évolutions du contexte énergétique ; ainsi sur la base des statistiques relatives a la
consommation énergétique globale, il est démontré que les combustibles fossiles vont demeurer la principale source d’énergie primaire
dans un futur immédiat. Une analyse plus fine de la consommation énergétique du secteur industriel et de son impact sur
I'environnement est enfin présentée.
La troisieme section présente un rapide tour d’horizon des solutions visant a remédier a I’épuisement imminent des ressources ;
Parallélement a la recherche de sources d’énergie alternatives, 'amélioration de P'efficacité énergétique est donc présentée comme la
solution court terme la plus opportune.
Finalement, a partir de tous ces éléments, le cadre dans lequel se situe ce travail est rappelé et les objectifs de notre étude sont définis

dans la derniére section.
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I.1 THE ENERGY SUPPLY CHAIN

Energy is an essential resource for all domestic, commercial and industrial activities. Energy in many
respects is similar to the traditional resources (such as raw materials) that need to undergo successive
transformation processes to become available in its final useful form. However, there are certain
characteristics that are specific to the resource “energy”. Firstly, the resource energy is a more versatile
resource and can exist in many different forms (heating, lighting, power, etc). Secondly, unlike traditional
material resources the resource energy in its final useful form can not be stored. The impact of this constraint
can be explained by invoking the notion of “Energy Supply Chain”.

The idea of the energy supply chain is inspired from the traditional supply chain management concept.
The supply chain is a network of facilities that perform the function of procurement of materials,
transformation of these materials into intermediate and finished products, and distribution of these finished
products to customers [Ganeshan & Harison, 1995]. A very simplified version of the supply chain [Lambert
& Cooper, 2000] is shown in figure 1.1, which demonstrates a network formed by linking together the raw
material suppliers, manufacturers, retailers and customers. By sharing information and resources, all

participants in supply chain reduce their operational costs ultimately leading to reduced product cost.

RAW MATERIAL MANUFACTURERS DISTRIBUTORS CUSTOMERS
SUPPLIERS

REVERSE LOGISTICS

O Raw material supplier |:| Manufacturer A Retailer Q Customer

Figure 1.1: Simplified representation of supply chain management (adapted from [Lambert &> Cooper, 2000])

In the same vein the energy supply chain (shown in figure 1.2) can be envisioned for improving the
overall energy efficiency. The proposed energy supply chain shares many common characteristics with the
traditional supply chain. Both supply chains have similar structures, perform successive transformation
processes to convert raw materials into useful finished products and share the notion of reverse logistics in

which customer returns or resells part or entirety of finished product back to the distributors and



CHAPTER I: GENERAL CONTEXT OF THE STUDY

manufacturers. However, there are two distinct characteristics of energy supply chain that distinguishes it
from its counterpart traditional supply chain.

Firstly, the traditional supply chain supplies the finished product to the customer. Energy supply chain on
the other hand, supplies intermediate products (electricity, hot water, steam and hydrogen) to the customer.
Hence the final transformation step which converts the intermediate products into the useful finished
product (mechanical work, lighting, heating, etc) is performed at customer’s domicile.

Secondly, the energy supply chain has no notion of inventory: neither work in process inventory nor
finished product inventory. The transformation process in the energy supply chain that converts primary
energy sources (raw materials) into utilities (intermediate products) and useful energy (finished products) is
instantaneous. Therefore unlike the traditional supply chain where large inventories of finished products are
maintained, the energy supply chain must distribute utilities from the manufacturers to the customers without
any storage. In case distributor is not able to find a customer the utilities generated are simply wasted. In the
same manner the customer also has to immediately convert utilities into useful form of energy or otherwise
the utilities supplied by the distributor get wasted.

Moreover, the various customers in energy supply chain can combine together and create a network that

permits them to improve the overall energy efficiencies.

(— )
MANUFACTURERS DISTRIBUTORS CUSTOMER
L—J ~——o
REVERSE LOGISTICS
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Figure 1.2: Energy supply chain

The above discussion demonstrates that energy is a very complex resource and has nuances that are not

found in traditional resources like raw materials and processing equipments.



CHAPTER I: GENERAL CONTEXT OF THE STUDY

I.2 EVOLUTION OF ENERGY CONTEXT

During the last few decades, the reduction in reserves of fossil fuels, unavailability of alternative sources
of energy and new ecological realities about climate change have brought the issue of energy utilization to the
forefront.

The energy problem is further compounded by an ever increasing demand for energy caused by
population growth and economic development [EIA, 2007]. The largest increase in energy demand is
projected to take place in developing countries where the proportion of global energy consumption is
expected to increase from 46 to 58 percent between 2004 and 2030, an average annual growth rate of 3
percent. On the other hand, during the same period, the industrialized nations will witness lower energy

demand of 0.9 percent per annum.
I.2.1 Dramatic Rise of the Global Energy Consumption

Ever since replacing less efficient sources, like water-driven mills and burning of timber, fossil fuels (oil,
coal and gas) have become the primary energy source. Currently, the renewable sources account for just over
14 % of global energy demands while the rest are met by non-renewable sources, especially fossil fuels (figure
1.3). Renewable energy is derived from sources that can be renewed indefinitely or can be sustainably
produced. 11 percent of the renewable come from combustible renewable and renewable municipal waste
(called bio fuels). The remainder of renewable energy comes from hydral, geothermal, solar, wind and tidal

waves.

. Other renewable
Bio fuels 3% Coal

11% 24 %

Nuclear
7%

Gas Qil
21% 34 %

Figure 1.3: Percentage fuel share of world total primary energy supply in 2004 (source: [ELA, 2007])

The projections of Energy Information Administration (EIA) show that in our immediate future, fossil
fuels will continue to remain the main primary sources of energy, providing the bulk of energy as compared

to nuclear and other sources (Table 1.1 & Figure 1.4).
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Table 1.1 : World total marketed energy consumption by region and fuel, 1990-2030 (quadrillion BTU)

Region Year % Annual Growth from
2004 — 2030
1990 2004 2010 2020 2030

OECD North America 100.8 120.9 130.3 145.1 161.6 1.1
OECD Europe 69.9 81.1 84.1 86.1 89.2 0.4
OECD Asia 26.6 37.8 39.9 43.9 47.2 0.9
Non- OECDEurope & Eurasia 67.2 49.7 54.7 64.4 715 1.4
Non-OECD Asia 47.5 99.9 131 178.8 227.6 3.2
Near East 11.3 211 26.3 32.6 38.2 23
Africa 9.5 13.7 16.9 21.2 24.9 23
Central & South America 145 225 27.7 34.8 41.4 24
Total OECD 197.4 239.8 254.4 275.1 298 0.8
Total Non-OECD 150 206.9 256.6 331.9 403.5 2.6
Source

Qil 136.2 168.2 183.9 210.6 238.9 1.4
Natural Gas 75.2 103.4 120.6 147 170.4 1.9
Coal 89.4 114.5 136.4 167.2 199.1 2.2
Nuclear 20.4 275 29.8 357 39.7 1.4
Other 26.2 33.2 40.4 46.5 53.5 1.9
Total WORLD 347.3 446.7 511.1 607 701.6 1.8

300
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Figure 1.4: Total global market energy consumption by source in 2004 and projected for 2030

1.2.2 The Case of the Industrial Sector

Energy consumption can be divided into four main sectors: transport, building (residential and

commercial), agriculture and industrial. On the global scale, the industrial sector accounts for 36 percent of

global energy consumption and even using conservative estimates [Price ef al., 2000] this trend will remain

more or less same in future.
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Figure 1.5: Sectorial trends in the world [Price et. al, 2006]

1.2.2.1 Trends in industrial-sector energy consumption
The industrial sector can be broadly defined as consisting of:
e Energy-intensive industries, i.e. high consumers of energy: iron and steel, chemicals, petroleum
refining, cement, aluminum, pulp and paper.
e Light industries, i.e. relatively low consumers of energy: food processing, textiles, wood products,
printing and publishing, metal processing.
Energy-intensive industries account for more than half of the industrial sectot’s energy consumption in
most countries. However, the overall industrial energy consumption in a specific country or region is
dependent on two key factors: the type and magnitude of commodities produced and the rate of economic

growth.

(a) Nature and magnitude of commodities produced

The nature and magnitude of commodity produced is the main defining feature in overall energy
consumption. For example, during the last few decades in U.S, the energy consumption in industrial sector
has seen relatively less increase as compared to building and transport sectors [EIA, 2007b]. This can
primarily be attributed to the U.S. economy’s overall shift from being based on manufacturing to being based
in service and commerce. Moreover, within the U.S industrial sector, the focus has shifted from energy
intensive industries towards light industries. On the contrary, the industrial sector in developing countries and

especially China has become more oriented towards high energy intensive industries [Price & Xuejun, 2007].

(b) Economic growth

A direct correlation exists between the amount of economic growth in a region and the industrial energy
consumption. The economic growth brings prosperity to a region which in turn improves the living standard

of local people and allows for development of better infrastructure. This cycle feeds the production demand
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of energy intensive commodities. This is exactly the scenario being played out at this moment of time in
developing countries where the demand for products such as iron, steel, cement, etc is on the rise. On the
contrary, in the industrialized countries the demand of these products is either on decline or at best stable.
For example, between 1995 and 2005, steel production declined at an average annual rate of 0.3 percent in
the United States, while growing at an annual rate of 1.0 percent in Japan and 14 percent in China [IAC,
2007].

For these reasons the industrial sector has experienced increased energy consumption. According to Price
et al. [2000], the energy consumption in industrial sector showed an annual growth rate of 1.5 % (increasing
from 89 EJ in 1971 to 142 EJ") during the time period 1971-2002. During this period, annual energy
consumption growth rate in developing countries was 4.5 % while that of developed countries was only 0.6

%.
1.2.2.2 Classification of industrial sector based on energy consumption

Activities such as extraction of natural resources, conversion of raw material into intermediate and
finished products, fabrication and assembly of discrete products, etc all fall under the domain of industrial
sector. It is not sufficient to classify such a diverse sector on basis on whether the industries are high or low
energy consumers. Table 1.2 presents a broader classification of the different industrial subsectors based on
their energy consumption, type and magnitude of utility consumed, energy intensity and type of production
process (continuous, discrete or batch) followed. Although this table only contains details about the industrial
sector in USA [Energetics Inc ez al., 2004], it is representative of industrial sector in all the developed

countties in the world.

Table 1.2: Industry ranking based on energy usage [Energetics Inc et al., 2004]

Overall energy Electricity Steam Energy Type of process
use Intensity
Sector TBtu Rank TBtu Rank TBtu Rank

Chemicals 5074 1 733 1 1645 2 High Continous / Batch
Forest Products 4039 2 491 2 2442 1 High Continous
Petroleum Refining 3835 3 174 11 1061 3 High Continous
Iron & Steel Mills 2056 4 181 9 96 7 High Continous
Food & Beverage 1685 5 258 4 610 4 Low Batch
Mining 1273 6 262 3 4 15 Low Continous
Alumina & Aluminium 958 7 249 5 41 10 High Continous
Transportation Equipment 902 8 198 6 112 6 High Discrete
Fabricated Metlas 815 9 176 10 35 11 Low Contnuous / Batch
Computers, Electronics 728 10 194 7 53 9 Low Discrete / Batch
Plastic & Rubber 711 11 184 8 81 8 Low Batch
Textiles 659 12 142 12 132 5 Low Continous / Batch
Cement 446 13 41 16 1 16 High Continous
Heavy Machinery 416 14 97 13 25 12 High Discrete
Glass & Glass Products 372 15 54 15 5 14 Low Continous
Foundries 369 16 63 14 22 13 Low Continous

The chemical industry is clearly the greatest user of energy, followed by forest products and petroleum
refining. Other principal large consumers include iron and steel mills, food and beverage, mining, aluminum,
and transportation equipment manufacturers.

The top three industries share several characteristics that contribute to their high energy consumption.

*1EJ = 10'8 J and is referred as exajoules.
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e Firstly, in these industries, the core processes used to convert raw materials are characterized by
operations petformed at high temperatures and high pressures.

e Sccondly, each of these industries consumes vast amounts of electricity as well as steam utility.

e Thirdly, due to the technological and thermodynamic limitations, the energy efficiency of several
equipments in these processes is quite low. For example, distillation columns that are extensively
used in the chemical and petroleum refining industries have poor energy efficiencies between 20 and

40% [Energetics Inc ¢z al., 2004].

Table 1.2 also shows that steam utility plays a pivotal role in many industries. Although four industries —
forest products, chemicals, petroleum refining, and food and beverage — account for 87% of steam use in
industry, other industries such as textiles, transportation equipment, iron and steel mills, and plastics and
rubber products atre also significant steam users. The purpose of steam use varies substantially from industry
to industry and it generally depends on the nature of the process and location of industrial site. For example,
while chemical industry uses steam mostly for fluid heating other industries may use steam for direct heating
of parts or components, cleaning or for other process heating (e.g., sterilization) [Energetics Inc e al., 2004].

Industrial units even if they atre located geographically close to one another are extremely diverse in their
operations and utility demands. Generally all industrial units can be divided into three broad categories:

discrete part manufacturing, continuous manufacturing and batch manufacturing.

o Discrete part manufacturing creates an identifiable individual product through series of steps in an
industrial unit. Automobile manufacturers, defense systems manufacturers, etc are example of discrete
part manufacturers.

o Continuons manufacturing uses a process to yield a continuons input stream of raw materials into a

stream of products. In such type of manufacturing, the process operations work in a continuons and
Definition

i

uninterrupted manner without any breaks. Petrolenm industry, steel industry, glass manufacturers,
paper and pulp industyy, etc are usnally based on continnous manufacturing.

o Batch manufacturing there are neither individnal products nor a stream of products. They can be

characterized by:
- Manufacturing of small batches of diversified products who share the same resources.
- The processing operations performed successively in the same equipment or on the same
batches.

- The flow of input stream (raw materials) and ontput stream (products) is variable and

discontinnous.

Continuous manufacturing industries are more energy intensive (as demonstrated in table 1.2) but many
batch manufacturing industries also consume considerable amount of energy in form of electricity and steam.
However, the nature of processes in continuous and batch manufacturing are totally contradictory.
Continuous manufacturing industries are characterized by same process routings for all products, a divergent
flow and a low added value. On the other hand, batch manufacturing is characterized by different product
routings, a convergent material flow and a high added value. All this means that the priorities in the design
and day to day operations differ significantly, depending on whether the industrial unit follows continuous or
batch manufacturing,

In continuous manufacturing, the fundamental importance is given to the design of the industrial unit.
Before the construction of the industrial unit, the design team formulates a number of plausible design

options. Out of these, the design which is technically and economically most feasible is selected. The design
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team lays out the blue print of the structure and inner working of the processes i.e., raw material
compositions, flow rates, temperatures, etc. These blue prints are then followed to letter during the
operational phase of the industrial unit to maximize energy efficiencies and reduce costs. In order to meet
uncertainties some contingency planning is undertaken, which is applied in case of emergencies. For example,
use of stand-by boilers to meet peak steam loads, spare machinery in case of breakdown, etc.

A batch manufacturing industrial unit follows the same design procedure. However, in batch
manufacturing, there are additional constraints that are not present in the continuous manufacturing. The
biggest and most important constraint is that of #we, which invokes additional design and operational
challenges. Due to this additional complexity, the aspect of production planning and short-term scheduling in
batch manufacturing is of critical importance. No energy optimization can be achieved without optimizing

the scheduling aspect of batch manufacturing.
1.2.2.3 Energy supply to the industrial unit: a centralized system

In most cases energy, is supplied to the industrial and building (residential and commercial) sectors in
form of wtilities. Both sectors have an intrinsic need for electricity and ambient water but their requirements
for other type of utilities are quite different. In the building sector, the only other utility normally required is
hot water for heating purposes. On the other hand in industrial sector, based on the nature of industrial
activity, there is a much more diverse demand of utilities, for example, steam (at different pressures),
hot/cold water, hot/cold air, etc.

Traditionally, the utility supplier market has been highly regulated and under strict government control.
But over the last few decades, the deregulation in energy sector has not only given the utility suppliers the
opportunity to increase their market share but it has also allowed the customers to pick and choose their
utility suppliers. Consequently, many aspects of the utility suppliers are changing, including its infrastructure.
However, in spite of this increased competition and diversity of choice, the prices of utilities (e.g., electricity
& district heating) have been rising continuously. This is primarily due to increased cost of fossil fuel and lack
of alternative sources of energy [IEA, 2000].

The traditional utility supply structure, both electric power and district heat, is organized around large
centralized units [EIA, 2000]. These centralized units are located at considerable distances from the point of
demand (customers). Hence, the centralized units develop extensive networks for transmission and
distribution of these utilities. As illustrated by the figure 1.6, the whole supply structure of the centralized

units consists of three functions: generation, transmission and distribution.

(a) Electricity Supply Structure

The centralized electric supply structure is extremely complicated [El-Hawary ez al., 1993]. However, all
centralized electric supply units share the common fundamental characteristics of generation, transmission
and distribution [Momoh, 2001]. For generation of electricity, the centralized units use variety of prime
movers and primary energy sources. The prime movers are engines, turbines, water wheels, or similar
machines that drive an electric generator. As remarked previously, the primary energy sources can either be
renewable or non-renewable but the majority of these centralized units are run on fossil fuels, nuclear fuel
and hydral sources (dams). The rating of these plants lies in the range of several hundred MW’s to a few
GW’s.
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Figure 1.6: Centralized utility supply structure

After generation, electricity is transported over long distances from centralized units towards substations
close to the ultimate consumer. Because of the resistance to conduction, some electrical power is lost during
this transmission as dissipated heat. Therefore, high voltage overhead and underground conducting lines are
used which require less surface area for a given carrying power capacity and result in less line loss. [EIA,
2000].

Distribution is the delivery of electric power from the transmission system to the end-use consumer. The
distribution systems begin at the substations, where power transmitted on high voltage transmission lines is
transformed to lower voltages for delivery over low voltage lines to the consumer sites. [EIA, 2000].

In the deregulated market, all three functions — generation, transmission and distribution are owned by
different entities. An independent system operator (ISO) serves as the neutral operator and is responsible for
maintaining instantaneous balance of electricity over the whole electric supply structure [Shahidehpour &
Alomoush, 2001]. The generation company (regulated or non-regulated) operates and maintains the
centralized electricity units. Transmission networks are shared by all the centralized electricity units and the
distributors. Distributing companies are independent entities that provide the consumer with electricity and

charge them for their services.

(b) Heat Supply Structure

Similar to the electric utility suppliers, district heat suppliers can use a variety of equipments and primary
energy sources. However, the heat only boiler stations remain the biggest producers of district heat. Heat is
generated in a centralized location and then transmitted for commercial and domestic heating requirements.
District heating plants offer higher efficiencies and better pollution control than the localized boilers. The

capacity of the district heaters is relatively limited as compared to that of centralized electricity generators.
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However, the use of nuclear power plants for district heating can hugely increase their capacity. For example
in Switzerland, the Beznau Nuclear Power Plant provides heat to about 20,000 people [Handl, 1997].

In comparison to electric utility suppliers the district heat suppliers are located closer to their ultimate
customers. Hence, their transmission and distribution can be considered as a single function. The heat
generated in the centralized location is distributed to consumer via a network of insulated pipes. The piping
network consists of feed and return lines to the heat generation unit. To avoid the heat loss due to
convection, the piping network is usually constructed underground. Water is preferred medium for heat
distribution, but sometimes steam is used even though the use of steam leads to higher temperature losses
and decreased overall energy efficiency.

Conventionally, the industrial sector is less reliant on supply of district heat and meets the heat demands

using its own plant machinery like boilers, condensers, etc.
I.2.3 Impact on Environment

The reliance on fossil fuels as the primary source of energy has huge negative impact on the environment
and eco-system of our planet. The studies of Intergovernmental Panel for Climate Change (IPCC) have
acknowledged that the main cause for the phenomenon of global warming is the emission of green house
gases, which are released in to the atmosphere during burning of fossil fuel. Global warming is considered to
the biggest impediment in carrying out sustainable development. The Brundtland report defined sustainable
development as the development that “meets the requirements present without compromising the ability of
future generations to meet their own needs” [WCED, 1987].

According to Price ef al. [2006], the total energy related carbon dioxide (CO2) emissions in the industrial
sector could grow at an annual rate of growth between 1.8 and 2.9%. The CO; emissions in the industrial
sector are projected to continue increasing for all regions until 2010 when CO; emissions from the developed
countries of the North America, Western Europe and Pacific OECD regions will peak and start declining.
On the other hand, the CO; emission from the developing countries will surpass those of the developed
regions in the industrial sector. In sectorial analysis, the projections show that the transport sector will
experience the highest average annual growth rate in CO, emissions while the CO; emissions in industrial

sector is projected to grow faster than the historic trends.
1.3 SOLUTION TO THE ENERGY ISSUE IN IDUSTRIAL PERSPECTIVE

The industrial sector is faced with multiple challenges. On one hand, the fossil fuel prices have shown
radical fluctuations during the last few years with the crude oil price recording the highest ever price of
$147.27 per barrel (on July 11, 2008). On the other hand, increased competition and shrinking profit margins
are placing increased financial burdens for running sustainable businesses. In addition to this the
environmental regulations, influenced by international treaties like Kyoto and European Emission Trading
Scheme, are becoming increasingly stringent and hard to satisfy. In order to overcome these multiple
challenges, industrial sector needs to:

e Look for ways of improving productivity and reducing operational costs.

e Satisfy environmental regulations.

e Build sound relationships with society.

In face of these challenges, the efficient utilization of energy has emerged as one of the major point of
focus. To meet these challenges, the possible solutions to energy issue can be divided into two categories

— long tem solutions and short to medium term solutions.
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I.3.1 Long Term Solution: Finding Alternative for Energy Conversion

Nowadays, there is a concentrated effort in scientific world to find alternative sources of energy.
Emphasis is on renewable energy like wind, solar, hydrogen, etc. To encourage further research into the
alternative sources of energy, there is an increased pressure for enforcing pollution taxes and in particular
carbon tax. Baranzani e al. [2000] presented the advantages of applying carbon tax while Painuly [2001]
proposed the usefulness of green credits in encouraging the use of renewable sources.

However, it is also a reality that these alternative energy sources are not available in immediate future.
Fossil fuels are not only the primary source of energy today (table 1.3) but energy projections of
Environmental Information Agency (table I.1) show that even in the year 2030, this situation is not going to

change.

Table 1.3: Fraction of total energy demand met by fuel type in 2004: comparison of residential, commercial, industrial and
transportation end uses (source: Environmental Information Agency [ELA, 2007b])

Sector Electricity Coal Coal Coke Natural Gas Petroleum Renewable TOTAL
Industrial 335 % 6.1 % 0.4 % 25.6 % 29.3% 5% 100%
Commercial 76.2 % 0.6 % 0.0 % 182 % 4.3 % 0.8 % 100%
Residential 68.8 % 0.1 % 0.0% 23.6 % 7.3% 2.3% 100%
Transportation 0.3 % 0.0 % 0.0 % 22% 96.5 % 1.0 % 100%

I.3.2 Short to Medium Term Solutions: Promoting a More Rational Use of Energy

Along with the finding alternative energy sources, effort must be made in the industrial sector to seek
modus operandi that will act as short to medium term solutions and minimize the damage caused by the use
fossil fuels. A possible solution in this regard is promoting a more rational use of energy or in other words,

increasing the energy efficiency of industrial processes. This point will be extensively discussed in Chapter II.
I.3.3 Scientific Gaps

The mode of production and management of utilities provide a great potential source for energy savings
in the industrial sector as a whole and in the process industry in particular. In this regard, the Working Group
[Grenelle de I'environnement, 2009] concluded that “approximately one third of the energy consumption of
industrial (or final energy 11Mtep) comes from processes called "u#ility” (steam, hot air, heaters, electricity,
etc.). The margins for improving the effectiveness of these processes exist. The dissemination and
implementation of best practices can save up to 2 Mtep without requiring technological breakthroughs.” In
other words, one of the mechanisms identified by the Working Group to reduce energy consumption and
emissions of greenhouse gases is "the establishment of more efficient means of using process utilities" within
production units.

One of the possible ways of making more efficient use of utilities is by using a cogeneration facility
at/near the industrial production unit. A substantial number of industrial sites deploy a site utility system to
meet their energy needs. However, in majority of these industrial sites, “production is the king”” and site utility
systems are regarded mainly as a support function whose objective is to provide service to the production
unit. In spite of the fact that the activity level of the utility system is dependent on the demand of production
unit, the energy considerations are rarely included during design and/or scheduling steps.

This inclination is a result of the traditional methodology adopted in design of an industrial process,

which is based on sequential based hierarchy [Smith, 2005] that can be represented by the layers of an “onion
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diagram” (figure 1-7). At the heart of this hierarchy is the process design (reactor, separation and recycle
system) while the energy considerations are the outer layers (heat recovery system, utilities, etc). Thus,
naturally the emphasis is placed on the process design and the process energy requirements are taken into

account a postetioti.

Separation and.
Recycle System

Heat Recovery
System

Heating and Cooling
Utilities

‘Water and Effluent
Treatment

Figure 1.7: The onion model of process design (Source: Smith [2005])

Nowadays, there is a consensus that there is a need to adopt an integrated approach that will replace the
hierarchy model which relies on the flow of information from core of the onion to the outer layers. The
integrated approach will allow for more simultaneous interactions between all layers of the onion. This
concept is vitally important for the industrial sites that are composed of several interacting processes and
where a site utility system is used to meet the energy requirements. The International Energy Agency (IEA)

has defined this concept as Process Integration.

Process Integration is the, “Systematic and general methods for designing integrated production systems,
Definition . o . . ) . . .
o ranging from individual process total sites, with special emphasis on the efficient use of energy and reducing the

i environmental effects” |Gundersen, 2000.

In the early 1990s, the process integration was synonymous with thermodynamic technique of pinch and

energy analysis. But these days, process integration has evolved and now covers four key areas [Smith, 2000]:
e LEfficient use of raw material
e Emission reduction
e DProcess operations

e Energy efficiency

In this regard, process integration makes significant use of mathematical programming and optimization
techniques [Gundersen, 2000].

However, in spite of extensive research in this field, there is still lack of tools and modeling frameworks
(in the form of computer softwares) that will allow to solve the process integration problems. This is
especially true for the industrial units using site utility systems, which fail to fully incorporate the effect of

energy integration with the production scheduling.
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I.4 SCOPE OF THE STUDY

The previous sections have clearly illustrated that energy issue is becoming increasingly crucial for
industrial sector that consumes large quantities of utilities. Although the scientific world should continue to
look for alternate sources of energy, a short term solution would rather rely on a more rational use of energy.

The present section summarizes the scope of this study:

The objective of the study is to look for short term solution to energy issue. It is a reality
that the new energy conversion processes will require at least a few decades to mature.
Until then fossil fuels will remain the primary source of energy. In the immediate
future, the industrial sector should strive to reduce energy consumption in order to

minimize the impact of industrial activities on the environment.

In this thesis, only batch and semi-continnons processes industries are considered.
Moreover, this study assumes that site utility systems use Combined Heat and Power (CHP)
for generating the utilities. As mentioned in section 1.2.2.2, the scheduling perspective

of batch industries brings special complexity to the utility management problem.

In this context, one of the purpose of this thesis is to establish a state of the art
review concerning the different solutions which would lead to a more rational use of

energy at an industrial site. Three axes are developed: improving energy efficiency of

the production plants, more systematic use of heat integration concept and

development of a site utility system.

Then, this study tries to resolve this difficulty by developing an integrated

production and site utility system scheduling approach that simultaneously

| undertakes short-term scheduling of a multipurpose batch plant and operational
planning of utility system in a single universal model.

The proposed methodology which relies on discrete time modeling uses Mixed
Integer Linear Programming (MILP). To permit an efficient and generic formulation of
' various kinds of industrial problems, a new integrated scheduling framework (inspired

from the original STN and RTN frameworks), called Extended Resource Task
Network (ERTN) is also developed.
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CHAPTERII

TOWARDS MORE RATIONAL USE OF ENERGY:
STATE OF ART

SUMMARY

This chapter presents a review of the various methods and techniques adopted for promoting a more rational use of energy in
industrial units. The first section starts by highlighting the growing trend at governmental, institutional and industrial level to look for
more energy efficient processes.

A batch industrial unit, also called “total processing system”, comprises of three distinct components: a production plant, a heat
exchanger network (HEN) that minimizes the need for external utilities by recovering process heat and a site utility system that
provides the necessary utilities to various equipments in production plant. The second section presents a review of the various
methods and techniques adopted to optimize each of these three components. This section then permits to show that the approach
traditionally used in the industry for management and production scheduling of such industrial units is a sequential approach is
adopted. However in the sequential resolution, all the emphasis is placed on the production plant.

Lately, some efforts have been made to integrate heat integration constraints directly into the scheduling problem but the
operational planning aspect of site utility system is largely ignored. As a resultn the site utility operates at suboptimal levels which lead
to higher energy costs. In this context, the third section finally insists on the necessity to integrate all the three components and motre

importantly look to couple the scheduling of production plant and site utility system in a universal scheduling model.

RESUME

L’objectif de ce chapitre est de présenter un état de I'art des méthodes et techniques existant pour promouvoir une utilisation
plus rationnelle de I’énergie sur les sites industriels. La premiere section met tout d’abord en évidence les programmes émergents au
niveau institutionnel ou gouvernemental ainsi que les initiatives industrielles visant a améliorer efficacité énergétique des procédés.

Un site industriel est en général constitué de trois composants : un atelier de production, un réseau d’échangeurs permettant de
minimiser le besoin externe en utilités en favorisant les recyclages énergétique internes et un site de production d’utilités. La seconde
section propose un état de l'art des techniques et méthodes exister pour optimiser chacun de ces trois composants. Cette section
permet ensuite de montrer que 'approche traditionnellement utilisée dans l'industrie pour la gestion des sites industriels est une
approche séquentielle qui traite successivement 'ordonnancement de Iatelier, la conception du réseau d’échangeur et la planification
de la centrale de production d’utilités. Toutefois, cette approche peut se révéler inefficace et conduire a des solutions non optimales.

Dans ce contexte, la derniere section insiste finalement sur la nécessité d’intégrer les trois composants dans un unique modele

d’ordonnancement qui serait générique et applicable a n’importe quel site industriel pourvu qu’il opere en discontinu.
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I1.1 AN EMERGING THEME IN RESEARCH PROGRAMS

The more rational use of energy is not an exclusive prerogative of the industrial sector as there is vast
potential for energy efficiency in the transport and building sector. However, there are two distinct
characteristics of the industrial sector that make it more receptive to this concept:

e Tirstly, the energy consumed by an average individual industrial unit is considerably more compared
to its counterpart building unit or transportation vehicle. Thus, potential for energy driven-
productivity gains are much higher in the industrial units.

e Secondly, energy use in industry is much more dependent on the operational practices than in the
transport or building sector. The transport and building sector normally require a one time
investment into energy efficient devices/components (like fuel efficient automobiles, heating
insulations, electrical appliances, lightings, etc) and continues to enjoy benefit throughout the life of
these devices, without any further intervention from the user. In complete contrast, as argued by
McKane [2007], an industrial unit may change production volumes or schedules and/or the type of
product manufactured many times during its life cycle. Thus, energy efficient industrial practices
devised for the initial production scenario may not be efficient under subsequent production
scenarios. The presence of individual energy efficient devices/components, while important,
provides no assurance that the industrial unit as a whole will be energy efficient.

In this context, various initiatives have been started to improve the energy efficiency in the industrial

units.
I1.1.1 Government Programs

The U.S. Government has launched a number of initiatives for a more rational use of energy throughout
various sectors. One of such program that is run co-jointly under the supervision of U.S. Environmental
Protection Agency and the U.S. Department of Energy is ENERGY STAR [1]". The objective of ENERGY
STAR is to reduce costs and protect the environment through energy efficient products and practices.
However, the program is more oriented towards the building sector.

For the industrial sector, the U.S. Department of Energy's Office of Energy Efficiency and Renewable
Energy (EERE) coordinates Industrial Technologies Program (ITP). The ITP [2] allows for collaboration
between U.S. Department of Energy and the industry to save energy and money, increase productivity, and
reduce environmental impacts by:

e promoting R&D on new energy efficient technologies,

e supporting commercialization of emerging technologies,

e providing plants with access to proven technologies, energy assessments, software tools, and other

resources,

e improving energy and carbon management in industry.

The American Recovery and Reinvestment Act of 2009 has allocated $16.8 billion for the various
programs and initiatives launched by Office of Energy Efficiency and Renewable Energy's (EERE). The
funding designated for the I'TP is $256 million.

In Europe, many research projects have been initiated (such as JOULE, THERMIE and BRITE-

EURAM since the beginning of the 1990s for more rational use of energy in industrial sector. Efthimeros and

* Indicates website refrences which are presented at the end of bibliography.
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Tasahalis [2000] reviewed the IESTs (Intensified Energy Saving Technologies) that have resulted from the
above mentioned programs. The focus of the IESTs has been on the following areas: heat transfer units, high
temperature units, compressed gases, organic Rankine Cycles (ORCs), refrigeration cycles, heat pumps and
heat transformers, cogeneration systems and other intensified units.

For example, the JOULE program concentrated on:

e Advanced unit operations, including process intensification®, energy efficient separation processes

and the efficient use of electricity and processes combining the efficient use of water and energy.

e Systems engineering covering systems modeling and new process routes.

e Integrated projects in the field of industry, buildings and/or agticulture, covering integrated

processes and large projects to be implemented on a European level.

Pilavachi [1998] summarize the objective of JOULE program as, ‘o ensure that a maximum number of tangible
and intangible results become available for the economic, technological and social benefits of industry and society by disseminating
useful information in order to attract potential partners’. He concluded that in the long term, ‘an overall 30-50 %
reduction in energy consumption might be achieved thanks to the development of new processes or process routes or by applying

adyanced concepts in the process industries’.
I1.1.2 Institutional Programs: CNRS

Encouraged by the growing importance of energy issue and financial funding offered by government
many research organizations have launched programs to look for ways for more rational use of energy. CNRS
(Centre National de la Recherche Scientifique) in France in early 2000 started an interdisciplinary energy 3]
program whose objectives are:

e looking for medium and short term solutions for the energy issue so that the emission of harmful

gases into the atmosphere can be reduced,

e and looking for long term solution that would be able to replace the fossil fusel are primary source of

energy.

In this context, the CNRS interdisciplinary program has identified four research areas on which research
and development (R&D) must be focused [Spinner & Fabre, 2003]:

1. Look into Hydrogen as a possible source of energy that would ultimately replace fossil fuels,

2. Devise methods that would allow for better control of energy consumption throughout the building

sector,

3. Develop methods for reducing the emissions of CO, by using carbon capture and sequestriation, and

biomass,

4. Look for ways for more efficient production, distribution and storage of electricity.

In this background, two projects: a one year long exploratory project in 2006 called PRIME (Projer de
Résean d’Intégration Multisite de I'Energie et de la Production) and a two year long research project (from 2007 to
2009) called GIMEP (Gestion Integree Multisite et Monosite de I'Fonergie et Production) were co-jointly managed by
Laboratoire de Génie Chimique (LGC) and Laboratoire d’Analyse et d’Architecture des Systemes (LAAS)
[Thery et al. 2008a, 2008b]. The purpose of these projects was to improve the energy efficiency of industrial
sites by finding:

e Mono-site solutions i.e. coupling production unit with the site utility systems,

e Multi-site solutions i.e. collaboration between enterprises located at different sites in order to have

* This concept will be extensively described in section 11.2.2.2.
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better management of energies
The results presented in this study have been obtained thanks to the financial support granted by the CNRS
for both projects.

I1.1.3 The Initiatives of the Industry

Historically, energy management methodologies adopted by various industries are synonymous to “fire
fighting”. The general tendency in the industrial sector is only to seek energy management solutions during
time of “crisis” i.e., when energy is in short supply or energy prices are high. After the “crisis” period passes,
the industries return to normal operation and energy management solutions are again relegated to peripheral
role.

The ambivalent attitude of the industrial sector towards adapting energy management program has a
variety of reasons. However, the two main reasons as mentioned by McKane [2007] are:

e The focus of the management is on core activity, which is manufacturing/production and not energy
efficiency. In other words, energy management has no place in the job descriptions and
performance accountabilities of the employees.

e There is a budgetary disconnect between investment cost on the projects (including equipment
purchases) and operating expenses. The emphasis is generally placed on lowest first cost rather than
accounting for life cycle cost.

However, faced with fluctuating fuel prices and stringent environmental regulations this state of affairs is

changing. Nowadays, the industries place increased importance on the energy management. Thus, in parallel
with the governmental and institutional programs, the industrial sector tends to systematically adopt exergy

management methodologies for facilitating more rational use of energy.

Definition
g

The goal of an energy management program is to monitor, record, analyze, critically examine, alter and control

energy flows so that energy is always available and utilized with maximum efficiency [O 'Callaghan, 1993].

The objective of energy management program in industry is to reduce energy costs and decrease

environmental pollution. This can be achieved by pursuing the following approaches:
I1.1.3.1 Adopting energy standards

In the recent years serious effort has been made to develop Ewergy Standards that can provide guidelines
and benchmarks for the engineers and managers for making industrial operations less energy intensive. 15O
9000/ 14000 quality and environmental management system [McKane, 2007] and ANST/MSE 2000 [ANSI, 4]
are the example of some of these Energy Standards. However, these standards are largely oriented towards
housekeeping and may not applicable to all industrial units.

I1.1.3.2 Top-Down approach

The top-down approach consists of analyzing the industrial unit as a whole in an aggregated manner from
empirically derived historical data. The top-down approach for energy managements can be summarized
briefly by the following steps:

e First, an energy andit is carryied out which develops energy inventory of the entire industrial unit. The

energy audit identifies the potential processes and equipments that can be targeted to improve energy
efficiency.

o After energy audits, plans are drawn up to improve energy efficiency of targeted processes and
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equipments through design, retrofit or improved maintenance practices.
e The financial costs that are likely to be incurred by adopting these plans are then analyzed. The pros
and cons of the proposed plans are scrutinized in terms of short and long planning horizons.
Tyrgg & Karlsson [2005] used the top-down approach to identify the energy savings that can be achieved
by replacing older processes and machinery with the new energy efficient ones. They energy savings were

32% in the support functions while 16% in the production process.
I1.1.3.3 Bottom-Up approach

The top-down approach can contribute to reduction in energy costs but it has some limitations. The
energy management of an industrial site needs a much in depth insight into the unit processes, which can not
be provided by the global view adopted in top-down approach. Muller ez al. [2007] remarked that,” the top-down
approach must only be considered as a first step of a more detailed analysis in which not only unit efficiency but also heat recovery
and energy conversion integration should be considered.”

In this respect, bottom-up approach is used which makes detailed analysis of individual production
processes and plant machinery (boiler, turbines, process equipments, etc) using engineering concepts like:

e Thermodynamics e Fluid dynamics

e  Heat and mass transfer e  Psychometric

One of the key developments in this regard has been the increased use of computational tools and

softwares that aid in carrying out more thorough and accurate analysis.

I1.2. POTENTIAL MEANS FOR REDUCING ENERGY CONSUMPTION
OF INDUSTRIAL SITES

I1.2.1 Total Processing System / Industrial Unit: Definition

According to [Papoulias & Grossmann, 1983a], an industrial unit also called “Tofa/ Processing Systens can be

regarded as an integrated system, comprising of three interactive components (see figure 11.1).

~

INDUSTRIAL UNIT

PRODUCTS

p

PRODUCTION PLANT \ HEAT RECOVERY
Cold Streams NETWORK
Reactors
RAW Separators
MATERIALS Mixers Hot Streams Heat Exchangers
Splitters
Compressors
k Other Units k
. Power Hot
Flectricity Demands Utilities
( Cold
FUEL SITE UTILITY SYSTEM Utility
Boilers
AIR Turbines
Electric Generators
WATER Electric Motors
Auxiliary Units

\__\ J

Figure 11.1: An industrial unit comprising of Production plant, Heat recovery network and Site utility system

e The production plant is the component that performs the processing steps to transform raw
materials into products. In most cases, production plant contains a number of processing units such

as reactors, compressors, mixers which consume utilities in the form of electricity, heating utilities in
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form of hot water and steam at different levels (high, medium and low pressures) and cooling utilities
in form of cooling water and refrigerant.

e The heat exchanger network (HEN) has the task of exchanging heat among hot and cold process
streams of the production plant in order to reduce the heating and cooling utilities. The optimal
synthesis of this component is often crucial in determining the energy efficiency of the total system.

e The utility system provides the required utilities for the production plant (electricity and power to
drive process units), and heating utilities for the heat recovery network (steam at different pressure
levels). Typical units found in a utility plant are fired or waste heat boilers, different types of turbines,
electric motors, electric generators, and other auxiliary power plant units. All these units can usually
be combined in many feasible configurations that are capable of providing the required utility
demands.

Each of these three components can be optimized in order to promote a more rational use of energy.

The following section presents a review of the measures found in the literature to reduce the energy

consumption of each component.
I1.2.2 Improving Energy Efficiency for Production Plants

Energy driven productivity gains are generally possible for all production plants irrespective of their size
and nature of operations. The two main methodologies used for improving energy efficiency in production

plants are the exergy analysis and the process intensification.
I1.2.2.1 Exergy analysis: an efficient tool for identifying process inefficiencies

Exergy analysis is a powerful tool for identifying and addressing of the sources of energy efficiencies in
production plant. A recent study conducted for the U.S. department of energy used the “exergy” analysis for
pinpointing inefficiencies in chemical manufactures [JVP Int. & Psage Research, 2004]. This section
summarizes the key aspects of this report along with other literature to define and highlight the benefits of

exergy analysis.

(a) Energy Bandwidth

The energy bandwidth diagram introduced by the U.S. department of energy provides a snapshot of the
energy losses that can potentially be recovered through improvements in technology, process design,
operating practices, or other factors. Bandwidth analysis quantifies the differences between different
measures of energy:

e The theoretical minimum energy represents the energy required to synthesize the product in its
standard state, at 100% selectivity, from the raw materials in their standard states, disregarding
irreversibilities.

e In reality, the energy consumed by a process must exceed the theoretical minimum enetrgy due to the
non-standard conditions of reactions, products, and reactants; the formation of by-products; the
need to separate products; and other factors. These conditions impose limitations that make it
impossible to operate at the theoretical minimum. This higher energy requirement is sometimes
referred to as practical minimum energy.

e  Finally, inherently inefficient or outdated equipment and process design, inadequate heat recovery,
poor integration of heat sources and sinks, poor conversion selectivities increases the requirement of

energy. Energy required under actual plant conditions is called current energy.
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Figure 11.2: Depiction of Energy Bandwidth [JV'P Int. & Psage Research, 2004]

The greatest potential target for reduction in energy demand is then represented by the gap between the
current energy and the practical minimum energy. However, without examining the quality of the energy in
this band, it is difficult to credibly determine how much of that energy it is practical to recover under realistic
plant operating conditions. In addition, it is not practical or economically feasible to reduce all process
irreversibility-related losses or the inefficiencies. This is where exergy analysis can significantly assist in
pinpointing opportunities.

(b) 1stlaw of thermodynamic and energy

Today engineers and scientists often use enthalpy or energy balances to evaluate the performance of
production processes and quantify energy losses. This is based on the 1t law of thermodynamic, which states
that energy can neither be created nor destroyed. Hence, energy only changes from one form to another and this

energy can be expressed in mathematical form as:
Qn+Hin = Qut+Hey [Eq. 11-1]

In this equation, Hin and Hou are the enthalpies of input and output streams of the process whereas, Qin
and Qo are provided and extracted heats. However, the 15t law of thermodynamic places focus solely on
energy conservation and does not consider the quality of the energy lost or the actual energy potential
associated with process streams. Using enthalpy, for example, 1 MJ of low-pressure steam would compare
equally with 1 MJ of electricity. In reality, the amount of usable energy from the low-pressure steam is less
than a third of that represented by the electricity, because the energy quality of the low-pressure steam is

much lower.

(c) Reversible/irreversible processes

A reversible process, or reversible cycle if the process is cyclic, is a process that can be "reversed” by means of

Definition infinitesimal changes in some property of the system without loss or dissipation of energy [Sear & Salinger, 1986].

(AN

Due to these infinitesimal changes, the system is at rest throughout the entire process. In a reversible cycle, the system

and its surroundings will be exactly the same after each cycle [Zhumdal & Steven, 2005 ). In thermodynamics, the

concept of reversible process is a quantitative one as it corresponds to a process for which no entropy is produced.

Since it would take an infinite amount of time for the process to finish or require an infinitely large

process, perfectly reversible processes is impossible in a real world environment.

28



CHAPTER II: TOWARDS MORE RATIONAL USE OF ENERGY: STATE OF ART

(d) 2rdlaw of thermodynamic and exergy

The notion of quality of energy is present in the concept of exergy or “availaibility”. This concept is based on

the 2nd law of Thermodynamics which states that not all energy can be converted to useful work.

Exergy, also known as availability, is defined as the maximum amount of work that can be extracted from a
g

Definition | stream at given state (T, P and x conditions) as it flows towards equilibrium. The portion that can be converted

s into useful work is referred as exergy, while the remainder is called non-exergy [JV'P Int. & Psage Research,
2004).

To analyze a process from point of view of energy, it is preferable to perform exergy analysis rather than
carrying out simple energy balances. Contrary to the enthalpy, exergy is a non conservative quantity whose
losses result necessarily in creation of entropy and reduction in potential for doing useful work. Grassmann
diagram (figure I1.3) presents a true representation of this phenomenon where a process stream losses exergy

(potential to do work) due to irreversibilities and emissions.

Ex. = EX,, + PEX [Eq. 11-2]

n out

\

i

HES Exergy lost

/\ LP steam

Exy

EXour Usable Exergy

HP steam

Figure 11.3: Grassmann diagram depicting loss of exergy in a stream flow

(e) Methodology for conducting exergy analysis

The general methodology that is followed to improve the energy efficiency of a process based on exergy
analysis is based on the following three steps:

Step 1: Exergy balances

The first step of the analysis is to establish the exergy balances of the process. This step can be further

sub-divided into three tasks:

e Use a process simulator to develop the process flow sheets and stream properties.

e Determine exergy for individual process streams. To achieve this goal computer software like
ExerCom that interfaces with Aspen Plus can be used. According to Hinderink ez al. [1996] the
exergy of a stream is composed of three major components: a chemical term, a physical term and
mixing term. The knowledge of the three individual stream components allows for determining their
share in exergy losses

e Extend the results to determine exergy balances around each processing unit/equipment in the
process. For example, the Psage Research developed in-house software that interfaced with the

Aspen Plus and Exercom to calculate exergy balances around each processing unit.

29



CHAPTER II: TOWARDS MORE RATIONAL USE OF ENERGY: STATE OF ART

Step 2: Identify zones for insprovement

This step involves locating the areas in the industrial process that consume most exergy. Various tools
can be used for this purpose:

e  Graphical tools such as Grassmann diagram which allow for visualizing the different types of exergy
losses.

e Mathematical equations: The exergy efficiency of an individual processing unit is the ratio of exergy
output to the incoming exergy.

EXour —1- Pex.in + Pex our [Eq. 11-3]

EXiy EXy

According to Graveland & Gisolf [1998] as a rule of thumb the potential for improvement of a particular

processing unit can be determined by using the formula:
Pl = @Q-7)(Pex i + Pex our) [Eq. 11-4]

Generally the quantitative measurements from equation [Eq. II-3] and [Eq.11-4] are plotted on the

graph in form of histograms.

Efficiency (%)
(MIN) 1uswanoiduwl Jo [ennualod

op1 Op2

Figure 11.4: Histograms representing exergy efficiency and potential for improvement

Step 3: L ook at ways for inproving the exergy efficiency of identified zones

After identification of the process areas responsible for poor exergy efficiencies, the final step is to look
for ways of making these processes less exergy intensive. In other words minimize the creation of entropy in
the identified areas. This step has been discussed in detail by Le Goff [1979], Rivero [2001] and Leites e7 al.
[2003].

A number of studies can be found in the literature that demonstrates the effectiveness of the exergy
analysis. For example, Utlu ¢7 al. [2006] conducted energy and exergy analysis on a raw mill in a cement
factory. The rooms for improvement in energy efficiencies using energy balances were found to be 84.3 %.
However, the exergy analyis demonstrated that actual improvement potential was only of 25.2 %. A similar
study was conducted by Waheed et al [2008], on a fruit juice processing operation. The exergy analysis
showed that the major source of exergy loss was the pasteurizer with an inefficiency of over 90%.

Mustapha et al. [2007], used exergy analysis to analyze the performance of the distillation column. The
results showted that poor exit exergy were consequence of tray positioning. Moreover, they deduced that in
order to improve the quality of distillate an additional distillation column was required.

Hence, for engineers and scientists working in the energy efficiency a true understanding of exergy analysis is
of critical importance. The exergy analysis allows identifying and quantifying the processes that lead to energy

inefficiency in the production plants.
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I1.2.2.2 Process intensification

One of the most efficient ways of reducing irreversibilities is by developping new and innovative processes.
According to Marechal et al. [2005], “new production routes, complete substitution of energy-intensive processes by low
energy processes, and more integrated processes appear to be the ey issue”’. As an application of process integtation, process
intensification has been practiced since a number of years but it is only during the last decade that has

emerged and received increased attention. Reay [2008] defined Process intensification (PI) as

Definiti Apny chemical engineering development that leads to a substantially smaller, cleaner, safer and more energy efficient
efinition

N

technology”. It consists of the development of novel apparatuses and techniques which enbance the heat or/ and

mass transfer

The figure II-5 recalls the technologies most frequently encountered in the PI. The PI is most often
characterized by a huge reduction in plant volume — orders of magnitude — but its contribution to reducing
energy consumption and also greenhouse gas emissions may also be significant. In the UK for example,
“Overall plant intensification was identified as having a technical potential of 40 PJ/year (about 1 million tonnes of oil
equivalent/ annum). The total potential energy savings due to investment in process intensification in a range of process unit
operations were predicted to be over 74 P[]/ year (1 P] = 1075 ])” [Reay, 2008].

Table 11I-1 gives an estimate of energy saving which could be obtained thanks to Process Intensification in

three emblematic industrial sectots.

Table I1.1: Energy saving estimates resulting from Process Intensification

Bulk chemicals

Fine chemicals

Food

Multifunctional equipment
(advanced distillation)

50-80% energy savings in 15% of
processes. 9-18 PJ

Limited to separation processes, i.e. 10%
of sector. Increase efficiency by 50%,

Drying and crystallisation. 10% total
energy saving, worth 3-5 PJ

Micro/milli-reactors

A study by ECN in Holland suggests 20
PJ avings using heat exchanger-
reactors. Micro-reactors extend this to
25PJ

Applications in 20% of processes in the
sector saving 20% of energy — 1 PJ
Reduce feedstock and additives by 30%
in 10% of processes saving 5-7 PJ

Spill-over from fine chemicals: <1 PJ

Microwaces ( electrical
enhancements)

Reduce feedstock and additives by
20-40% in 5% of processes: 2-3 PJ

20-50% saving in 10% of drying market:
1-1.5 PJ 10% energy reduction in
product processing: 1-1.5 PJ

High gravity fields (e.g.
spinning disc reactors,
HiGee)

Reduce feedstock, solvents etc. by 50%
in 5% of processes: 1-3 PJ

Assuming 20% of electricity in food
production goes to emulsification,
mixing etc. 10-20% saving worth 0.5 PJ

Process intensification in itself is an ongoing process. It will require time until these processes could
replace energy intensive processes. In the wider scheme of things it can be considered as a medium term

solution to the energy problem.

* This definition was originally proposed by [Stankiewicz & Moulin, 2000] but they did not include the aspect of safety in their

statement.

T ECN in The Netherlands suggested that too little was known of the effects of microwaves and HiGee in the bulk chemicals sector.
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Figure 11.5: Most frequently technologies in Process Intensification |Stankiewicz & Moulin, 2000]
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I1.2.3 More Systematic Use of Heat Integration Concept

Heat integration through use of Heat Exchanger Networks (HEN) is a prominent feature in many
industrial units. HENs allow for exchange of heat among the various process streams and thereby reduce the
need for import of heating and cooling utilities from the site utility system or an external source.

One of the major breakthroughs in the advancement of heat integration methodologies and design of
HEN has been the development of the concept of Pinch Technology |Linhoft & Hindmarsh, 1983; Linhoff,
1994]. The distinguishing feature of pinch technology is that it leads to solutions that are not only thermally
efficient but also adequate for treating industrial problems. As a result, pinch technology has enjoyed huge
success throughout the industry and is considered as an indispensable tool for undertaking design of HEN.

Kemp [2007] presented a detailed analysis on the various aspects of Pinch Technology.

o Stream is any flow that requires to be heated or cooled.

Basic o Hot stream (source) is the hot product which needs to be cooled down. They represent the heat in
Terminology production processes.
N o Cold stream (sink) is the feed that starts cold and needs to be heated up. They represent heat

requirements of the process.

The pinch technology is based on the basic heat transfer principle that there is a possibility of energy
recovery by different streams as long as there is a temperature gradient between them (i.e. difference in
temperature between among streams). The pinch technology identifies the most appropriate hot and cold
streams in the production process and develops the corresponding heat exchangers network (figure
11.6a).

Direction of
heat flux
Th,in Th,out
— X
Tc,out Tc,in

counter-flow streams

(a) Overlap of hot and cold stream in
Heat exchanger

(c) Flow of heat not possibleas cold stream
Temperature surpasses that of hot stream

Figure 11.6: Basic heat recovery principle

However, according to the 2°d law of thermodynamics a positive temperature driving force must exist
between the hot and the cold streams to enable the heat exchange. In other words, heat can only be
transferred from a hot stream to a cold stream if the temperature of the hot stream surpasses that of the cold
stream (figure I1.6b & I1.6c).

The energy exchange between the two streams can be represented by the following equation:
Q=U- A-AT, [Eq. 11-5]
where Q = Heat load (KJ)
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U = Heat exchange coefficient (KJ/m?.°C)
A = Area for heat exchange (m?)
and AT AT, — AT, (see figure 11.7)

ml =
In Lﬂ
AT,

Th,in

4 T(K)

c,out

Th,out

c,in

Figure 11.7: Heat exchange between streams and pinch point

According to the equation II-5, the quantity of heat exchanged between the hot and cold stream is
directly proportional to:

e  Heat exchange coefficient (dependent on the nature of the flow streams)
e  Surface area provided for the heat exchange

e Driving force AT between the two streams, which itself is an exponential function of temperature

gradient of the inlet and exit temperature differences (figure 11.7).

Definition | Pinch point’ is the minimum distance between the hot and cold stream. Heat exchange only takes place above the
(A pinch point, therefore it is a bottleneck that limits the maximum heat exchange among the hot and cold streams.

I1.2.3.1 Pinch analysis of continuous processes

Gundersen [2000] has divided the whole design of HEN of continuous processes into four phases:

a) Data Extraction, which involves collecting data for the production plant and the site utility system.
b)  Targeting, use of pinch technology to find the hot and cold utility targets.

©)  Initial design, where an initial Heat Exchanger Network is established.

d) Optimization, where the initial design is simplified and improved economically.

(a) Data extraction

The first and most critical step in pinch analysis is to understand the process well and extract the
necessary information about the various process streams. This includes identification of process streams that
need to be heated, cooled or for which there is a phase change (evaporation or condensation). Then, among
plethora of information extract features essential for the pinch analysis. This is an extremely time consuming
procedure as ignoring important streams would naturally lead to sub-optimal HENSs.

The necessary data requirements for each process stream are as follows:
- mis the mass flowrate (kg/s, tons/h, etc.)

- G, is the specific heat capacity (k] /kg®C)

- Tia is the inlet/supply temperature (°C)

- Toue is the exit/target temperature (°C)
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On the basis of the above data the utility requirements for each stream is established using equation [Eq
11-6].

AQC =m Cp : (rin _Tout) [Eq 11-6]
(b) Targeting

For the targeting, the first step consists in fixing the value of the minimum allowable temperature (AT,,).
As mentioned in equation [Eq. 1I-5], the maximum amount of heat exchange between the streams is directly
proportional to both surface area and driving temperature. Therefore, the minimum allowable approach
temperature (AT,.,) and surface area for heat exchange provide the key constraints for design of HEN (figure
I1.8). The same amount of heat exchange between the streams can be achieved by:

e Increasing the surface area and decreasing the approach temperature, this leads to diminished
requirement for importing hot and cold utility. However, the large surface area increases the capital
cost for constructing the heat exchanger.

e Increasing the approach temperature and decreasing the surface area, this leads to diminished capital
cost for constructing the heat exchanger. However, the cost of import of hot and cold utility from an
external source is increased.

Thus, to reduced the overall costs a compromise is made between the minimum allowable approach

temperature (AT, and surface area for heat exchanger.

Cost

Optimal cost

Capital cost

~
'

AT, optimal ATmin

Figure 11.8: Trade off made between heat exchanger size and utility import costs

Given the minimum allowable temperature (AT,.), the further steps consist in establishing performance
targets such as:

e  The Minimum Energy Requirement (MER)

The initial approaches for targeting made use of the concept of composite curves which combines the hot
and cold streams on a temperature-enthalpy diagram (see figure 11.9). A single curve represents all the hot
streams and a single curve represents all the cold streams, these curves are respectively called oz and cold
composite curve. The overlap between the hot and cold composite curve represents the maximum amount
of attainable heat recovery within the process. The overshoot at the bottom of hot composite curve
represents the minimum cooling requirements while the overshoot at the top of cold composite curve
represents the minimum heating requirements. These cooling and heating requirements must be fulfilled by a

site utility system or an external source.

35



CHAPTER II: TOWARDS MORE RATIONAL USE OF ENERGY: STATE OF ART
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Figure 11.9: Targeting throngh the use of Composite curves

This approach for determining the minimum heating and cooling requirments relies on a graphical
analysis which could be imprecise and quite difficult to implement. To cope with this drawback, Linhoff
& Hindmarsh [1983] introduced ‘Problem table algorithm (PTA)” which allowed the calculation of hot
and cold utilities without using any graphs. The PTA is a more systematic approach which permits the
location of pinch temperature and determining the hot and cold utility.
e  The Minimum number of heat exchanger units required in the HEN
The minimum number of heat exchanger units is determined by using an empirical rule that was
proposed by Honholm [1971]. According to the rule the minimum number of units is usually one
less than the total number of process streams and necessary utilities.
Upin=N-1 [Eq. 11-7]
e  The Minimum surface area required for the heat exchange.
The minimum surface area is calculated using the “Spaghetti Design” proposed by Townsend &
Linhoff [1984]. The Spaghetti design aims to make optimal use of driving force in order to minimize
the total surface area. It is assumed that to maximize heat exchange all heat exchangers in the same
enthalpy interval (marked by dotted lines in figure I1.10) must have exactly same temperature

profiles.

Temperature (°C)

Enthalpy (kW)

Figure 11.10: Heat exhchangers placed in the same enthalpy interval

36



CHAPTER II: TOWARDS MORE RATIONAL USE OF ENERGY: STATE OF ART

Afterwards, a Bath formulae (named after the place where the equation was presented) is used to estimate

the minimum surface area.

Anin = Zj:(%nm,,— jz% [Eq. 11-8]

Where ¢; = change in enthalpy for stream /

b; = film heat transfer coefficient for stream 7
(c) Initial design

Knowing the performance targets, the next step of pinch analysis involves design of heat exchanger
network. The most popular method for the design of the HEN is the grid diagram (introduced originally by
Linhoff & Flower [1978]). The hot streams ate placed on the top side of the grid diagram while cold streams
placed on the lower side (figure 11.11). The two linked circles between hot and cold process streams
represent the presence of a heat exchanger. For example, figure I1.11 represents a heat exchanger network
composed of four heat exchangers between two hot streams and to cold streams. The dashed line represents
the pinch temperature.

Linnhoff & Hindmarsh [1983] proposed Pinch Design Method for design of HEN design, an approach
which is still widely used. The objective of Pinch Design Method is simply to start design at the Pinch
temperature, where driving forces are limited and the critical matches for maximum heat recovery must be
selected. The matching rules simply ensutre sufficient driving forces, and they attempt to minimize the
number of units. The design then gradually moves away from the pinch, making sure that hot streams are

utilized above Pinch temperature and vice versa for cold streams below Pinch temperature.

‘_® Q O_ sé‘;'i 2

|
Hot Y O .
Stream 1 ./ | .
|
Hot L ( ) >
Stream 2 _O I Z
|
|
. ! Cold
- VAL Stream 1
|
|
|
I
|

Figure 11.11: A grid representation of the Heat Exchanger Network (HEN)

In case where the process stream(s) do not achieve the desired temperature external hot or cold utility
sources are used. For example in figure I1.11 ‘hot stream 2’ uses a cold utility source and ‘cold stream 2’ uses

a hot utility source to fulfil their heat requirements.
(d) Optimization
The last step in the pinch analysis is the analysis of the initial design to look for improvement possible
improvements in the design HEN. The objective is to look for more efficient HEN design; which is achieved

by evaluating alternative HEN design. This includes changing the Minimum Energy Consumption

requirements, number of heat exchangers in network and modifying the pinch temperature (pinch point).
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However, this optimization step is combinatorial in nature and requisites evaluation of large number of
possible networks.

Mathematical programming can be used to address this problem. Papoulias & Grossmann [1983b]
proposed an approach for the systematic synthesis of HEN which is based on different transhipment models.
This approach could be incorporated in the natural form within the MILP formulations for the synthesis of
the Total Processing System/industrial unit. Yee & Grossmann [1990] proposed the idea of a HEN
Superstructure and used mixed integer linear programming (MINLP) approach to eliminate the surplus

elements from the HEN Superstructure.
I1.2.3.2 Pinch analysis of batch processes

For heat integration in batch process, there are two constraining factors, temperature and time. In other
words, the exchange of heat among streams depends not only on temperature gradient but also the specified
times in which these process streams exist. Hence there are two possibilities for exchanging heat within
batch processes:

e Direct heat exchange using a heat exchanger (when the streams exist in same time period)

e Indirect heat exchange using heat storage system (when streams do not exist in same time period)

Generally, heat storage is an expensive and sometimes impossible proposition and the production plant
scheduling is altered (rescheduling) to allow for more direct heat exchange.

The design of HEN of batch processes follows the same four stages as undertaken in continuous

processes — data extraction, targeting, initial design and optimization [Gundersen, 2000].

(a) Data extraction

In batch processes the data extraction is more difficult than its continuous process counterparts.
Instead of measuring the heat flow (heat duty) using equation [Eq.II-0], for batch plants it is more

appropriate to measure the total amount of heat using equation [Eq. II-9].

AQg=m-C - (T;, —To) - (tf —t5) [Eq. 11-9]
where:

- AQg is the instantaneous heat flow (KW.h)

- #r1s the start time of process stream (s, h, etc)

- 1is the end time of process stream (s, h, etc)
Furthermore, two additional data requirements are the start and finish times of process streams and types of

streams that exist in batch processes [Kemp, 2007].

Table 11.2: Basic types of stream in batch processes

Type Condition Example
Streams with fixed or constant Tin, Tou ts, t, and This corresponds to the situation encountered in
Stream A Q continuous processes at steady-state.
Streams with a gradual change of Q with time, Volatile product being vaporized from a batch
Stream B even though temperature is constant. reactor
Stream C Streams with a gradual change in temperature Liquid being heated in a reaction vessel by electric
with time, even though Q is constant. resisitance
Stream D Streams with a gradual change in both Batch reactor is heated or cooled with steam or
temperature and Q with time. cooling water
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(b) Targeting

There are a number of methods in batch processes for identifying the minimum energy consumption
requirements (MER). Many of these methods are inspired from the Pinch analysis techniques developed for
continuous processes. Generally, the methods for setting performance targets in batch processes can be
classified into two broad categories:

1. Methods where zemperature is primary constraint and #me is secondary constraint. In some cases, the

time aspect is completely ignored.
TAM : Time Average Model

Linnhoff et al. [1988] presented the idea of TAM, which ignores the time completely and assumes
that heating or cooling of a stream takes place in entire batch period. It is similar to the targeting
approach adopted in continuous process with the only difference being that TAM makes use of
equation [Eq. 1I-0] to determine the absolute maximum heat recovery that can be attained from the
process streams. The drawback of this approach is that it assumes that heat can be stored without

any losses.
TSM : Time Slice Model

TSM splits the time horizon into smaller time intervals (slices) and considers heat recovery in each of
these intervals. The minimum energy consumption targets obtained by TSM are more realistic and
provide the actual potential of energy saving without using heat storage. The accuracy of TSM model
increases with increasing number of time intervals.

Stream

Fay

I

|
|
|
L=+
[
|
|
|
[
|
|
|
|
|
i

a o e Mo

> Time (h)

0.0 0.25 0.3 5 0.7 0.8 1.0

Figure 11.12: Time Slice Model (TSM) for simple batch process

CA : Cascade Analysis

Kemp & Deakin [1989] presented a two dimensional heat cascade approach which was inspired from
Problem Table Algorithm (PTA) developed by Linhoff & Hindmarsh [1983]. The heat cascade
makes use of supply and target temperatures as well as starting and finishing time to represent the
heat load for all process streams. The CA assumes that heat can be directly transferred to a lower

temperature stream (direct heat exchange) or a later time interval (indirect heat exchange).

2. Methods were fime is primary constraint and Zemperature is secondary constraint.
TPA : Time Pinch Analysis
Wang and Smith [1995] presented TPA which uses time as the only constraint to set energy targets
and completely ignores the aspect of temperature. Like the TAM approach the TPA gives extreme
values but it can be used to locate the Time Pinch of the processes and identify the possible process

modifications.
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(c) Initial design

As the majority of performance target methods are primarily based on temperature aspect, Pinch Design
Method |Linnhoff & Hindmarsh, 1983] can also be used for HEN design of batch processes [Gundersen,
2000]. However there are some additional features that must be incorporated:

e At all times, the use of Heat Storage must be considered as an alternative to the use of external heating

and cooling utilities.

e The Time aspect normally means that separate initial networks must be developed for each time

interval.

e The overall network can then be found by superimposing all the individual networks.

e  The various time intervals normally have different Pinch points. This affects the individual networks,

since the matches depend on the Pinch location. Hence it is nearly impossible to design a HEN that

meets the Targets that are set using TAM.
(d) Optimization

The methods used for optimization and simplification of heat exchanger networks for continuous

processes (section 11.2.3.1.d) can be used without any changes for batch processes.
I1.2.4 Use of Site Utility Systems

The industrial concerns may generate their own utilities or purchase them from public supply companies.
Nowadays, the general trend is to self generate heating utilities (steam at different pressure levels) and to
purchase the electricity from a public supply company. However, industries whose processes have significant
steam requirements (e.g. chemical plants, forest products, textiles, etc) or whose by-products and wastes can
be used as fuel prefer to generate their own electricity. The self-generation of electricity by an industrial unit is
often referred to as auto-production.

In order to auto-produce utilities, an industrial site requires an assembly of equipment (who deliver
mechanical and electrical energy) on or nearby the production plant site. Hence, this assembly of equipment
is referred to as site utility system.

During the last few decades, the advances in power plant technologies have lend a helping hand to
increased use of site utility system. These improvements have meant that small scale based thermal plants
(running primarily on fossil fuel) are a viable option for many industrial units. Moreover, the advent of

distributed generation has given greater credence to the notion of auto-production.

Defonition Distributed Generation is the paradigm shift away from centralized units towards generation of

0 electricity and heat at or close to the point of demand (i.e. consumer).

One of the biggest advantages offered by centralized units is the economies of scale. However, these
units reject large quantities of heat energy into the environment. This waste energy can be meaningfully
utilized if the consumer is nearer to the point of generation. Hence, the concept of Distributed Generation
(DG) has emerged that focuses on the setting up of smaller capacity utility (electric and heat) producers. The
capacity of these utility producers would be small but they would be scattered all over the geographical
territory and thereby closer to the consumer [S6dermann & Pettersson, 2006; Hiremath ez al., 2007].

The deregulation in energy market makes the proposition of DG even more viable. The deregularized

markets allow for small scale energy providers to connect to the transmission network and sell their electric
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or heat utilities. This is particulatly true of European countries like Denmark, UK and Germany. Thus, in
future, the utility supply structure will be based on distributed generation (figure 11.13) rather than being
based on large centralized units, with a large portion of utilities being generated using renewable energy

resources.

Photovoltaics
power plant

Storage :
Pow quality

Local CHP plan\\ qual%}\ m cevice
device
g) e, v
i1 power

Figure 11.13 : Future Distributed Generation based utility supply structure [Fieldstone enterprise, website]

plant House with domestic CHP

I1.2.4.1 Types of technology used in site utility system

The site utility systems can choose from among five different technologies generating utilities. A brief
summary of these technologies are presented in the table I1.3.

Among these technologies, combined heat and power (CHP) is the most promising for site utility system.
Combined heat and power (CHP), also known as cogeneration, is the simultaneous generation of electricity
and other form of useful thermal energy (steam or hot water) in a single power plant. The advantage of the

CHP technology can be established by using a simple illustration (figure 11.14).

Fuel Electricity
Power plant — Electricity
100 36 "
30
Fuel CHP plant
E—
100 Heat
Fuel . Heat |
Boiler —> 55
100 80
36+80 30+55
n =—""=058 n =—""2-0.85
200 100

Figure I1.14 : Energy efficiencies of CHP vs. conventional utility systems

On average, conventional power generation is only 33-36% efficient and rest of energy is rejected is
released as waste heat. Similarly, the energy efficiency of the industrial boiler is around 80%! and rejects rest
of energy into atmosphere. The CHP plant valorizes the heat rejected through electricity generation rather
than releasing it wastefully into the atmosphere. Thus, overall energy efficiency of CHP plant is considerably
higher.

1'The boiler efficiency is a function of load factor and varies but on average it can be assumed to be around 80%.
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Table 11.3: The technologies used by site utility system
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Combined heat and power (CHP) is an important energy production technology as it improves the
especially that of CO; [Lemar, 2001]. Both the United Nations [UNESCAP, 5] and European Union [EU,

overall energy efficiency of the process and at the same time reduces the emissions of green house gases
1997] see CHP as one of the very few technologies that can offer a short or medium term solution for

pollution control by increasing the overall energy efficiency.
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I1.2.4.2 Improving energy efficiency of site utility system

The objective of a site utility system is two fold:

e meeting the electricity and heat utility demands of production plant,

e but also adopting operational regimes that allow for maximum energy efficiencies.

However, until last few decades, surprisingly little research was carried out to address the design and
operation problems of the site utility system. Chou & Shih [1987] while proposing a thermodynamic oriented
model for design and synthesis of site utility system remarked, “here is little discussion in literature concerning how to
systematically design a good plant utility system. A fundamental study of system’s intrinsic properties is therefore required”.

A similar thermodynamic oriented approach had eatlier been presented by Nisho ez al. [1980]. They used
heuristics to address the problem of design of a steam power plant. However, the problem with the
thermodynamic based approaches is that they find design solutions that are thermodynamically excellent but
they do not take into account the economic feasibility. Hence, thermodynamic approaches routinely come up
with solutions that would be impossible to implement due to financial constraints. On the other hand,
mathematical based optimization approaches can readily accommodate both design and financial constraints.
Hence, they are considered more suitable to deal with the design and operation problem of site utility system.

One of the eatlier mathematical programming based approaches to address the problem of site utility
system appeared in the same year as the research of Nisho ¢z al. [1980]. The mathematical approach using
Mixed Integer Linear Programming (MILP) was applied by Grossmann & Santbanez [1980] for the synthesis
of a steam generation systems in a chemical process. Even though, the model proposed by Grossmann &
Santbanez [1980] was very simple, which did not account for use of turbines and motors to meet electricity
demands, but their research was quite significant as it introduced the concept of binary variables into the
utility system design environment. These binary variables can not only be used for the on/off decision but
also for including or excluding the different equipments from the process design. Papoulias & Grossmann
[1983a] developed on this concept of binary variables in the MILP approach to present the notion of site
utility system “superstructure”.

There are a number of ways of setting up the equipments used in utility systems like boilers, turbines,
pumps, etc. Hence, the design of an optimal site utility system requires evaluation of many alternative
configurations. Papoulias & Grossmann [1983a] proposed grouping together the most commonly employed
utility system equipments into one single superstructure. Then, based on the fixed electricity and heat utility
demands of the utility system, MILP based mathematical model was used to optimize the superstructure. The
MILP model scrutinized among the various feasible configurations and selected the one that was the best
according to the selected objective (usually minimizing cost).

Kalitventzeff [1991] applied Mixed Integer Non-linear Programming (MINLP) for the design of site
utility system, while Bruno et al. [1995] applied non-linear equations to solve the superstructure problem
initially proposed by Papoulias & Grossmann [1983a]. Since the plant machinery and equipment used in site
utility sytem display non-linear behaviour (e.g. boilers), therefore MINLP leads to more accurate
representation of the real worl environment. However, the MINLP models are computationally more
demanding and require long times to resolve the problem. Moreover, the MINLP models have difficulty in
attaining global minimum and therefore can not ensure finding of optimal solution.

Heuristic methods have also been applied to solve the same kind of problem: Maia ef al. [1995] used
simulated annealing to for an optimum design of site utility system.

More recently, Maréchal & Kalitventzeff [1990] applied the graphical targeting approach for design and

operation of the site utility system. Their approaches made use of the idea of total site composite heat source
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and heat sink curves, which set targets for the potential heat recovery (Dhole & Linhoff [1992] introduced the
idea of total site composite curves). The heat recovery targets consequently set the mark for design of site
utility system that would minimize the cost of utilities.

Later, Maréchal & Kalitventzeff [1998] proposed a combined approach, MILP and an “expert system”,
for selection of optimal site utility system. This combined approach is composed of three steps and is based
upon the concept of Effect Modeling and Optimization (EMO) [Maréchal & Kalitventzeff, 1997]. The three
steps are:

1)  Find the most optimal configuration of the utility system from the superstructure.

2)  Use the expert system to identity the most appropriate equipment technologies that are suitable to be

used in the proposed configuration. For example, choose among different gas turbine that would be able

to meet the heat requirements.

3) Evaluate the utility system identified in step 1 with the equipments identified in step 2. Several

solutions are generated that determine the cost breakeven points associated with each of these

technologies.

All the above mentioned approaches made the hypothesis of constant demand (electricity and heat utility)
from the production plant. However, a fluctuating demand of the production unit over time is a situation
commonly encountered during the running of site utility system. While responding to these demand changes,
the utility system has to choose among a number of alternatives. This can be explained using a simple

example

Scenario 1:

Faced with an increase in demand of process steam, the utility system must increase the generation of steanm.
However, the utility system must either:

o [ncrease the load factor of current running boiler

o Start another boiler

o Combine both solutions, i.e., increase the load factor as well as turning on another boiler
Furthermore, in case of multiple idle boilers, the utility system might have to decide which one of them to switch
Example on. The increased steam generation by the boiler also presents the opportunity for electricity generation by

& expanding steam through steam turbines.

Scenario 2

The demand of process steam decreases which leads to excess of steam in utility system. The utility system
must decide either to:

o Keep boilers operating at the same steam level and increase the load factor of the steam turbine, thereby

generating more electricity. This might mean that an idle steam turbine might be brought into operation.
o Decrease the steam generation in the boiler thus leading to fuel savings. But in this case, the utility

system wonld have to decide which boiler to turn off.

On the basis of these different scenarios, it is clear that while looking for optimum utility system design, it
is necessary to incorporate the affects of variable operating conditions, which leads to a multi-period
optimization. Hui & Natori [1996] developed a MILP formulation for multi-period operational planning of site
utility system. Maia & Qaasim [1997] used simulated annealing to solve the problem of synthesis of utility
system with variable utility demands. The multi-period problem for synthesis and operational planning of
utility system under varying demands was solved by lyer & Grossmann [1998] using a MILP formulation.

The complex MILP formulation developed was solved using a bi-level decomposition algorithm. Maréchal &
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Kalitventzeff [2003] used a genetic algorithm to extend the targeting approach into a multi-period problem
environment.

Another aspect that was ignored during the design and operation problem of the utility system was the

simplified models developed for individual equipments, like, turbines, boiler, etc. Among other things, these
models neither accounted for the effect of equipment size on performance nor for reduced energy
efficiencies at part load. Mavromatis [1996] improved the model for steam turbines. Later on, Mavromatis &
Kokossis [1998a, b] formulated an MILP model for design of steam turbine network which evaluated impact
of variations in operations on the energy efficiencies. The model was tested on a real life example and they
reported improvements in region of 11% against cases that neglect variations or consider unit efficiencies as
constant. Varbanov ez al. [2004] incorporated new gas and steam turbine models that gave more real
assessment of their energy efficiencies at part load. They incorporated these new models with other elements
of utility system into an overall model for cogeneration systems. Aguillar ez al. [2007a, b] proposed a robust
computational tool to address grassroots design, retrofit and operational problems for the utility system,
considering structural and operational parameters as variables to be optimized at the same time.
In regards to the CHP, a detail review on short term operational planning of the cogeneration (CHP) was
presented by Salgado & Padrero [2008]. The paper classified the research on CHP technology in terms of
formulations and solution methodology (MILP, MINLP, genetic algorithms, etc), objective function, air
pollution, etc. Soylu et al. [2006] developed a multi-period MILP model for collaboration between CHP
plants located at different industrial sites. The objective was to fulfill the utility demands in a mutli-site
environment. However, the utility demands during each time interval were assumed to be given a priori.

The classification of the literature review is presented in figure I1.15. The analysis of the literature
reviewed points out that until now, little effort has been spent in integrating the production plant with site
utility system. Even though efforts have been made to look for site wide solutions (e.g., Marechal and
Kalitventzeff [2003]) by incorporating heat integration with site utility system, all these researches still
consider production demand to be a given priori. These demands might change over time (issue dealt in
multi-period models) but no feedback exists so that the short term scheduling of production unit and short

term operational planning of utility system can be correlated.
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I1.3 MANAGEMENT OF TOTAL PROCESSING SYSTEMS BASED UPON
BATCH PRODUCTION

As precised in the first chapter, our study focuses on batch processes. The design and retrofit are essential
phases of any industrial unit. Design is carried out at the very outset and lays out the blue print for the
structure and inner workings of the all the production processes. Conversely, retrofitting normally happens
much later in life of the industrial unit. The objective of retrofit is to addition of new and updated parts to the
industrial unit, which would lead to increased productivity or increased energy efficiency.

However, for the most part of their life, the industrial units are in gperation phase. Unlike their continuous
manufacturing counterparts, the batch manufacturing industries can choose from a variety of operational
regimes during the operational phase i.e., where and how much of raw material and intermediate products
need to be process in the production equipments. This enables batch manufacturing industries to be more
flexible and to adapt themselves to changes in product demands.

On the other hand, this flexibility makes management of the batch manufacturing industrial units more
difficult. Among the variety of possible operation regimes, the management should choose a regime that
allows the industrial unit to operate at highest possible productivity levels. As a result, management of the

batch manufacturing industrial units is more challenging and requires more critical decision making.
I1.3.1 The Sequential Approach: Traditionally Used In Industry

Faced with the complex management problem the general tendency in the batch industrial units is to
adopt the traditional approach, which involves sequential resolution of three sub-problems (figure 11.16):

1. First of all scheduling of the production plant is carried out, which based on the production recipes
allocates limited resources (processing equipments) to produce the final product(s). Scheduling
determines the number of tasks (processing operations), timing of these tasks and batchsize of each
task to be performed in production plant.

2. Then on the basis of scheduling the utility demands for the production plant are calculated. In these
calculations the concept of energy integration [Corominas et al., 1994] and especially that of pinch
analysis [Linhoff, 1994] can be used to develop a heat exchanger network that minimizes the utility
demands from the site utility system [See Section 11.2.3].

3. Finally, knowing the utility demands, the final step is operational planning of the site utility system.
The objective in this step is to operate the utility system in such a manner that it not only meets the

utility demands of production plant but also minimizes the energy costs [See Section 11.2.3].
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’ Sequential Approach

Production
plant model

" Establishing scheduling plan

Takes into account only the
constraints in production unit

Estimate energy demands
Calculations made for utility demands

for each period in the scheduling horizon

Utility System
model

Utility system operational planning
Operational planning of the utility system

to fulfill the utility demands

Figure 11.16: Traditional sequential approach

In this kind of approach, the relationship between the production plant and the utility system is of master
and slave. The activity level of the utility system is dependent on the utility demands of the production plant
but energy constraints are not included while performing scheduling of the production plant. This lukewarm
approach towards considering utility system in overall considerations can perhaps be explained by the price of
fossil fuel. The adage “production is king” has been prevalent in the industry and role of utility system was
just perceived to be of a supporting function. But over the last few years the increased fuel costs has meant
that considering utility system as a subsidiary function is no longer feasible.

Moreover, the traditional approach is excessively dependent on the production plant and does not place
enough emphasis on the heat recovery network and site utility system. Adonyi ez al. [2003] pointed out that
the utility demands are strongly dependent on the scheduling of production plant. Hence, incorporating heat
integration (through use of heat recovery network) after the carrying out the scheduling would lead to poor
energy results. ‘The same stipulation applies for the short term scheduling of the site utility system. The
utilities generated in utility system have a direct correlation with the activity level in the production plant. In
spite of this direct correlation, in the sequential approach, production plant scheduling problem does not take

into account the operational planning of the utility system.
I1.3.2 Scheduling Under Energy Constraints

To overcome the limitations previously mentioned, a more accurate approach would consist in the
scheduling of batch plants including energy constraints. The scheduling aspect of the production plant has
been subject of extensive research. However, few scheduling models have been proposed in which the heat
integration or the management of utilities is explicitly taken into account. This section presents a brief review

of these studies.
I1.3.2.1 Integrated scheduling and heat integration

In batch processes along with direct and indirect heat exchange, there is another possibility for improving
the energy efficiency — scheduling of production plant. This aspect can be explained using a simple example,

which was presented by Kemp [2007].
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Figure 11.17: Gantt charts for streams: (a) initial schedule, (b) rescheduling

Figure 11.17a depicts the initial scheduling of the production process. As things stand, there is no possibility of
heat recovery. However, as shown in figure 11.17b, if the batch 2 is advanced by 0.25, its cold stream A2 will
overlap with the hot stream B1 in batch 1 and they can exchange heat directly. Changing the timing of the

different processes to promote heat exchange between cold and hot streams is called reschednling.

The rescheduling allows the process streams to stay in same temperature range as before, but move into
different time intervals. The eatly targeting approaches for design of HEN like Time Averaged Model (TAM)
[Linhoff et al., 1988] heavily relied on the rescheduling to improve the heat recovery capacity. However,
rescheduling not only adds additional burden on plant management but in some case, it is not even possible.

To remove this need for rescheduling the heat integration consideration should be incorporated directly
into production scheduling. Corominas ez al [1994] used heutestics to study the possibility of heat exchange
between hot and cold streams in a multi-product batch production plant operating in campaign mode. The
campaigns were launched taking into account the thermodynamic, topological and time constrints. Vaklieva-
Bancheva and Ivanaov [1996] used a MILP formulation to design HEN for a multipurpose batch plant
operatin in campaign mode. The advantage of operating in campaign mode is that the sequence of
processing operations to be performed is known a priori.

Papageorgiou et al. [1994] extended the STN framework originally proposed by Kondili ¢# al. [1993] to
incorporate the heat integration into batch scheduling problem where the sequence of processing tasks was
not known at the start. Barbosa-Povoa [2001] presented a mathematical formulation for the detailed design
of the multi-purpose batch facilities where heat integration features were addressed at the design level. The
problem is formulated using discrete time STN and maximal state task network (mSTN) to represent the
interactions between the process and equipment. Majozi [2006] proposed a continuous time formulation for
optimization of heat-integrated chemical plants. Chen & Chang [2009] presented an integrated approach for
handling scheduling and heat integration problem in a unified framework.

I1.3.2.2 Scheduling and management of utilities

Egli & Rippin. [1985] discussed the importance of utility management at a batch industrial unit. They

stressed on the need of incorporating utility requirements while performing the scheduling of the production
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plant. Kondili ¢# al. [1988] developed a mathematical model to address the issue of manufacturing plant
production planning with the objective of reducing operational costs. The cost of energy was assumed to
vary during the day and energy consumption was dependent on the nature of the product manufactured and
the equipment used. The impact of energy cost was catered by positioning energy cost in the objective
function. This initial model was further enhanced and Kondili ¢z al. [1993] developed the first generic short-
term batch scheduling algorithm. The limited availability of the utilities was modeled as a scheduling resource
constraint.

However, unlike the resources classically considered in the scheduling problems (processing equipment
or manpower), utilities have special characteristics which must be taken into account. Ultilities are a more
versatile resource and are present in various forms (different pressure steam, electricity, hot water). Utilities
are also a resource which is difficult to store in its ultimate form. Some recent studies have taken into
consideration these peculiarities of utilities. Hait 7 al. [2007] presented an approach designed to minimize the
energy cost of a foundry, subject to the specific provisions relating to the power pricing and market based
strategies for load shedding. Behdani e7 al. [2007] developed a continuous-time scheduling model, which
included the constraints related to the production, availability and consumption of different types of utilities
(water cooling, electricity and steam). However, in all these approaches, the focus is primarily on the
production plant and site utility system is either totally ignored or modeled in an aggregated manner.

Some recent works have tried to address this imbalance. Moita e al. [2005] developed a dynamic model of
salt crystallization production plant and associated cogeneration unit. Finally, Zhang and Hua [2007]
established a MILP model for determining optimal operating points of an oil refinery production process
coupled with a cogeneration unit. However, these models are specific to the production plants and lack the
generic nature which is necessary for a more general scheduling model.

Conversely, as demonstrated in section 11.2.4.2 the research on utility system has concentrated exclusively
on the design and operational optimization of the site utility system where the electricity and steam supplies
to production plant are known a priori. Hence, all the emphasis is placed uniquely on reducing the energy

costs and the aspect of scheduling of production plant is overlooked.
I1.3.3 Towards Integration of Three Functions

On the basis of above discussion and keeping in with the spirit of the process integration, it is necessary
to look for a methodology that would replace this sequential approach with a simultaneous integrated approach.
This approach would incorporate the aspects of heat recovery and operational planning of the site utility
system into the general plant production scheduling problem. Hence, rather than using the sequential
approach, the management of total processing system would rely on a simultaneous resolution of three
problems.

As discussed previously (see section 11.3.2.2), the first step towards the integrated approach have already
been made in studies by introducing models that integrate heat integration directly into scheduling
multipurpose batch plants. Adonyi et al. [2003] propose a model using S diagrams that incorporates energy
integration while performing the production plant scheduling. Majozi [2005] and Chen & Chang [2009]
presented an integrated approach for handling scheduling and heat integration problem in a unified
framework. While presenting a detailed framework for heat and power integration in batch and semi-
continuous processes, Puigjaner [2007] drew attention towards the necessity for integrating the production
plant with CHP based site utility system.

Consequently, an obvious next step would be to introduce a model that would undertake a simultaneous

and integrated scheduling of batch production plant and site utility systems (represented by CHP plants).
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I1.4. CONCLUSION: FOCUS OF THE PRESENT THESIS

The objective of this study is to develop a generic model for the integrated scheduling of batch
processes and CHP plant. This model should be applicable to any type of discontinuous production
process and any kind of CHP (cogeneration) plant configuration.

To achieve this objective, the following chapter will analyze the existing short-term scheduling
frameworks, namely state task network (STN) and resource task network (RTN), and figure out whether they,
in their present format, can be applied directly to carry out the short-term scheduling production plant and its
associated CHP based site utility system. In case the current frameworks can not be directly employed, it
would be mandatory to look for making some changes in these frameworks so that they can be used for

scheduling the entite industrial unit (figure 11.18).
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Figure 11.18: Integrated scheduling of production plant and site utility system
Note: In this dissertation the desion and retrofit aspects are not under consideration and emphasis is only placed on the

operational aspects.
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CHAPTER III

TOOLS AND METHODS FOR ENERGY
EFFICIENT BATCH PROCESS SCHEDULING

SUMMARY

The chapter two has demonstrated the necessity to develop a generic model for the simultaneous scheduling of batch processes
and utility systems. For this reason, the current chapter gives a detailed account of tools and methods existing in the literature for the
modeling and the solving of scheduling problems.

A batch process scheduling problem involves three key elements: a process or recipe which describes the set of chemical and
physical steps required to make product, a plant topology which consists of set of equipment within which these steps are executed, and
a market which defines the amounts, timings and quantities of product required. The aim of a general scheduling framework is two
fold: firstly, develop a graphical representation of the production process (tecipe and plant topology) and secondly, based on the
graphical representation, build up a generic mathematical model which can be used to determine the production scheduling.

After a brief perspective on the batch process scheduling problem, the first part of this chapter analyses the various key
components and methodologies involved in batch process scheduling problem and establishes the effectiveness of mixed integer
linear programming (MILP) technique. In the second section, a detailed analysis of existing frameworks used for modeling batch
scheduling problems - Recipe Networks, State Task Networks (STN) and Resource Task Networks (RTN) — is developed using a
simple illustrative example. This analysis enables to highlight the missing elements of the existing frameworks for the modeling of
utilities and emphasizes the need of an extended framework that should be developed to perform integrated production and utility

system scheduling.

RESUME
Le chapitre précédent a mis en évidence la nécessité de développer un modéle générique dédié a I'ordonnancement simultanée
d’ateliers de production batch et de centrale de cogénération. Dans cette perspective, ce chapitre se propose de réaliser un inventaire
des outils et méthodes dédié a la modélisation et a la résolution des problemes d’ordonnancement existant dans la littérature.
Un probléme d’ordonnancement de procédé batch met en jeu trois éléments clef: une recette qui décrit la succession des étapes
physico-chimiques requises pour fabriquer le ou les produits désités, la fopologie du procédé qui décrit 'ensemble des équipements
nécessaire a la réalisation de ces étapes et leur organisation physique et un plan de production qui définit les quantités de produits a
fabriquer et les dates de livraison.
Apreés avoir caractérisé brievement les problemes d’ordonnancement d’ateliers de production, la premicre section s’attache a
démontrer P'efficacité des méthodes de résolution de ce type de probleme fondées sur la programmation MILP. En prenant appui sur
un exemple ‘fil rouge’, la deuxieme section présente ensuite une description détaillée des formalismes dédiés a la modélisation MILP
des problémes d’ordonnancement - Recipe Network (RN), State Task Network (STN) et Resource Task Network (RTN) -.
L’analyse détaillée de Iensemble de ces formalismes permet enfin de mettre en exergue les éléments manquants pour la prise en

compte des ressources de type utilité et conclue ainsi a la nécessité de proposer un formalisme étendu.

53



CHAPTER III: TOOLS AND METHODS FOR ENERGY EFFICIENT BATCH PROCESS SCHEDULING

54



CHAPTER III: TOOLS AND METHODS FOR ENERGY EFFICIENT BATCH PROCESS SCHEDULING

II1.1 SCHEDULING IN BATCH PROCESS INDUSTRY

I11.1.1 Brief Background

Scheduling is a decision-making process that plays an important role in all aspects of human life. From
planning daily activities, to setting up time-table in schools, to devising the operational regime in large
enterprises; scheduling is used everywhere and by almost everyone. Mostly, it is a rough sketch that is kept in

back of the mind or at best a manually drafted list of activities to be performed (kind of personal Gantt chart).

At individual or even small scale activity level, the manual scheduling suffices but in case of industrial activity,

where each decision bears a critical impact on productivity, there is need for more organized and scientific
approach to scheduling.

The domain of Operations Research (OR) has placed huge emphasis on developing models for
addressing the scheduling problem [Pinedo, 2008]. These models have been extensively used in
manufacturing and service industries to deal with wide ranging scheduling issues (from allocation of jobs in a
machine shop, to designation of errands among construction crew, to optimization of utilization of runways
at an airport, etc). Until the last decade, the scheduling in process industry was still being done by hand
[Dockx ¢t al., 1997, Honkomp e¢f al., 2000]. The reason behind this poor adoption of general OR scheduling
models lays in the nature of industrial activities that distinguish process industry from its manufacturing and
assembly industry equivalents. The process-oriented scheduling models, unlike the general OR scheduling
models, need to account for material flows and network topologies that are not addressed in traditional serial and
multistage systems |Grossmann, 2005].

According to Reklaitis ez al. [1997], three features are shared by all process industry:

1. Recipe or Process describes the set of chemical and physical steps required to make product.
2. Plant topology portrays the set of processing equipment within which these steps are executed. The
processing equipments are linked by a network of pipes and storage tanks.
3. Market which defines the quantities and timings of finished products required by the consumer.
In return, the batch process plant can be classified into two distinct categories: multi-product plants and

multi-purpose plants. The difference between the two was established by Barbosa-Povoa [2007] as:

o Multi-product batch plant:
In multi-product batch plant, commonly known as “flow shop” in OR literature, all product batches
follow the same production path i.e. batches are specific to particular processing equipment (Figure
11I.1a). Products show a high degree of similarity and the same equipment configuration can be used
by all products without the need of rearrangement.

o Multi-purpose batch plant:
In multi-purpose batch plant, commonly known as “job shop” in OR, the products batches may
follow arbitrary sequences and can be produced using different processing equipments (Figure 111.1b).
Multi-purpose batch plants are more general purpose facilities and require wider sharing of plant

resources like processing equipments, utilities, raw materials, etc.
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Figure 111.1: Multi-product and multi-purpose batch plant structures (Barbosa-Povoa [2007))

I11.1.2 Features of Batch Process Scheduling Problem

According to Pekny & Reklaitis [1998] the process scheduling problem can be desctibed by the following

definition:
A batch scheduling problem is a resource allocation procedure which answers four primary questions: what
(quantity of products will be processed), when (timing of process operation), where (equipment that will perform
process operation) and how (fo process bearing in mind operational constraints).
Table 111.1: Definition of batch process scheduling problem
DETERMINE GIVEN
D .. What Product requirements
6](2””20” Product amounts: lot sizes, batch Horizon, demands, starting and
|..| Sizes Ending inventories
When Operational steps
Timing of specific operations, run Precedence order
lengths Resource utilization
Where Production facilities
Sites, units, equipment items Types, capacities
How Resource limitations
Resource types and amounts Types, amounts, rates

Similar to a general OR scheduling model, a batch process scheduling model ensures the production of a
set of products in a most efficient manner. This most efficient manner is defined by means of an objective
function, which is typically maximizing profits, minimizing makespan, minimizing tardiness, etc. However,
the scheduling problem arising in batch process industries usually displays high degree of complexity as it
needs to incorporate additional features not usually encountered in general OR scheduling problems.

The batch process scheduling problem, hereafter referred simply as scheduling problem, needs to tully
incorporate the three key features: recipes, plant topology and market demands. The plant topology in process
industry is quite complex (especially in multi-purpose plants) as processing equipments can perform a various
processing operations: therefore, the scheduling problem has to choose from a relatively large number of
feasible alternatives. Generally, the product reczpe in process industry requires several processing operations to
transform raw material into finished products. Furthermore, each processing operation may result in a stable

intermediate product which can be stored or in an unstable intermediate product which should be processed
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without delay. Therefore, the scheduling problem needs to evaluate storage constraints while carrying out
sequencing of processing operations.

Méndez ez al. [2000] identified thirteen (13) major aspects that need to be considered while developing
scheduling problem for batch processes. As a result, the scheduling problem involves large number of discrete
decisions, which makes scheduling inherently combinatorial in nature and very challenging from the

computational perspective [Pekny & Reklaitis, 1998].

1. Process/plant topology 8. Demand pattern

2. Equipment assignment 9. Changeovers

3. Equipment connectivity 10. Resource constraints
4. Inventory storage policies 11. Time constraints

5. Material transfer 12. Costs

6. Batchsize 13. Degree of certainty

7. Batch processing time

According to Applequist ez al. [1997], the scheduling problem belongs to the set of NP-complete
problems. This means that, execution time for an exact algorithm on given scheduling problem is exponential
to the problem size. Hence, the optimal solution to the scheduling problem would require significantly long
calculation time. Applequist ¢z al. [1997] enumerate three strategies usually used to deal with the NP-complete
scheduling problem:

1. Change the problem to be solved to make it easier:
This is by far the most popular strategy for addressing the NP-complete nature of scheduling
problems. This strategy involves simplifying the given scheduling problem by modifying the
constraints, parameters and objective function until a given scheduling algorithm can solve the
problem. However, this strategy can result in significant economic and performance penalties when a
problem which has feasible solutions is changed to accommodate a solution scheme.

2. Use an exact algorithm:
This strategy generally involves the use of mathematical programming to solve NP-complete
scheduling problems. The advantage of this approach is that it provides the optimum solution to
scheduling problem but in return, the solution times can be quite long. Nevertheless, during the last
few decades, the advancements in computational power have made mathematical programming
extremely popular. The mathematical programming itself involves a number of different techniques
such as linear programming (LP), integer programming (IP), mixed integer linear programming
(MILP), mixed integer non-linear programming (MINLP), constraint programming (CP), hybrid of CP
and MILP, etc. The type of scheduling problem normally dictates the type of mathematical
programming technique that should be adopted. In order to reduce the solution times, the
mathematical programming uses some simplified assumptions but sometimes this could lead to
solutions that are operationally infeasible.

3. Use of heuristic algorithm:
This strategy is equivalent to guided search of the candidate solutions space. Assumptions are used to
reduce the size of solution space making the search of feasible solution easier. The main advantage of
this approach is that it guarantees reasonable solution times. In contrast, they do not assure solution
quality, i.e. neither solution optimality nor solution feasibility. Heuristic algorithms are generally used
in conjunction with mathematical programming or used for solving problems with already pre-

specified sequence of operations with fixed batchsize.
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ITI.1.3 Using Mixed Integer Linear Programming (MILP)

Several excellent reviews in the context of batch process scheduling problem can be found in Méndez et
al. [2000], Floudas & Lin [2004], Kallrath [2002] and Pekny & Reklaitis [1998]. These reviews clearly point out
that during the last few decades mixed integer linear programming (MILP) has been most widely used for
solving the batch process scheduling problem. The above mentioned reviews have identified some key
characteristics that are required while formulating the scheduling problem using MILP. These characteristics

are discussed in this section.
II1.1.3.1 Time representation

Time representation is a major issue for all process scheduling problems. All existing mathematical
formulations can be classified into two main approaches: discrete-time models and continuous-time models.
Both approaches are illustrated in figure I11.2.
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Figure 111.2: Discrete and continuons time representation

(a) Discrete time approach

The time discretization approach has been widely used in OR to handle job shop scheduling problems.
The discrete time approach consists of:

e Dividing the time horizon of interest into a number of time periods of uniform duration.

e Allowing the events (beginning or ending of tasks) to happen only at the boundaries of these time
periods (figure II1.2a). If during a time period, a processing operation is performed, then it is
considered as active time period otherwise it is nactive time period.

The strength of this approach is that it provides specific and known locations (boundary points of time
period) where all the events can take place. This reduces the complexity of the scheduling problem, which can
be resolved by monitoring the boundary points.

There are two major disadvantages of discrete time approach: solution accuracy and computational time.
The accuracy of discrete time approach entirely depends upon the duration of time period. Smaller the
duration of time period greater is the precision of the model. In return, this amplifies the problem size as the
number of time periods required to monitor a time horizon of interest are increased significantly. As the
problem size has a direct correlation with the computational time, time discretization has to result from a
trade off between small discretization and solution times. The normal practice in discrete time models is to

set the greatest common factor (GCF) of the processing time as the time period.
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(b) Continuous time approach

In the continuous time approach, the events are potentially allowed to take place at any point in the
continuous domain of time. This is achieved by introducing the concepts of variable event times, which can be
defined for the entire process or for each unit. Unlike the discrete time approach that require scheduling
constraints to be monitored at each time period, the continuous time approach monitors these constraints on
a limited number of event points (figure I11.2b). This eliminates a major fraction of the inactive time periods
and reduces the problem size. However, due to the variable nature of event times, the modeling of the
scheduling process becomes more challenging. In fact, the continuous-time approach may lead to
mathematical models with more complicated structures than compared to their discrete-time counterparts.
The continuous time approach requires the introduction of many big-M terms into the resource and
inventory constraints. This might ultimately lead to an increased integrality gap and have negative impact on
the solution.

Based on the concept of event-time intervals, the continuous time approach can be further subdivided
into global time points and unit specific time events. The difference between the two approaches can be explained

casily using a representative example.

Consider six process operations (a, b, ¢, d, ¢ and [) that need to be allocated on three different processing
equipments U1, U2 and U3.

Global time points:

The start of any process operation corresponds to an event point and the point grid is common for all processing
operations. For the example under consideration 6 event points are required to address the scheduling problem.
Unit specific events:

Example The start of any process operation corresponds to an event point but the events are only specific to particular

G processing equipments. For the example under consideration, only 3 event points are sufficient to address the
schednling problem.
U, |_f| U, |;|
1
U, — —— U, — —
1 2

1 a 4 b 1 l ! | a ] b | I 1

r T 1 ' r T 1 1
u, u, ' k '
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(a) Global time points (b) Unit specific events

Figure 111.3: Event based continnous time approach
II1.1.3.2 Material balances

In process industry batches can be merged and split; a feature that is not commonly found in its
manufacturing and assembly counterparts. This distinct characteristic leads to the need for incorporating
material balance into scheduling problem. Two distinct approaches can be adopted to handle batches and
batchsizes: a decomposed approach and a monolithic approach.

(a) Decomposed approach

This approach which is widely used in industry decomposes the whole scheduling problem into two
stages: batching and batch scheduling. The first stage, batching, consists of identifying individual batches and

their sizes. The batching is undertaken on the basis of some optimizing criteria e.g. makespan, work load, etc.
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The second stage, batch scheduling, allocates these predefined batches to plant resources. The decomposed
approach is often applied to processes dealing with sequential structures.

(b) Monolithic approach

The monolithic approach simultaneously solves batching and batch scheduling problem. These methods are
able to deal with arbitrary network processes involving complex product recipes. The generic nature of these
approaches usually implies large model sizes and their application is currently restricted to processes involving
a small number of processing tasks. However, the results achieved from monolithic approach are generally

better and more accurate.
I11.1.3.3 Objective function

The solution of batch scheduling problem is dependent on the objective function chosen. Generally, the
objective functions can be categorized either as performance based or economic based objectives. As

illustrated on figure I11.4, some of the performance based objectives could consist in minimizing:

o Tardiness: positive difference between final job completion time and the dwe date, i.e. eliminating the

delay in meeting demand.
o Makespan: duration between the start of time horizon and the ending time of final job

e Earliness (opposite of tardiness): the positive difference between due date and final job completion

time, i.e. finishing the job as close to due date as possible.

e Flow time: the duration between the launch of first job and the ending time of final job.

due date due date
4 Makespan? ) Yo N _Flow ime? N L
< > < —
| I
Earliness 'I [e—> .
f f
U; 4 I ! dl U, 1 ! ! IQ Tardiness
d d
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Figure 111.4: Performance based objectives

The economic based objectives can be:
e  Maximizing profit
e  Minimizing inventory holding cost

e  Minimizing operational cost

Generally, for the solution of the scheduling problem, only a separate objective (economic ot
performance based) are considered. However, nowadays, faced with multiple challenges (environmental,
economic or human factors), increased emphasis is being placed on multiple objective functions. That is an
objective function composed of several terms (which in some cases might even be conflicting). Simultaneous
minimization of makespan and tardiness is an example of concurring multi-objective function while
maximizing profits and minimizing gas emissions in an industrial unit is an example of conflicting multi-
objective function.

Moreover, a weighted sum of individual functions can be used in the case where performance and
economic based objectives need to be combined in a single multi-objective function. Janak & Floudas [2000]

used an objective function composed of weighted individual functions to maximize sales while minimizing
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starting times of tasks, number of binary variables, overall demand satisfaction, orders satisfaction, individual

order amount, individual order due date, raw material demand, and minimum tank inventory.
II1.1.4 Research Direction

The literature reviewed in the section II1.1 is by no means an exhaustive evaluation of all the research that
has been conducted in the field of batch process scheduling. The purpose was to briefly present all the key
features of the batch process scheduling problem. Whereas other frameworks exist, the literature reviewed
(both in chapter Il and chapter III) has demonstrated that mixed integer linear programming (MILP) is
widely used to model the behavior of all three components of industrial unit: production plant, heat recovery
network and utility system. Therefore, #his study will also use MILP to address the integrated production and site utility
system scheduling problem.

As mentioned earlier, a very important decision in using MILP is whether to use discrete-time approach
or continuous time approach. Méndez ¢z al. [2000] provided a comparison of the two approaches which has
been briefly summatized below:

o The usefulness and computational efficiency of continuons time approach, either using global time points or unit specific
events, strongly depends upon the number of time events. That is if a solution requires at least N event points, then use of
Sfewer points will result in suboptimal solutions while use of greater points will result in significant and wunnecessary
computational effort. Since this number is a priori unknown therefore an iterative process is used whereas the number of
event points is increased by 1 until there is not improvement in objective function. This means that schednling problem
needs 1o be solved a number of times which invariably leads to long computational times.

o Ay compared to their continuons time counterparts, the discrete-time approaches usnally result in larger problem size, i.e.
greater number continnous and binary variables. However, their simple model structure tends to significantly reduce the
computational time requirements when a reasonable number of intervals is postulated (around 400 intervals usually
appear as a tractable number).

o On the other hand, the complex nature of the continuons time approaches matkes them useful for problems that can be
solved with reduced number of event points (15 points may be the current upper bound)

o Discrete time models may generate better and faster solutions than continuons ones whenever the time discretization is a
good approximation to the real data.

Based on the above analysis, this study has adopted discrete-time approach for the purpose of problem
formulation. In the following section, a detailed analysis of the existing frameworks is carried out, keeping in

mind the objective of integrating the scheduling of site utility system with that of production plant.

II1.2 FRAMEWORKS FOR BATCH PROCESS SCHEDULING PROBLEMS

The aim of a general scheduling framework is two fold: The discrete time approach consists of:
e First, develop a graphical presentation of the production process (recipe and plant topology)
e Then, based on this graphical presentation, build up a generic mathematical model which can be used
to determine the production scheduling.
The objective of this section is to analyze the existing frameworks which are generally used to solve
MILP batch scheduling problem. The frameworks considered in this section are recipe networks, state task
networks (STN) and resource task networks (RTN). For the simplicity purposes, an illustrative example is

presented at first which is then recalled during the explanation of the different frameworks.
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I1I.2.1 Illustrative Example

As described eatlier, a batch scheduling problem involves three key elements: process recipe, plant

topology and market demands [Reklaitis 7 al., 1997].
The illustrative example presents a batch production plant which produces three finished products

according to demands placed by market. To meet the electricity and heat utility demands, a site utility system

based upon combined heat and power (CHP) production is employed. The details of the batch plant and the

site utility system are given below.

I11.2.1.1 Product recipe

According to product recipe, four feeds (A, B, C & D) are converted into four intermediate products
(HotA, IntBC, IntBC & ImpurP2) and three finished products (P7, P2 & P3). The product recipe consists of six

process operations, which ate explained below:
Preheating

Heat feed A for 1 hour.

Reactions

Reaction R1: Mix 50% hot A and 50% feed B and let them react for 1 h to form intermediate AB.

Reaction R2: Mix 40% of intermediate AB and 60% of feed C and let them react for 1 h to form
intermediate BC (75%) and impure P2 (25%).

Reaction R3: Mix 70% of intermediate BC and 30% of feed D and let them react for 1 h to form
intermediate AB (10%) and product P3 (90%). The intermediate AB is recycled for reaction R2.

Reaction R4: Mix 80% hot A and 20% feed D and let them react for 2 h to form product P1.

Separation

Impure P2 is distilled to obtain pure P2 in the distillate and product B in the bottom product. The

recovery ratio of pure P2 is equal to 85 %. Product B is then recycled back for reaction R1

Pure P2

Impure P2 Pure P2in the distillate
— =

glistiliate _ PUTGT2ININE CISIIAE _ gg05
Impure P2in the feed

distillation

Figure 111.5: Separation of impure P2 into pure P2 and B
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I11.2.1.2 Plant topology

To achieve this product recipe, four process equipments (Heater, Reactor 1, Reactor 2 & Separator) are
used. The reactions R1, R3 and R4 can take place in Reactor 1 while reactions R2, R3 and R4 in Reactor 2.
The heating and separation can take place in heater and separator respectively. The plant topology (layout) is
shown in figure IIL.6.
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Figure 111.6: Plant topology
Equipments
Available processing equipment capacity:
e Heater: 100 kg e Reactor 2: 50 kg
e Reactor 1: 80 kg e Separator: 200 kg

It is assumed that the maximum capacity of the processing equipment is based on the feed having the
maximum molar volume.

Available storage capacity:

For feeds A, B, C: unlimited e For impure P2: 100 kg

For hot A: 100 kg e For products 1, 2 & 3: unlimited
For intermediate AB: 200 kg

For intermediate BC: 150 kg

Utility requirement

e Heating: 0.75 tons/hr.kg of HP steam

e Reaction 1: 0.25 tons/hr.kg of LP steam

e Reaction 2: 0.50 tons/ht.kg of MP steam

e Reaction 3: 0.25 tons/hr.kg of MP steam and 10 KW/kg of electricity
e Reaction 4: 0.50 tons/hr.kg of LP steam

e  Separator: 5 KW/kg of electricity
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I11.2.1.3 Market

A key factor which influences the operations of a batch plant is the demands of each product. The
market imposes the nature, the quantity and the timing of the finished products that are produced by the
batch plant. Two situations can occur:

e If the product demands are stable and they can be reliably forecasted then the planning horizon is long
and plant can be run in campaign mode. In this case, all plant resources are dedicated to a small subset of
products over a long period of time. A cyclic pattern of operations is established and many identical
batches of same product(s) are produced in sequence.

e If reliable forecasting can not be established then production is only driven by the available orders.
This results in shorter planning hotrizon and consequently leads to short-term scheduling problem.

In this study case, short-term scheduling is undertaken in which demand pattern changes from one period

to another.
II1.2.1.4 Combined Heat and Power (CHP) based site Utility System

A typical CHP based site utility system comprises of fuel and water storage repositories, boilers for high
pressure steam production, steam turbines for electricity generation, valves for reducing pressure and a
pumping mechanism to recycle water (as shown in figure I111.7). The CHP based utility system considered for
this study is based on the model proposed by Soylu ez al. [2000]. The boiler consumes fuel to transform water
into HP steam. HP steam is converted into MP and LP steam by using multistage turbine or by using
pressure release valves (PRVs). The advantage of using turbine is that it not only reduces pressure but also
simultaneously generates electricity. The pump signifies the whole system which allows conversion of exhaust

steam into water (using cooling towers, etc) and then, recycles the water back to water repository.

HP MP LP
steam steam steam
Water A
p—
R '
Fuel Boiler 3 _’E‘:éiﬂ
i HPRV MPRV
I S ﬁ T—g:.

Ehst

—

Electricity

>

\ 4

multi-stage Turbine

Figure 111.7: Typical CHP based site Utility System

The stages of turbines are represented as zwrbine 1, turbine 2 & turbine 3. The whole functioning of the
multistage steam turbine is presented in figure 111.8. The High Pressure steam comes into the first stage of
turbine where it expands and ultimately leaves as medium pressure turbine. This Medium Pressure steam then
enters the second turbine stage and leaves as low pressure steam. Finally the Low Pressure steam enters the third
stage of turbine and exits at a very low pressure. This exhaust steam is above the saturated steam level but it is

not fit to meet the process requirements of the production plant.
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Figure 111.8: Functioning of a multistage turbine

After each stage, some quantity of medium pressure (MP) and low pressure (LP) steams are extracted
from turbine to meet steam demands of the manufacturing unit. Another source for meeting MP and LP
steam demands is by expanding steam through pressure release valves: a HPRV to expand HP steam and
MPRYV to expand MP steam.

In the CHP plant utilities such as HP, MP, LP and Ehst steam can not be stored. Therefore material
storage only happens in case of fuel and water. In this study, it is assumed that water and fuel is in sufficient
quantity to last for duration of scheduling horizon.

The available equipment capacities of the site utility system are given below:

e Normal boiler operation: 200 tons/h e Turbine stage 1 : 200 tons/h
e Restart boiler operation (water hold up): e Turbine stage 2 : 200 tons/h

15 tons e Turbine stage 3 : 200 tons/h
e HPRV : 200 tons/h e Pump : 200 tons/h

e MPRV : 200 tons/h

ITI.2.2 Recipe in an Industrial Perspective

Definit Recipe is an entity comprising of minimum set of information that clearly define all the
efinition

[

requirements for manufacturing a specific product. The recipe elucidates the products and how
to make them [IEC, 1997].

In the case of processes consisting of a large number of processing equipments or elaborated
manufacturing routines, the recipe can quickly become very complex. To establish a standard approach to
address the complexity of the managing batch processes, the standard ISA/SP88 (www.isa.otg) proposes a
hierarchical model of the recipe (figure 111.9).

As shown in figure II1.9 the recipe is divided into five hierarchical categories:

e The header, which includes administrative information (username, author, etc).

o The formula that shows the list of raw materials and intermediate products required and their
proportion (in percentage) and applicable operating conditions.

e Requirement of the number and type of processing eguipment.

e The procedure defines the order of unit operations to accomplish the desired finished product.

e Specific information on the manufacturing constraints such as quality and safety.
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Figure 111.9: Hierarchical structure of recipe

Moreover, as management of the industrial unit involves different decision levels, the content of the
recipe needs to be described in appropriate granularity. Thus, in perspective of industrial sector, several levels
of recipe have been identified:

o Generic (or general) recipe specifies the method of manufacturing the finished product. It contains the
details about the materials (raw materials and intermediate products), proportions, operating
parameters, etc. However, no detail about the equipment used in the production process is provided.

e Site recipe site is an instantiation of the generic recipes in which the details about the production site is
identified. This essentially involves the clearly classifying the processing equipment characteristics
(capacity, energy consumption, etc) and general topology of the process.

o Master recipe is an instantiation of the recipe site which sets the type and amount of finished product(s)
to be produced in a given operational regime. It therefore clatifies the production orders to be
achieved. This level of recipe makes use of scheduling, which calculates the number and size of each
batch and the sequence of passage of these consignments on equipment.

o Control recipe is applied to a particular lot/batchsize and desctibes in detail the implementation of each

task. It is implemented at the level of supervision or at a pilot simulation of dynamic processes.
I1I.2.3 Recipe Network

Recipe Network represents the arrangements of tasks (chemical/physical steps) that must be executed to

produce a finished product [Reklaitis, 1991; 1995]. They are similar to the flow sheet representation of
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continuous plants. However, rather than describing the plant layout, they focus on the process. Each task of
the Recipe Network is represented by a square node, while the directed arcs between nodes represent task
precedence. Fach task node depicts various process information including the inputs, duration, equipment
used, utility demands, outputs, etc. An arc not entering from a preceding task node represents feedstock while
an arc not exiting into ensuing task represents finished products. The Recipe Network of the illustrative
example consists of six tasks and is presented in the figure 111.10.

The recipe networks are quite useful in handling the serial batch processing processes but their use in
complex processing structures, like the one used in illustrative example, leads to considerable ambiguities. For
example, it is not clear from recipe network whether:

e The reaction R2 produces two different products, forming the inputs of reaction R3 and separation
respectively or there is one type of product which is then shared between reaction R3 and separation.

e The reaction R2 requires three different types of feedstock, one coming as feed while other two
respectively produced by reaction R1 and reaction R3 or it only needs two types of feedstock, one

coming as feed while other can be produced by either reaction R1 or reaction R3.

| ’ |
Reaction R4 ReactionR3 | —»

Heating Reaction R1 Reaction R2

‘_. Separation |——

f

Utility: 0.75t/ hr.kg
f HP steam

Figure 111.10: Recipe Network of illustrative example

Both interpretations ate equally plausible and this vagueness is a big hindrance in developing a general

scheduling model using recipe networks.
I11.2.4 State Task Network (STN) Framework

To remove the inherent ambiguities of the Recipe Networks, Kondili ¢z al. [1993] developed another
representation of the production recipe by proposing State Task Network (STN) framework.

111.2.4.1 Semantic element of STN framework

The distinctive characteristic of the S7ate Task Network (STN) is that it is composed of two types of nodes;
namely, the state and task nodes (see table 111.2).
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Table 111.2: Semantic elements of STN framework

NAME SYMBOL EXPLANATION
Task Name The task node represents a processing operation which transform material from one or more
Task node (Process Operation) input states to one or more output states.

State
State node State node represents feeds, intermediate and final products

Arc represents the flow of material from a state to task node and vice versa. The arrow head on
Arc - the end of arc always shows the direction of flow.

State task networks are free from the ambiguities associated with recipe networks. Figure I11.11 shows
two different STN structures, both of which correspond to the last three processing operations of recipe
network (reaction R2, reaction R3 and separation). In the STN structure represented in figure III.11a,
reaction R2 produces two different products forming the inputs to reaction R3 and separation, respectively.
Then, reaction R2 needs two feedstocks, one coming from feed while other can be produced by either
reaction R1 or reaction R3. On the other hand, in the process shown in figure I11.11b reaction R2 produces
only one product which is then shared by reaction R3 and separation. Furthermore, reaction R2 requires

three different feedstocks provided by feed, reaction R1 and reaction R3 respectively.

Reaction R4 i Reaction R3
| Heating I_.| Reaction R1 H

f f

Figure I11.11: Two different STN from the same Recipe Network

II1.2.4.2 Rules for constructing STN representation

The STN is equally suitable for representing all types of production processes: continuous, semi-
continuous or batch. To construct STN representation of the production process, one needs to obey the

following rules:

Rule 1:

The arcs represent flow of material from a state to a task and vice versa.

In developing the graphical representation, the natural flow of the production process from left to right is

guarded. The arrow heads attached to arcs represent the flow of material.
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Rule 2:

A task has as many input/output states as different types of input/output material.

For example, in figure 111.12a, a single input material Statea is transformed into a single output material

Statep. In figure II1.11b, the N states I to I, are transformed into M output states Oy to O

G

[ J [ J
Task Stateg ® Task \ °
State, @

(a) Production task with single input and single output (b) Production task with multiple input and multiple output
material state material states

Figure 111.12: Single or multiple input(s) and output(s) of a task

Rule 3:

A task receives material from its input states in fixed and known proportions of its batchsize and

dispatches material to its output states also in fixed and known proportions.

In the production plant, a processing operation must comply with various chemical and physical
constraints. One of the key constraints is the composition of the input into and output from the processing
operation. Hence, the amount of material entering into and leaving the task are predefined by the production
recipes. The fraction of a state consumed or produced by a task, if not equal to one, is given beside the arc linking the
corresponding state and task nodes (figure 111.13).

Task Stateg Task -

(@ A—B

(b)4Cc +D— E

P
0
R
i

Task Task

(c) F— 3G +2H d) J+K — 3L+ M

Figure 11.13: Priori known proportion of inputs and ontputs based on batchsize

Rule 4:

The sum of all stream proportions entering the task must be equal to 100%. Similarly the sum of all the

stream proportions leaving the task must be 100%.

The processing operations can not act as storage stations. Hence, in the production plant, the objective of
process operations is only to transform input material state(s) into output material state(s). For example, if the

processing operation in figure 111.14 undertakes batchsize of 10 moles, then it will require 7 moles (70%) of
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statex and 3 moles (30%) of stateo as input. In return, the processing operation will in return produce 6

moles (60%) of output statep and 4 moles of output stateq.

@ ~ - @

Task

(d 3N +0 — 3P +2Q

Figure 111.14: The sum of all stream proportion entering and leaving a task is always 100% respectively

Rule 5:

A state can have multiple input streams as long as they are of same quality. If different quality streams need

to be mixed then this would constitute another task.

All the streams entering into a state must have the same quality. For example, figure II1.15a presents a
scenario where two tasks produce output streams of same quality i.e., ‘Hot A’. Thus, both streams can enter
into the state node.

On the other hand, figure II1.15b presents a scenario where the output streams from the tasks are of
different quality. Output stream of task; is ‘Hoz .4* and output stream of tasks is “4’. While stream ‘Hot A
enters into the material state, the stream 4’ needs to undergo another task (process operation) to change its
quality to ‘Hor A’. Figure 111.15¢ presents this process in which the stream °4’ first enters a material state4
and then goes through transformation process task3 to be heated before entering the material statepor a. The
tigure 111.15d simply demonstrates that any number of streams can enter into a state as long as they are of

same quality.

Task, Task,
Hot A Hot A
Statey o
Task, Task,
Hot A A
(a) Both streams can enter into the material state as they are (b) The two streams are of different quality, therefore only
of same quality ‘Hot A’ stream can enter in the material state

Task,
Hot A

® ~
Task, Task, o
A Hot A -
o

/

Tasky

(c) The stream ‘A’ has to go through a quality changing (d) Multiple streams of same quality entering into material
task before entering into material state ‘Hot A’ state

Fignre 111.15: Only streams of same quality can enter into state node
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Rule 6:

If necessary, a state can be associated to a storage station where material can be stored.

The state node not only receives and provides material to a task but it may also act as a place for storing
material. Moreover, each state is able to receive material from an external source and to deliver material to an

external source.
II1.2.4.3 STN representation of the illustrative example

The figure I11.16 presents the STN representation of the production plant and CHP based site utility

system described in the illustrative example.

(a) Production plant

The STN representation of production plant comprises of:

e ( task nodes representing process operations of heating, reaction R1, reaction R2, reaction R3,

reaction R4 and separation.

e 11 state nodes representing 4 raw materials (4, B, C & D), 4 intermediate products (HozA, InBC,
IntBC & ImpurP2) and 3 finished products (P7, P2 & P3).

(b) CHP plant

The STN representation of CHP plant comprises of:

e 5 task nodes representing process operations of boiling, HP steam expansion, MP steam expansion,

LP steam expansion and pumping of exhaust steam back into the water reservoir.

e 5 state nodes representing 1 raw material water, 3 intermediate products (HP, MP and LP steam) and 1

finished product (Exhaust steam).
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Fignre 11116 : STN representation of each plant of the illustrative example
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II1.2.4.4 Mathematical modeling using STN framework

A representative general mathematical formulation of the scheduling problem must satisty various
constraints that are common in all scheduling problems. The following four constraints are the fundamental
to all scheduling problems:

1. Allocation constraints that resolve the conflicts on the availability of processing equipment and in case
of multi-tasking equipment, also determine the nature of task to be performed by the equipment at a
given time period.

Capacity limitations of the processing equipments and storage stations.
Mass balances.

Limited availability of the utilities needed by processing equipment to perform a task.

(a) Subtleties involved in discrete time modeling

Before looking at mathematical formulation, certain nuances involved in discrete time modeling needs to
be highlighted. As mentioned eatlier, the first step is to divide the time horizon of interest into time periods
of equal duration. Afterwards, two types of variables, namely decision and state variables are used to perform

the mathematical modeling.

Decision variable is an unknown independent quantity that the model needs to determine. The decision variables
have a notion of time duration associated with them and therefore can not be measured by simply using event

points. The unknown quantities in this case of industrial plant include allocation of equipment, determining

Definition batchsizes, etc.
AN State variable are the numerical values that give account of the operating points of the system being modeled.

They are dependent quantities whose numerical value is determined by the decision variables. The state
variables are synonymous with a single moment in time and therefore the event points are

sufficient for their calculation.

An example of state variable is the amount of stock stored in a storage tank that can be measured at any
instant in time. As example of decision variable is processing equipment takes a certain batchsize of the raw
material, processes it for a certain length of time and then produces the finished product. Both occupancy of
the processing equipment the processing times involve notion of time duration and therefore, these tasks can
not be modeled using event points.

Due to this significance of #me duration, the points of reference in discrete time modeling are the time
periods and not the boundatry intervals. Figure II1.17 demonstrates that the decision variables need to

evaluated using time periods while state variables can be evaluated at the boundary points of these time

periods.
State variable Decision variables
measured at boundary measured during
point of time period the time period
! ! | | | ¢ » 1 | | | ! !
! ! | | 1 l | 1 | 1 1
! ! 1 1 1 1 1 } 1
! ! | | | | | 1 |
' ! l i 1 | | 1 :
—t— ANMNN—A——————+—— >
1 2 3 4 5 N-3  N-2 N-1 N

Figure 11117 : Decision and state variables
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(b) Additional assumptions for mathematical modeling

Along with the concept of different nodes developed in STN framework, some additional assumptions
are needed to develop a representative mathematical formulation. These assumptions are as follows:

1. Itis possible to use linear equations and binary variables for modeling the behavior of main components
of industrial unit. This means that a Mixed Integer Linear Programming (MILP) can be accurately used to
solve the scheduling problem.

2. The mathematical formulation is based on discrete time representation. The time horizon is divided into
T time intervals of equal duration. Hence, the time horizon under consideration is # = 7,..,T.

3. Asa consequence of using discrete time representation, all events only occur at boundary intervals. These

events can be:

e The start or end of a task.
e The allocation or the availability of a resource (processing equipment)
All data are deterministic and fixed over the time hotizon of interest.
No pre-emptive operation is allowed, i.e., once a task is started, it can not be interrupted.

The processing times of all the tasks are known and independent of batch size.

N ;s

The transfer of material from task to states and states to task is instantaneous.

(c) Mathematical model

The general mathematical formulation [Kondili ez al, 1993] based on STN framework that addresses the
above mentioned key constraints are as follows:
(1) Allocation Constraints

To define the state of a processing equipment ;: active (performing a task) or idle, an allocation variable

W, 1s introduced.

Definition Wi, = 1if a task £ is launched during time period 7
L0 W= 0, otherwise.

At a given period 7, a processing equipment 7 can at most initiate one operation. The allocation variable is
then constrained by equation [Eq. I1I-1]:
ZWW <1 Vjeld vtel. T [Eq. 111-1]
keK;
In addition, if a task 4 is launched in period 7 then the processing equipment ; shall no longer be available
for the period #'= 7417 till the period #'= # + pr —7 (which corresponds to the duration of the task). This can be

expressed by equation [Eq I1I-2], where M is a sufficiently large positive number:

t+p, -1
z Zwk,jyt.—lsM(l—wk,jyt) Vjeld,vtel.T [Eq. 111-2]
keK; t=t

The use of so called “big-M constraints” requires hefty number of equations and results in a significantly
large integrality gap. Shah ez al. [1993] introduced a new constraint which makes use of full backward

aggregation thereby taking into account all the aspects present in the equation [Eq. I11-2].
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t
z Zwk,j,t.sl Vjed,vtel.,T [Eq. 111-3]
keKj t'=t—p, +1

t>0

In addition, it is implicitly assumed that all tasks must release the allocated processing equipment when they

finish. This means that the processing units are not allowed to be used as temporary storage devices.

(2) Operational and capacity Constraints

Equation [Eq. I1I-4] represents the production capacity of processing equipment. The batch which starts
to be processed by task £ in processing equipment ; during time period 7 is bounded by the maximum and

minimum capacities of the processing equipment.

Wk'j'tvkrrljin < Bk,j,t SWk'J'thrT]JaX vk e K,Vj EJ,Vtel,..,T [Eq “I'4]
Be, : amount of material (batchsize) being undertaken by task £ in unit / during time period #

Definition .
g

v} : minimum capacity of processing equipment j when performing task &

Vkmjix : maximum capacity of processing equipment j when performing task £

Equation [Eq. III-5] represents the storage limitation of all states. The amount of material stored in a

state s should never exceed its maximum storage capacity.

0<S, <CM™ VseS,Vtel..,T [Eq. 111-5]
Definition S,, :amount of material stored in a state s at the beginning of time period #
L c¢™ : maximum storage capacity of state s

(3) Material mass balance around production states

Equation [Eq. III-6] represents the mass balance across all states. The net increase in the amount of
material stored in a state s during time period # depends on the difference between the quantity of material
entering and leaving the state. Furthermore, the initial stocks S, are supposed to be known and no task £ is

launched before period 7 > pr

Sei=Ssc1t XA D Bijuop — D P D By je+Ing —Outy,  VseS vtel.,T [Eq. 111-6]
keK jed keK jed

pﬁ?sns : proportion of state s consumed by task £

Definition pkp rSOd : proportion of state s produced by task £

i

In,,  : import into the state s from an external source at period #

Out;, : export from the state s to an external source at period ¢

The equation [Eq. 11I-6] not only includes the material produced and consumed by input and output
tasks respectively but also allows the import and export of material from external state. The export of the
material is important as it signifies the delivery of finished product from state s at time period 7

As mentioned in figure II1.17, the state variables can be measured at boundary points of the time period.

However, this leads to two possibilities:
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e Measure state variables at the beginning of the time period
e Measure state variables at the end of the time period
In this study the state variables will be measured at the beginning of the time period. The equation [Eq.

II1-6] also follows this principle whose application can be explained by using the following simple example.

A material state A is produced by task Ty and consumed by task To. The amount of the material stored in
state A at time period 1 is 200 kg and batchsiges of task T and T» are given in the figure 111.18. 1t is
assumed that state A neither receives any input from external source nor dispatches any output to external

souree.

1

T, 100 :

E Xﬂmp Je T, —»Q>—> T, 1 1
T, | 50 |

T T
& R

Figure 111.18 : Measuring state variables at beginning of the time period

The material mass balance for the state A is determined at point t+ and not at point t. That is at the start of
period 2 rather than at end of period 1. Hence, applying equation [Eq. I1I-6] at the start of period 2 on state
A leads to the following result:

Sa2=Sa1+Br1+Br,

=200+100-50
=250

(4) Utility Constraints

To perform a task £, the processing equipment j consumes utilities (e.g. steam, electricity, cooling water
etc.). The demand of each subset of utility can vary over duration of the task. Furthermore, at any given time,
the amount required may be constant or may depend on the batchsize.

Equation [Eq. III-7] quantifies the requitement of utility subset # at period # It is assumed that the
amount of utility # required by task £ over an interval ¢ from the start of the task is given by the combination
of a constant (o,e¢) and a variable term (f,44). The total demand U,, for utility # over time period # by
assortment of task is given by:

p -1

Uie =D D0 i Wi jmo + BukoBi oo YueU,vt=1..T [Eq. 11I-7]
k jed, 6=0

The maximum amount of utility # available during period # is bounded by the equation [Eq. 11I-8]:

0<U,, <um YueU,vt=1..T [Eq. 111-8]
u,t u,t

U, : total demand for utility # during time period ¢

Definition ouko ¢ fixed demand factor of utility # by task £ at time 0 relative to start of task
efiniti

i

Puro : variable demand factor of utility # by task £ at time 6 relative to start of task

Ut : maximum amount of utility available during petiod 7
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I11.2.4.5 Limitations of STN framework

STN was the first general framework developed for the representation and the formulation of process
scheduling problem. The STN framework covers various process scheduling problems and takes into account
many features requisite for successful industrial applications. However, the STN framework is rather
restrictive and lacking in some key features.

First of all, the STN representation concentrates solely on the process recipe and does not contain
necessary information regarding plant topology, i.e., indicating the processing equipment in which tasks are
executed. To cover this weakness, the mathematical model treats each item of processing equipment as
distinct entity and takes into account their limited availability (by using allocation constraint). However, the
fact remains that STN framework does not provide true physical picture of the production plant. Moreover,
characterizing processing equipment separately tends to be inefficient in production processes involving
many identical items. Thus on the basis of above discussion it can be inferred that STN framework rests at
the level of generic recipe.

Secondly, according to Pantelides [1994] “the STIN framework treats varions resources (materials, processing
equipment, utilities, etc) in a non-uniform manner. This non-uniformity creates the following negative consequences:

o A relatively large number of different classes of constraints must be introduced in order to describe resonrce utilization
(see. the basic formulation of Kondili et al. [1988, 1993)).

o Taking account of the features of novel types of process scheduling problems often necessitates the formmulation of novel
types of specialized constraints (see Pantelides et al. [1992)).

o Establishing alternative or extended mathematical formulations (e.g., employing more detailed models of the operation of
individual processing tasks, or describing uncertainty in resource availability) is rendered problematic by the need to take
into account of many different special cases.”

Finally, in the STN framework, limited availability of utility is incorporated either as a scheduling resource
constraint or as a term in objective function. This is not adequate as ##/ity is essentially a resource that needs
special consideration. The special characteristic of utility is magnified even more in case of a site utility system
as it couples the production plant with the CHP plant. The use of task (process operations) and state
(material) nodes may be sufficient to deal with resources classically considered in the process scheduling
problems (processing equipment or operators) but they are inadequate in handling the utility resource. For
example, figure 111.19 presents a joint representation of the production plant and the CHP plant. However,
the use of task and state nodes is inadequate for displaying interaction between the two plants. This
interaction could only be incorporated by using utility as an additional resource; a notion that is not present in
the STN framework. Thus, it can be concluded that STN framework can not be used to integrate the distinct

functions of the production plant and site utility system.
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STN representation of production plant:

G @ 0.3 0.9 @

0.2

- 0.8
@—v Heating @ Reaction R4 Reaction R3
05 0.75 IntBC 0.7 T G
: | \__/ 0.85

0.6

° 05 Reaction R1 @ 04 Reaction R2 Separation
f——i

S @ i 0.15
ot NG

\/
On the other hand, STN does not
provide the semantic elements
to represent the consumption of a
utility

On one hand, If
the arc is used,
the rule 4 is not
satisfied

STN representation of CHP plant:

HP
Boiling @ Expansion Expansion @

Pumping @ Expansion

Figure 111.19 : Missing semantic elements in STIN representation

I11.2.5 Resource Task Network (RTIN) Framework

Pantelides [1994] developed Resource Task Network (RTN) framework that resulted in more generic and
efficient discrete time scheduling framework. Resource Task Network (RTN) representation is essentially a
bipartite graphs composed of two types of nodes: resources and tasks. The main distinguishing feature of

RTN framework is that it treats all resources in a uniform mannet.

Table 111.3: Semantic elements of KTIN framework

NAME SYMBOL VARIABLES REPRESENTS
Task k V™" minimum batchsize . . "
Task node max, . Processing operation that consumes and / or produces a specific set of
(V,min, Ve ) Vi - maximum batchsize resources

P« : processing time

The concept of resource is entirely general and includes all entities that are
involved in the production process, such as materials (raw materials,
intermediates and products), processing equipment (tanks, reactors, etc.),

RO, :initial amount of resource r
C™: maximum storage capacity
of resource r

Resource
Name

(RO, C/™)

Resource utilities (water, steam, etc.) and manpower.
node The original framework used circles to represent all types of resource. Later
Resource on an ellipse node was added to represent processing equipments and
name manpower while circle node represents material and utility resources.
% X batchsize proportion when not The original framework used 'solid arc' to represent all types of resource
—_— equal to one given beside the entering or leaving a task node. Now the 'solid arc' is only used to represent
arc linkage of utility and material resources with the task node.
Arcs

Not present in the original framework but added later on to simplify graphical
————— > representation. The 'dashed arc' represents link between task node and
unary resources (processing equipment and manpower).

II1.2.5.1 Rules for constructing RTN representation

The RTN representation primarily uses the same rules (rule 1-5) for its construction as proposed in the

STN representation. However, these rules are only valid for material resources and do not take into account
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other resources such as utilities, manpower and processing equipments. Hence, the following additional rules

are proposed for constructing of RTN representation:

Rule 7:

In addition to materials, other resources and their interactions with the tasks are also included in the

network.

For example, figure I11.20a presents a RTN representation of a production process that transforms 65%
of material .4 and 35% of material B into material C. The production process is executed in processing
equipment /7. Furthermore, this operation requites x kg/hr of HP steam and the contribution of operator 1.
The graphical representation of RTN framework has evolved over the years and for sake of simplification the
resource node is sub-divided into a circle node representing materials and utilities, and ellipse node
representing processing equipment and manpower. Furthermore the original RTN framework used the same
kind of arc to show interaction between the processing tasks and the resources. However over the years, for
the sake of graphical clarity, the RTN framework started using a separate kind of arc to represent the
interaction between the processing tasks and unary resources like processing equipment and manpower.

Figure I11.20b presents this evolved RTN representation that is widely used today.

1
65 %

tor,
1
Task —

1

Material , v
Task
Materialg Materialg
X X
(a) Classical RTN representation of a production step (b) Evolved RTN representation a production step

Fignre 111.20: RTIN representation of a chemical reaction

Rule 8:

In contrast to STN framework, use of alternative sets of resources is always represented by equivalent
number of distinct tasks even if the same transformation of material is involved. Hence, N alternative sets

will result in IN distinct tasks.

The RTN framework explicitly shows all resources necessary for the execution of a task in the graphical
presentation. This visible demonstration invokes some interesting issues in case of identical equipments, i.e.,
multiple processing equipments executing the same transformation process. The STN framework wholly
concentrates on the type of task (production process) without taking into account the number of processing
equipment available for its execution. On the contrary, the RTN framework takes into account the number of
processing equipments and thereby, same transformation process executed in different processing

equipments appears as distinct tasks. For example, consider the preheating operation that uses High Pressure
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(HP) steam to heat material resource A, which can be carried out in three different processing equipments (Ji,
J2 and J3). Figure 111.21a demonstrates the equivalent STN representation that uses a single task to represent
the preheating process. On the other hand, figure 111.21b exhibits the equivalent RTN representation where
three tasks are used to represent the preheating process. The use of task duplication allows to explicitly
demonstrate that the preheating operation can be carried out in three different equipments, an aspect which is

not shown in STN representation.

Task, HP
steam Task2 )
et 1ot A

(@) STNrepresentation of the preheating operation.

Emphasis only on material resources.

A
| Task,

(b) RTN representation of the preheating operation.

Equal treatment of all resources

Figure 111.21: Duplication of task in case of identical equipments

The application of above mentioned rule leads to the following corollary:

Corollary III.1: Processing equipment can be shared by several tasks but at a given

time only one task can be performed by the processing equipment.

The processing equipment can carry out single or multiple tasks. In case where same processing
equipment can execute multiple tasks, then each feasible task is connected to the processing equipment using
distinct arcs. For example, in figure 111.22a processing equipment J7 can perform both Task; and Tasko.
However, at a given time instance, the processing equipment 7 would only be able to perform either Task;
or Task.

In the case where same task requires be simultaneously operated by multiple equipments, then each
processing equipment is connected to the designated task using distinct arcs. For example, in figure 111.22b

Task; needs to be jointly performed by processing equipments J7 & J2.

TaSkl
. D
! 1
v
Task,
|
A
v 1
1
Task, Materialy @
(a) Multi-tasking processing equipment connected to its (b) Task requiring multiple processing equipment connected
tasks by distinct arcs. to by distinct arcs

Figure 111.22: Multi-tasking equipment can perform only one task at a given time
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As mentioned in rules 7and 8 all the RTN representation presents all types of resources and their
interactions with the processing tasks. However, this makes the graphical representation overloaded with arcs
and nodes especially in case of identical tasks. To make RTN representation easier to understand some
generalization are used. These are explained using figure II1.23, which represents conversion of material A
into material B using either processing equipment R1 (Task;) or R2 (Tasks). Both processing equipments
require utility HPgeam to perform the conversion of material A into material B.

The figure I11.23a represents this process in totality. However, the RTN representation can be simplified
by placing Task; and Tasks next to each other and then use a single arc to show interaction of these tasks
with material and utility resources as shown in figure I11.23b. This simplification only holds true if tasks

consume and produce the same amounts of material and utility resources.

Task,

Y v
> O

Task, Task,
A B

(a) Comprehensive RTN representation (b) Simplified RTN representation

Figure 111.23: Simplification of the RKTIN representation by placing identical tasks next to each other

The second simplification that will be extensively used in this study is the use of flag | to represent
connection between two nodes (figure 111.24). The use of flag is not part of semantic elements and was not
presenting the original RTN representation. This study proposes the use of flags just to simplify connections

between different nodes when they are located far from each other.

1]
A | Task, | Task,

(a) Comprehensive RTN representation (b) Simplified RTN representation

Figure 111.24: Simplification of the RTIN representation with the use of flags

I11.2.5.2 RTN representation of illustrative example

The figure I11.25 presents the RTN representation of the production plant and CHP based site utility

system established in the illustrative example.

(a) Production plant

The RTN representation of production plant comprises of:

e 8 task nodes representing process operations of heating, reaction R1, reaction R2, reaction R3,
reaction R4 and separation. The reactions R3 and R4 use task duplication (2 sets of replica tasks — T3
& T4 and T6 & 7) since they can take place in either reactor 1 or reactor 2.
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Fignre 111.25: RTIN representation of the illustrative example
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e 15 resource nodes :
0 11 nodes representing material resources: 4 raw materials (4, B, C & D), 4 intermediate
products (HotA, IntBC, IntBC & ImpurP2) and 3 finished products (P7, P2 & P3).

O 4 nodes representing equipment resources: Heater, Reactor 1, Reactor 2 and Separator.

(b) CHP plant

The RTN representation of CHP plant comprises of:

e 7 task nodes representing process operation of boiling, HP steam expansion through HPRV, HP
steam expansion through turbine stage 1, MP steam expansion through MPRV, MP steam expansion
through turbine stage 2, LP steam expansion through turbine stage 3 and pumping of exhaust steam
back into the water tank

e 16 resource nodes :

0 9 nodes representing material resources: water, fuel, HP steam, MP steam, Int MP steam, LP
steam, Int LP steam, Exhaust steam and electricity.

O 7 nodes representing equipment resoutrces: Boiler, HPRV, Turbine stage 1, MPRV, Turbine
stage 2, Turbine stage 3 and Pump.

(c) Distinguishing features of RTN from STN representation:

The distinguishing features of the RTN from its counterpart STN representation are as follows:

e Along with the material resources, the processing equipment and utility resources are also presented in
the graphical representation.

e Task can be duplicated to highlight the number of resources available to perform a task (for example
reaction R3 can take place either in reactor 1 or reactor 2. Hence T3 & T4 are identical tasks.

e The notion of resources allows for an explicitly display of interactions between the Production plant
and the CHP plant. The utility resources (electricity, HP steam, MP steam and LP steam) generated in
the CHP plant are then exploited by the Production plant.

II1.2.5.3 Mathematical modeling of RTN framework

The treatment of all resources in a unified way allows for development of a more generic mathematical
formulation. The general characterization of resources permits the use of simple resoutrce balance, capacity
and operational constraints to address all the representative constraints.

Along with the concept of different arcs and nodes (developed in rules 1 to 8), the RTN framework
makes use of some additional assumptions to develop a representative mathematical formulation. These

assumptions have already been mentioned in section 111.2.4.4.

(a) Mathematical model

The mathematical model proposed by Pantelides [1994] in the RTN framework extensively uses two
variables, one binary (W%, and other continuous (Bg,), to characterize the operation of a task £ starting at
time # The amount of resource r produced or consumed at time 7’ relative to start of task £ at time 7 is

characterized by a combination of two terms @, .-W - and vy ;- By ¢ p:
e The first term @, ,,.-W,, . is a fixed term depending on the task activation.

e The second term vy ;- By is a variable term depending on the batchsize.
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(1) Resource balances

Equation [Eq. III-9] expresses in terms of the variables R,, the fact that the availability of resource r
changes from one time interval to the next one due to the interactions of this resource both with active task £
and with the environment. The K,y corresponds to the amount of resource r that is available initially, and is

assumed to be known:

Py
Rt =Reiat 2 D (@ e Wi ¢ +virp B o)+, VreRVtel. T [Eq. 111-9]
keK t'=0

R,; :the amount of resoutce ravailable during time period t
D,,r : fixed proportion of resoutce » produced (positive value) or consumed (negative value)

by task £ at time #’ relative to start of task
Definition
an

venr : vatiable proportion of resource 7 produced (positive value) or consumed (negative
value) by task £ at time # relative to start of task

IT,; :defines the amount of resoutce r provided by an external source (positive number) or

supplied to an external source (negative number) during time period #

The resource balances used in equation [Eq. I1I-9] can be explained using the following simple example.

Problem statement:

Consider an exothermic reaction k. carried out in reaction vessel (reaction duration 5 hours), which
converts 50 kg of material A completely into material B. The reaction starts at beginning of time period 2 and
finishes at the end of time period 6. During the first hour of operation the reaction uses 0.5 kg/s of steam per
kg of material being processed and for the rest of process duration, requires 2 kg/ s of water per kg of material
being processed. The vessel is in idle state before time period 2 and after time period 6.

RTN representation:

Raw material : A

Product: B
Duration of task: 5 hr
| Reaction: Exothermic
v Equipment: Vessel

Utility demands of the reaction:
Reaction -
Vessel EEEEEEEEEES
E.Xﬂiﬁp/e 1 2 3 4 5 6 7
falve D 0.5 kg/s of HP steam for the first hour of task
@ @ N 2 kg/s of water for the rest of task duration

Figure 111.26: RTIN representation and other schematics of the example under consideration

Assumption:

1. The time discretization period for RIN frameworfk is of one honr.

2. No input or output from the environment i.e. I1,, = 0.

The initial values of resources are as follows:

Material A = 100 kg Material B = 20 kg Steampp = 100 kg/ s and Water = 200 kg/ s

Solution:

The principle of the equation [Eq. 111-9] is that when the resources are consumed by task they attain (negative
valne) and at the end of task, they are released (positive value). Hence, the values of parameters Oy and vy, .y

are given in table 11.4 and table 11.5 respectively.
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Table I11.4: Matrix values for @i .e

Time (1)
0 1 2 3 4 5
Resource

A 0 0 0 0 0 0

B 0 0 0 0 0 0
Vessel -1 0 0 0 0 1
Steamyp 0 0 0 0 0 0
Water 0 0 0 0 0 0

Table I11.5: Matrix values for v,y

Time (t)
0 1 2 3 4 5
Resource

A -1 0 0 0 0 0

B 0 0 0 0 0 0
Vessel -1 0 0 0 0 1
Steamp -0.5 0.5 0 0 0 0
Water 0 -2 0 0 0 2

At the beginning of time period 2, the task reaction k “consumes”” material A, reaction vessel and

Example amount of HP steam utility. One hour later, time period 3, the task “produces™” an amount of steam utility

& and “consumes” an amount of cooling water. Finally, at the end of time period 6, the task “produces” an
amount of material B, reaction vessel and amount of cooling utility. The guantity of resources A, B, Steamip,

Water and vessel are given in the figure below:

Ra Rg

Ry, =100

50 I 70

1 2 3 4 5 6 7 1 2 3 4 5 6 7
R,
Rsteame " R\Naler
Ruaer.
R =200
steamyp 0
=100

75 1 I 100

1 2 3 4 5 6 7 1 2 3 4 5 6 7
Rvessel
Rieseero =1 —
0
1 2 3 4 5 6 7

Figure 111.27: Evolution of resource balance (note figure not drawn to scale)

* . .
The term “consume” can also be interpreted as “engage” or “seize”

o . .
The term “produce” can also be interpreted as “disengage” or “release”
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Equation [Eq. 11I-9] sets an initial threshold for each resource (Ry). Then, simple mass balance is carried
out at each discrete period t. The RIIN framework assumes that quantity of available resource like utility,
processing equipment and manpower is constant all over the time horigon. For equipment and manpower

resources the initial value of parameter is ahways equal to one. As the unary resource, (vessel in this example) is

Example “seized” the value of variable K., becomes equal to ero. At the end of task, the resource is released and the value
o of Ry,s returns to initial value of one. Similarly, the utility resources (steam and water) are “seized” at the start of

task and are “released” at the end of task.
However, the case of material resources is slightly different. The processing operations transform the input raw

material into output product. Therefore, the raw material (in this case material A) is only “consumed” without

being “produced” at end and the product (in this case material B) is only “produced” without being “consumed”.

(2) Resource capacity constraint

The amount of resource r at any given time period can not be negative. Moreover, the maximum

availability of a resource is limited by an upper bound constraint. This leads to the following constraint:

0<R, <R VreR,vtel. T [Eq. 111-10]
In case of unary resources like processing equipments and manpower, the maximum capacity is always

equal to 1.

(3) Operational constraint

The operational constraints restrict the minimum and maximum batchsize that can be undertaken by
processing equipment j. The batchsize limitations depend on the size of respective equipments and can

simply be written as :

Wk‘thr’"ri” < By SWi V(I vk eK,vreRy,vtel,.. T [Eq. 111-11]
Definition RIE : maximum availability of resource r during time period 7
AN RkJ : set of processing equipment resources j used by task &

II1.2.5.4 Strengths of RTN Framework

Compared to STN framework, RTN framework improves the graphical presentation as well as the
mathematical formulation. Integrating utility, processing equipment and manpower along with material
resources results in a graphical representation which is closer to the real manufacturing unit. Since plant
topology is completely incorporated in RTN framework, it can be considered to be at site recipe level in
terms of industrial recipe.

Actually, just as the same recipe networks can lead to several STN representations, similarly the same
STN representation can lead to several RTN representations. Appendix-A clearly shows how the three
different plant topology who share the same recipe results in a unique STN representation and three different
RTN representations. Hence, it can be concluded that even though STN framework removes ambiguities, it
still fails to explicitly demonstrate the impact of plant topology; an aspect clearly illustrated by RTN
framework.

In the mathematical formulation, the main difference between STN and RTN framework lies in the
resonrce balance constraint, which is more generic in the RTN based formulation. An additional advantage of the

resource balance constraint (equation [Eq.III-9]) is implicit imposition of allocation constraint, thereby
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enforcing that in multi-tasking processing equipment, at most one task can be executed during a particular
time period. Hence, unlike STN based formulation, there is no need to explicitly enforce the allocation
constraints (equation [Eq.I1L.3]). Moreover, the RTN formulation introduces a single binary variable instead
of the multiple binary variables used in the STN formulation. This results in smaller linear programming
relaxation as well as reduced integer degeneracy in solution of MILP. For example, for solving the illustrative
example, the RTN formulation uses three times less binary variables (W as compared to Ws4,). Hence, it can
be concluded that unified treatment of all resources in RTN framework leads to simpler and more efficient

mathematical formulation.

II1.3 CONCLUSION: TOWARDS A NEW FRAMWORK FOR HANDLING
UTILITIES IN INTEGRATED BATCH PRODUCTION SCHEDULING

The last section clearly established the superiority of RTN framework over its counterpart STN
framework. However, when it comes to the handling of utilities, even the RTN framework has limiting
features. In the RTN framework, utilities are assumed to be supplied by independent external sources in
limited and known quantities. The general assumption is that the quantities of available utilities are constant (see
figure 111.28).
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Figure 111.28: Consequence of assuming utility as a renewable resource

This is a very restrictive assumption especially in the case where the industrial unit employs a site utility
system. In such industrial units, the subset of utility generated depends upon operational regimes followed in
these site utility systems (for example, use of multi-stage turbine will determine the production of not only
electricity but also of MP and LP steam). Therefore, it seems judicious to include the short term operational
planning of site utility systems into the overall scheduling model. This would allow utilities to be generated in
limited and variable quantities.

In this context, RTN representation was used to demonstrate the interaction between the production
plant and CHP plant of illustrative example. However, to represent the operational regime of the site utility
system in a more realistic manner, it is necessary to address two aspects that are not featured in the RTN
framework.

Firstly, certain tasks in site utility system, unlike their production unit counterparts, do not produce
material resources in fixed priori known proportions of batchsize. For example, steam extraction from multi-

stage turbine depends on the MP and LP steam demand of the production unit. The amount of steam
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extraction at each turbine stage is variable and can take any value in between zero and bounded upper limit.
In other words, ve,, rather than taking fixed values becomes a variable. This distinct characteristic can not be
met by the RTN framework as the resource balance constraint (equation [Eq. 111.9]) would no longer be a
linear equation.

Secondly, the basic hypothesis in RTN formulation is that tasks consume and produce resources at their
beginning and ending times. This effectively means that in RTN formulation, there are two ways for defining
the utility consumption: aggregate manner and refine manner. The aggregate manner accounts for the net
utility consumption during the duration of a task while the refine manner entails the periodic requirement of
utility during task duration. For example, processing equipment needs to consume 30 t/h of HP steam for
three hours to execute a task. The aggregate manner of utility consumption will mean that the processing
equipment will require 90 tons of HP steam which should be available at the start of the task (figure 111.29a).
On the other hand, the refine manner of utility consumption will require that 30 t/h of HP steam should be
supplied at start each discrete period during task duration (figure II1.29b). Thereby, 30 t/h of HP steam is
provided at start of time period 4, 5 and 6. Evidently, the refine manner of utility consumption is closer to the
real world environment. Actually, the task duration variable p¢ in the resource balance constraint (equation

[Eq.I11.9]) implicitly favors the use of refine manner of utility consumption in RTN formulation.

HP =90 tons

f_H

HP =90 tons 30t/h 30t/h 30th

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
Time Time
(a) Utility considered in aggregate manner (b) Utility considered in refine manner

Figure 111.29: Utility considered in aggregate or refine manner

Nevertheless, despite using of refine manner, the RTN framework fails in synchronizing the tasks that
generate utility with the tasks that consume utility. The utility consumption and production is essentially an
instantaneous process; therefore, the utility being generated by utility system and consumed in production
unit is a continuous process. Thus, instead of considering utility as discrete batches, they must be considered
as instantaneous and continuous flows, a nuance that can not be treated by the generic nature of the resource

balance constraint. This aspect can be better explained by recalling the illustrative example.

Consider that production task T1 (performed by heater) and T3 (performed by reactor 1) require 30 /b and 60

t/'h of HP steam, which is provided by the boiling task 19 (performed by boiler). The desired scenario is

Example presented in the fignre 111.30a where the start and finish of boiler task 19 coincides with the start and finish of
& the beater task T'1 and reactor 1 fask T3.

o The heater task T1" performed during time period 4 consumes 30 t/ b of HP steam. The boiler task T9
starts simultaneonsly during time period 4 (i.e. starting at beginning of time period 4 and finishing at end
of time period 4) generating 30 t/h of HP steam.

* It is assumed that steam generation in boiler is instantaneous; hence no start start-up operation is required.
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o The reactor 1 task T3 starts at beginning of time period Gand finishes at end of time period 7 consuming
60 t/h of HP steam. To meet the HP steam demands, the boiler task T9 is launched twice, once at
beginning of time period 6 (finishing at end of time period 6) and then again at beginning of time period 7
(finishing at time period 7).

However, in reality due to the above mentioned hypothesis, the RKIN framework always results in slack of
one time period between the boiler task T9 and beater task T1 and reactor 1 task I3 (figure 111.275).

o The hypothesis imposes that 30 ¢/ h of HP stean should be available at the beginning of heater task T1

(time period 4). This in result means that the boiler task T9 must have started generating 30 t/h of HP

Example Steam during time period 3 (i.e .starting at beginning of time period 3 and finishing at end of time period

continued 3).

o o Similarly, to meet demand of 60 t/h of HP steam for reactor 1 task T3 at beginning of time period 6
and 7 the boiler task T9 must be launched twice. The first start is at beginning of time period 5 and
second start at beginning of time period 6 with each the tasks finishing at end of period 5 & 6
respectively.

Boiler r Boiler 1

Heater - Heater -
Reactor 1 - Reactor 1 -
6 7

1 2 3 4 5 8 9 1 2 3 4 5 6 7 8 9
Time Time
(a) The desired scenario for utility consumption (b) The slack of one interval between utility
and production consumption and production

Figure 111.30: Slack time in KTIN framework

From the above discussion, it is evident that among the existing frameworks RTN is the most proficient
for handling batch scheduling problem. However, RTN framework does not permit to synchronize the utility
generation tasks (utility system operations) with the utility consumption tasks (production plant activities).
Therefore, to apply the integrated approach, there is a need to develop a new framework, which would
simultaneously undertake short-term scheduling of batch plant and operational planning of utility system in a
single universal scheduling model.

The new framework proposed in the following chapter is an extension of the RTN framework and is
duly called Extended Resource Task Network (ERTN). The ERTN framework adds new elements to the
existing RTN framework thereby allowing it to handle specificities concerning utility production and

consumption.
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CHAPTER IV

EXTENDED RESOURCE TASK NETWORK
(ERTN) FRAMEWORK

SUMMARY

A new framework called Extended Resource Task Network (ERTN) is developed to handle utilities in integrated batch
production scheduling. The ERTN frameworks is composed of a graphical representation of the production process (including recipe
and plant topology) and of a generic mathematical formulation built upon the basis of graphical representation.

The first section presents the semantic elements of the ERTN representation, which like its predecessor RTN framework is a
bipartite graphical representation composed of nodes and arcs. However, in conjunction with the traditional resources and task nodes,
different types of arcs are introduced in ERTN framework. These new arcs allow for a better handling of specificities related to
utilities. The second section lays down the rules that are necessary for developing the ERTN framework. The third section presents a
mathematical formulation which has a direct correspondence with graphical representation. Every entity in the graphical
representation corresponds to a set of mathematical constraints, an aspect that can lead to development of a truly general purpose
scheduling algorithm. .The fourth section develops the ERTN representation of the illustrative example presented eatlier in section

1IL.4.1. The final section of the chapter presents a brief conclusion on the advantages of the ERTN framework.

RESUME

Un nouveau formalisme nommé “Extended Resource Task Network” (ERTN) est développé pour permettre le traitement des
utilités dans le cadre de 'ordonnancement des ateliers. Le formalisme ERTN est composé d’une représentation graphique du systeme
de production (incluant la recette et la topologie) and d’une formulation mathématique générique construite a partir de cette
représentation graphique. La premicre section introduit les éléments sémantiques du formalise ERTN qui, comme le formalisme STN
et RTN est composée d’arc et de nceuds. Cependant, de nouveaux types d’arc sont introduits qui permettent une meilleure prise en
compte des spécificités des utilités. La deuxieme section énonce les regles régissant la construction du modele ERTN d’un systéme
donné. La troisitme section développe ensuite le modéle mathématique associé a ce formalisme, ce modele mathématique étant
directement déduit de la représentation graphique. Chaque entité dans la représentation graphique correspond en effet a un ensemble
de contraintes mathématiques. La quatriéme section applique ce nouveau formalisme a 'exemple « fil rouge » présenté dans le chapitre

précédent. Enfin, la derniere section conclue brievement sur les avantages de ce nouveau formalisme.
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IV.1 SPECIFIC FEATURES OF BATCH INDUSTRIAL UNIT

As explained in Chapter I1I, the main purpose of the ERTN framework is to enable handling of utilities

in batch production scheduling. This section briefly highlights the specific features of batch industrial unit

composed of a batch production plant and a site utility system.

IV.1.1 Batch Plant and Site Utility System: Heterogeneous Production Modes

A typical feature of total processing site is the heterogeneity of production mode where:

conditions from one time period to another.

The mode of functioning of production plant is discontinuous.

The mode of functioning of site utility system is continuous with frequent changes in operating

To illustrate this fundamental aspect consider the following example.

I7.1.

RTN representation:

!

TZ

Consider a process reaction that completely converts material A into material B. The duration of the process
reaction is 2 hr and it can take place either in reactor R1 (task T3) or reactor R2 (task T3). The HP steam
requirement for the process reaction is 0.1 tons/hr per kg of material being processed. A boiler in the site
utility system is employed (task 1) to fulfill the HP steam requirement of the process reaction. The Gantt
chart and the characteristic profiles of the production plant and site utility system are represented in figure

Production recipe

Reaction :
A — B

Process Equipments:

P O

Ty

T

e

QP

Production plant:

Example
e Reactor 1
Reactor 2
1 2 3 ) 4 5 6 7
Time

Site Utility System:

Boiler

93

O

R, &R,

Duration of task:

2hr

Utility demands of the reaction:

0.1 t/h of HP steam for per kg of
material being processed

kg

50
40
30
20
10

1 2 3 4 5 6 7
Time
ton/h
5
4
Hpsleam 3
2
1
1 2 3 4 5 6 7
Time

Figure 1V.1: Simple excample demonstrating heterogeneity of production mode in industrial unit

A task in production plant takes input from feed material resource(s), carries out the
transformation process throughout the task duration and finally at end of task, delivers the
product into the output material resource(s). For example, the reaction task Ts in reactor 2
starts processing 10 kg of material A at start of time period 2 and produces 10 kg of material

B at end of time period 3. Therefore the process operations of batch production plant are
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discontinuous and the typical physical measure is amount of material.

However, to perform these tasks, the processing equipments require a continuous feed of a
single or a subset of utilities (e.g. simultaneous requirement of steam and electricity). This utility
Example demand is satisfied by tasks in utility system that transforms instantaneously (i.e. without any
time delay) the input utility resources into output utility resources. For example, to meet the HP
o steam demand of Reactor R1 (3 t/h) and Reactor R2 (1 t/h) during time period 3, the boiler
(task T1) starts supply 4 t/h of HP steam start of time period 3 and continues this supply till end

of time period 3. Hence, the process operations of the site utility system are continuous

(with multiple operating points) and the typical physical measure is utility flows.
IV.1.2 Duality of Water Derivative Resources

In an industrial unit, the different resources can be classified into two categories: the disjunctive resources
and the cumulative resources (figure IV.2). The cumulative resources can then further be subdivided into

material resources and utility resources.

/ Resources\
Disjunctive resources }uaﬂve resources
Processing equipments Manpower Utility resources Materlal resources
Primary utility Water derivative Feeds Intermediate Finished
resources / resources products products
Fossil Electricity Water HP LP  Exhaust Hot /cold
fuels steam steam steam steam water

Figure 1V.2: Breakdown of resources

A point of some delicacy in the ERTN framework is the treatment of the water derivative resources,
which can be in form of either material resources or utility resources. Essentially all the water derivative
resources can be treated as material resources for the processing tasks executed in the site utility system since
they carry out phase transformation from one phase to another phase. Therefore, the ambient water (feed),
steam at different pressure levels (intermediate products) and exhaust steam (residual product) all constitute
material resources. However, the water derivative resources also fulfill the utility requirements of the
processing tasks performed in the production plant. Hence, in this case, the water derivative resource acts as

utility resource.
IV.2 SEMANTIC ELEMENTS OF ERTN REPRESENTATION

The ERTN framework introduces new types of arcs and enriches the notion of task that allows

incorporating the features highlighted in the previous section:

o 'The non-uniform treatment of the resources.
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e The heterogeneous production modes.
The semantic elements of the ERTN framework and their relevance are demonstrated in the following

section and summarized in table TV.1.
IV.2.1 ERTN Task Node: Notion of Delivery Time (ddx)

The task node represents a processing operation that consumes and/or produces a specific set of
resources. The graphical representation of the task node remains the same as used in the RTN representation.
However, a new parameter ‘delivery time’ is added to the traditional parameters capacity thresholds and

processing time (figure 1V.3).

(7>

V,min: minimum batchsize
V, " - maximum batchsize
p, : processing time

dd,. delivery time

Task k

(Vkmin’ Vkmax' pk' ddk)

Figure 1V.3: Representation of a task node in the ERTN framework
Definition The delivery time is a parameter which expresses the elapsed time between the arrival of feed

[N

stream and the delivery of output stream.

The notion of delivery time can be explained using the example given in section IV.1.1.

Production plant:

Start of Finish of
kg Took T, Task T,
l dd,=2 l
50 et I—
40
Reactor 1 B g | Suo e
20 l dd; =2 l
Reactor 2 l 10 ] I 10 10 o
1 2 3 4 5 6 7 1 2 3 4 5 6 7
Time Time
Site Utility System: Start of
ton/h l '
Start of M
51 TaskT, p=1 T
E /i 4
dep € dd, =0 Finish of
HPsteam 3 4p]_:1"\ Task T,
G _ 2 o
1 2 3 4 5 6 7 1 2 3 4 5 6 7

Time Time

Figure 1V 4: Notion of delivery time in ERTIN framework

The ‘delay time’ for the processing tasks in production in the above example is 2 hr. For
instance, the task T3 in reactor 2 starts processing 10 kg of material A at start of time period 2
and produces 10 kg of material B at the end of time period 3 (delivery time = 2). Similarly, the
task T in reactor 1 starts processing 30 kg of material A start of time period 3 and produces 30
kg of material B at the end of time period 4 (delivery time = 2). In contrast, the boiler task T
converts water into HP steam by a continuous process. This conversion is instantaneous

(delivery time = 0) and steam is supplied throughout the time period % For example, the HP

steam is continuously supplied at a flow rate of 3t/h throughout period 3 and there is no delay

in converting input water into output HP steam.
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IV.2.2 ERTN Resource Nodes

The diversity of resource that needs to be displayed in the ERTN framework makes the graphical
distinction between cumulative and disjunctive resources all the more necessary. In the ERTN framework,

the same circle and ellipse representation detailed in section 111.2.5.1 is adopted.

&>

Resource

1
1 RO, :initial amount of resource r Resource
Name 1 Cm: maximum storage capacity of name
! resource r
(RO,,C™) 1
1
(a) Cumulative resource node (b) Disjunctive resource node

Figure IV.5: Representation of resonrce nodes in the ELRTIN framework
IV.2.2.1 Cumulative resource node

The cumulative resource node represents a resource that, at a given time can be shared by multiple
processing tasks. The cumulative resource node can be used to represent both material and utility resources
(figure 1V.5a).

e The material resources are raw material, intermediate and finished products that is consumed or

produced during the processing operation.

e Udlity resource represents both water derivative resource and primary utility resource. The water

derivative resources are all the utilities that can be derived from ambient water (for example, steam at
different pressures, hot water, cold water etc.). The primary utility resources represent non derivable

utilities (which can not be driven from water) like fossil fuel, electricity, etc.
IV.2.2.2 Disjunctive resource node

The disjunctive resource node represents a resource that, at a given time can be used by at most a single

processing task. The disjunctive resources are normally processing equipment and manpower (figure IV.5b).

IV.2.3 ERTN Arcs: Material Flow Arcs, Disjunctive, Cumulative & Precedence Arcs

IV.2.3.1 Material Flow arcs

In addition to the concept of traditional “material fixed flow arc” (figure IV.6a) that already exists in the
RTN framework (section II1.2.5.1), the ERTN framework introduces the concept of “material free flow arc”.
This arc shown in the figure IV.6b, enables to represent the operation of certain tasks that do not produce
material resources in fixed and known proportions of batchsize in site utility system (e.g. multi-stage
turbines).

X > Pl
— >

(a) Material fixed flow arc (b) Material free flow arc

Figure IV.6: Representation of the material fixed and free flow arcs in the ERTN framework

Interaction with the external environment:

Other than normal interaction between different resoutrces in production process and the site utility

system, the ERTN framework also needs to handle interaction with the external environment. The external
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environment constitutes the Markes to which final products are sold and from which raw materials and
utilities can are purchased. To incorporate this interaction two special arcs are required:
e Source arc: corresponding to the purchases of resoutrce from external environment.
e Sink arc: corresponding to the supply of resources to external environment.
The material fixed flow arc is used to represent these special cases, showing interaction between

resource nodes and the external environment.
IV.2.3.2 Disjunctive resource arc

The original RTN framework used the same kind of arc to show interaction between the processing tasks
and the resources. However, over the years, for the sake of graphical clarity the RTN framework started
using a separate kind of arc to represent the interaction between the processing tasks and unary resources like
processing equipment and manpower.

The ERTN framework adopts the same principle by explicitly defining “Disjunctive resource arc” that
shows the association of disjunctive resource with the processing task(s). The disjunctive resource arc
graphically demonstrates the type and the number of different processing tasks performed by a resource
(figure IV.7).

Task k2
jm—————— >
1 (szmm' VkZ”‘ax' ka ' dde)

Task kL - Resource
Vg™ Vig"™, Py, ddy) name

Task k3

tmmm - > )
Vg™, Vig™, Big » ddy)

Figure IV.7: Representation of the disjunctive resource arc in the ERTIN framework
Iv.2.3.3 Utility arc

The duality of water derivative resources that has been highlighted in the section IV.1.1 leads to the

necessity of defining a new kind of arc called “utility arc”. This arc enables to represent:
e The consumption of a utility resource r during a processing task £ (figure 1V.82). In this case, the
cons cons

parameter Uf,’’™ and uv,[® located above the arc permits to define the amount of utility r required

to perform the task £ The parameter Uf’(™ represents the fixed quantity of resource r consumed

whereas Uvgy" represents variable proportion of resource r consumed with respect to the batchsize

performed by the task 4.

e The production of a utility resource r by a processing task £ (figure IV.8b). In this case, the parameter

r r . o
ufkprooI and uvy rOd located above the arc would permit to define the amount of utility 7 produced by
task 4.
d d
uf kc$ns s uv‘((:f)rns Ufkp,':o ’ uvkp? Resource
Name T > Task k Task k | Name
(R0,,C™) (™ V™, py, ddy) V™ V", g, ddy) (RO, C™)
(a) Consumption of resource r by task k (b) Production of resource r by task k

Figure 1V.8: Representation of the utility arc in the ERTN frameworfk
As we shall see later, the equations related to resources (which are capacity constraints) are expressed in
the same manner for material resources and utility resource. It has already been established in the previous

section that a resource could simultaneously play the role of material resource for the site utility system and
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material resource in production plant. For this reason it was decided not to make a graphical or mathematical

modeling distinction between two types of resources.

Importance of arcs in ERTN framework:

Actually, the ERTN framework makes use of different arcs to clarify when a resource acts as material
resource and when it acts as utility resource. This nuance can be explained by reconsidering the example that

was developed in section IV.1.1.

Since the basics of the ERTIN framework have been introduced, it is now possible to represent ERTIN diagram

of the excample under consideration.

\4
[ T,
1
1 oy
v (’,_a,’7 T
Example = ’
R { T cons cons A
el "’ foaa.np, UVag3 Hp :

cons

cons
Uf e, UV ’

Fignre I1V.9: ERTN representation of the example developed in section 117.1.1.

In this example, the resources A, B and Water are material resonrces and are represented using material flow
ares. In the same vein the resource fuel is a utility resource and is represented by utility resource are. In contrast,
the resource HPsyouy acts as material resource for the boiler task and utility task for reactors R1 & R2. For this

reason, the HPa is connected to the boiler task by using a flow arc and to the utility task using

the utility arc.

IV.2.3.4 Restart precedence arc

The processing equipment can either be in active state (executing a task) or in idle state. In the former
frameworks, it is assumed that switching from the idle to active state is instantaneous. However, in some
processing equipment, this switching procedure requires considerable time delay and also results in incurring
additional costs. A perfect example of such processing equipment is the boiler. Boiler operations are not
instantaneous and once shutdown, they require a set-up step to switch from idle state to active state. During
this step, boiler need to be fed with fuel but does not produce steam. To enable the representation of these
peculiar set up phase, the ERTN representation introduces a new type of arc called “restart precedence arc”
(see figure 1V.10).

Task k1 Task k2
(Vg™ V™, p, , dd,,) Vi™, Vig"™, P, ddg)

Figure IV.10: Representation of the restart precedence arc in the ERTIN framework

The direction of the arrow head on the arc sets the task precedence. For example, in the case of figure

IV.10 task £2 must be preceded by restart task £7.
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IV.3 RULES FOR CONSTRUCTING ERTN REPRESENTATION

The ERTN framework enables co-joint representation of the production plant and the site utility system.
For the production plant the ERTN primarily uses the rule 1-8 developed in the RTN representation (section
II1.2.5.1). On the other hand, for the site utility system some additional rules are proposed that enable to

address the particular nature of utilities production and consumption. These rules are as follows:

Rule 9:

For all discontinuous tasks, the delivery time is equal to the task duration.

For all continuous tasks, the delivery time is equal to 0.

The notion of ‘delivery time’ allows taking into account the distinct physical characteristics of the tasks in
production plant from those in site utility system. Most tasks in production plant are discontinuous and need
a certain processing time to convert input material stream into output stream (delivery time = task duration).
On the contrary, the tasks in utility system are continuous and instantaneously convert input stream into

output stream (delivery time = 0; task duration # 0).

Rule 10:

The material flow arcs entering or leaving a continuous processing task is characterized by flow rates.
The material flow arcs entering or leaving a discontinuous processing task is characterized by amount of

material.

Rule 11:

The task producing and consuming material resources in known proportions of batchsize is connected with

the associate resources using a material fixed flow arc.

The purpose of processing tasks in utility system is to carry out the phase transformation process, i.e.,
changing one water phase to another water phase. For example, figure IV.11 displays two processing tasks.
During the processing task T (boiling), water is converted into HP steam and during the task T> (expansion)
the HP steam is converted into MP steam. To demonstrate these types of transformation processes, material

fixed flow arcs are used to connect the feed and output material resources.

5 3

Boiler

Fignre 1V.11: Water derivative resources as material resonrces
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Rule 12:

The task producing material resources in unknown proportions of batchsize is connected with the associate

resources with a material free flow arc.

As explained in earlier in section I11.3, certain tasks in utility system do not produce material resources in
proportions of batchsize fixed a priori. On the contrary, this proportion is variable that needs to be calculated
through the resolution of the scheduling problem. In the ERTN representation, the tasks producing material
resources in variable proportion of batchsize is represented using material free flow arc. Figure IV.12 displays

HP;cam material resource that receives “x+y’ kg of HP steam from the boiling task executed in the boiler.

X+y X+y X+y

Where, Turbine
x and y constitute the batchsize and stage 1
ais the variable proportion

Figure IV.12: Use of material free flow arc to represent production of material resonrces in unknown proportions of batchsize

Out of this ‘y’ kg is expanded through the HPRV and rest X’ kg expanded through a multistage turbine.
Consequently, the MPg.am material resource receives MP steam partly from the HPRV and partly through
extraction from the first stage of the turbine. The proportion of MP steam received from throttling task in
HPRYV is known and assumed to be 7. It means that all the HP steam entering the HPRV is converted into
the MP steam. However, the amount of MP stream extracted from the turbine is not fixed. It is a variable
whose amount (7 — 2) is determined by the MP steam demands of the production process. This variable
nature of steam extraction from expansion task T3 in the turbine is characterized by using material free flow

arcs.

Rule 13:

The consumption or production of a cumulative resource other than material resource by a processing task

is represented by a utility arc.

In the utility system, a processing task involved in phase transformation process may need to consume a
primary utility resource. For example, figure 1V.13a demonstrates two phase transformation tasks. The
expansion task T» does not require any for a primary utility. On the contrary, the boiling task T needs to be
fed with the fossil fuel. This primary utility consumption is illustrated by the use of a utility arc. Similarly, in
the utility system, a processing task involved in phase transformation process may produce a primary utility
resource. Figure IV.13b displays the production of electricity (primary utility resource) as a consequence of
expanding HP steam in the turbine (task T3). The primary utility produced by task in utility system can be

consumed by another task being performed in production plant. Figure IV.13c shows the production of
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electricity by turbine task T3 which is coincidently consumed by the material transformation task Ty carried

out in Machine; of production plant.

= T, @ T, — @

f,cons cons A A
Uty fuel s UVY, fuel H :

(a) Consumption of a primary utility resource during execution of processing task in boiler
E T, - -|—3 ‘

=-o_on A A prod “=:d=:

5 cons H H pro

Ufy el » UVE el H P Ufee Ui
Boiler

(b) Production of a primary utility resource during execution of processing task in turbine

PRy
W W ::

"

"

- gl ;

T, — — T, "

2z Fezas "

cons cons A A rod da \ ity /
Ufy el » UVE foel H uf o

Boiler

(c) Coincident production and consumption of primary utility resource

Figure IV.13: Use of utility arc

3.elec’ UVS‘eIec

As explained ecarlier the water derivative resource can simultanecously act as material resource for
processing task in utility system and cumulative utility resource for processing task in production plant. Figure
IV.14 displays one such water derivative resource in shape of HP steam resource. The HP steam resource
acts as a output material resource produced by task T and input material resource consumed by the task Tb.
These flows are represented by material fixed flow arc.

Simultaneously, the HP steam resource also acts as utility resource for task Ty carried out in Machine; of

production plant. In this case, the utility flow is represented by a utility arc.

T, -
T
ﬁ H
@ TR, Wi
T, - T, I——

cons cons A A
Ufy et + UV et H H

Boiler

Figure IV 14: Water derivative resources simultaneously acting as material resource and cummlative resource
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Rule 14:

In case processing equipment in idle condition necessitates going through a restarting phase, it is

represented by a restart precedence arc.

During the production process, the processing equipments can be either active or idle. Most of the
processing equipments can move from idle to active state immediately (figure 1V.15a) but certain need to go
through a restarting phase. Moreover, during this restarting period the processing equipments may consume
primary utility resource or water derivative resource or both resources. The ERTN framework models this

restart phase as a separate task which must be launched before normal processing operation can begin (figure
IV.15b).

Boiling  me—

==2%% A

cons cons A

Ufhail,fuelv uVboll‘fuel H
Boiler

(a) Simple boiler operation

Boiling Boiling
..) . E......) <& n
H no g cons H "
: e Wi : B Uf et UV e
H j: cons H " cons cons
M) & == Ufsm, fuel 1 Uvgﬁfffue. e ) &= Ufsm, fuel s UVstrt, fuel
Restart Restart
——— 1
(b) Boiler operation incorporating restart phase with no (c) Boiler operation incorporating restart phase with
task precedence task precedence

Figure IV 15: Importance of restart precedence task

However, incorporating this unique precedence is not very simple since the restart task is only launched
when processing equipment had previously been in idle state. In case the processing equipment had already
been in active state then the restarting task is redundant and does not need to be performed. This unique
precedence is displayed by using the restart precedence arc (figure IV.15¢). The arrow head of the arc

demonstrates that the boiler restart task must be launched once before boiling task can be executed.
IV.4 MATHEMATICAL MODEL OF ERTN FRAMEWORK

In the ERTN framework, there is a direct relationship between the graphical representation and the
mathematical formulation. Each entity set in the graphical representation corresponds to a collection of

mathematical constraints. This section inventories the entities set which lead to specific constraints.
IV.4.1 Allocation Constraints: Disjunctive Resource Arc

Each disjunctive resource arc linking processing task to the processing equipment leads to the

formulation of an allocation constraint (figure IV.10).
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Resource ——— Taskk
Name (vmin, vmax - dd)

Figure IV.16: Allocation constraints linked to mathematical formulation using disjunctive arcs

Since the resources in the ERTN framework are not treated in a uniform way, the allocation constraints
need to be imposed explicitly. Equation [Eq. IV-1] is similar to the allocation constraint (Equation [Eq. 11I-3])
developed in the STN framework, which takes into account full backward aggregation. At a given time
periods, a processing equipment 7 can at most initiate one task operation £ Hence, it won’t be available to

execute another task for the duration of the task (i.e., during periods #'= #— pe+7 till =7 + pp 7).

t
D W, <1 Vjel vtel. T [Eq. IV-1]
keK jt'=t=p,+1
t>0
Definition Wi,= 1if a task £is launched at start of time period 4,
i We,= 0, otherwise.
pe: duration of the task 4.

The backward aggregation used in the above equation can be better explained with the help of the illustrative
example developed in chapter III:

e Processing equipment performing mono-tasks
There are two types of mono-tasking processing equipments: (i) whose task duration is equal to one time
periodand (ii) whose task duration is spread over several task durations. They are represented by figure 11716
with only single disjunctive resource arc used to connect the disjunctive resource with the processing task.
The impact of the backward aggregation on the mono-task processing equipment is represented by the figure
IV.17, by using the example of a heater (task duration equal to one time interval) and separator (task duration
equal to two time intervals).
o Heater:
W s1 att
0 W1 at t1
Wi =1 at t+l

IfW; =1, thenW, , <land W, <1

FEsanph Thus, in case of mono-task processing equipment whose task duration is equal to one time interval, the task can
xample

&

be executed at start of each time interval.

Equipment | Task

Heater ! -- B vale Wi =1

: SRNANN .. }Valuewk,t=o

Separator

t-3 t-2 t1 1 t+1 t+2 t+3

Figure IV.17: _Allocation constraints for mono-task processing equipment

o Separator:

E:} Wegpp+Wgpy + W, <1 at t
Wery +Wge+ Wg .y <1 at t+1
Wayp+ We g + Wapp <1 at 42

If Wg =1, then Wy ,=Wg ;=W ., =W, .,= 0

104



CHAPTER IV: EXTENDED RESOURCE TASK (ERTN) FRAMEWORK

In case of mono-task processing equipment with task duration spread over several time intervals, if task
operation k is launched at time period t then another task can not be performed during interval t'= t — pp+1
=t + pr—1.

e Processing equipment performing multi-tasks
The allocation constraints in multi-tasking processing equipments are represented by figure 1118 with
multiple disjunctive resource arc used to connect the disjunctive resources with the various processing tasks

performed by the equipment.

________ » Tk2
! (vmin, vmax, p, - dd,)

Tkl
(vmin, Vmax, . dd,) - - Reactor 1

| Tk3
"""" | (vmn, v, p,, dd,)

Figure IV.18: A multi-tasking disjunctive resource

Excample The impact of the backward aggregation on the multi-tasking processing equipment is represented by the figure
IV°.19, by recalling from illustrative example from chapter 111 the instance of a Reactor 1 that can perform the

e task TZ, Ts and Tg.
Equipment | Task Bl ValueW,,=1
2 \\
Reactor : m \\‘\ }Value W, =0
6 I oy A

t-3 t-2 t-1 t t+1 t+2 t+3

Task duration: T, =1time interval, T, = 2 time interval and T = 1 time interval

Figure I1V.19: Allocation constraints for multi-task processing equipment

o Reactor 1
Wog + Wyt Wa o+ Wy +Weiy +We +Ws <1 at t
LJ|> { Woi+Wp i+ Waq + Wy + Wy + W+ Wy <10 at t+l
Wo a1 + Wo o+ Wa + Wo g + Wy + We g + Wy, <1 at t+2
If W3 =1, then Wy, =W, =W; ;= Wy =W, =Wg= 0
and W, . =W 1,1 =We (1= W5 1,,=W3 .= We 1= 0

Thus, it can be concluded from the above discussion that the backward aggregation used in equation [Eq.

IV-1] can effectively handle allocation constraints for both the mono-tasking equipment and the multi-tasking

equipment.

IV.4.2 Capacity Constraint

IV.4.2.1 Storage through cumulative resource node

The general representation of a cumulative resource node has already been given in figure IV.5a. The
cumulative resource node displays the initial amount of resource available and the maximum storage capacity
of the resource. This capacity limitation is represented by Equation [Eq. IV-2] which states that the amount

of resource stored in a resource 7 should never exceed its maximum storage capacity.

0<R,, <C™ VreR,vtel., T [Eq. IV-2]
Definition Rg.: the amount of resource 7 available during time interval #
L] ¢/ maximum storage capacity of resource
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IV.4.2.2 Processing equipment through task node

The general representation of a task node is given in figure IV.3. Equation [Eq. IV-3] represents the
production capacity constraints of the processing equipment which limits the amount of batchsize B, that
can be undertaken by a processing task £ at time interval z The batchsize is bounded by the maximum and

minimum capacities of the processing equipment.

n < < eK,vtel,.,, g. V-
kathm'n Bk't kathmax vk eK,vtel..,T [Eq. IV-3]

Definition Be, : amount of material (batchsize) being processed by task £ during time period #

na| Vi : minimum capacity of processing task £

V"™ : maximum capacity of processing task £

IV.4.3 Cumulative Resource Mass Balance

Cumulative resource node in utility system can acts simultaneously as utility resource and material
resource, which is an important consideration when applying mass balance around resource node. A resource
node in utility system not only provides the material resources for the phase transformation process (acting as
material resource) but also fulfills the utility demands of the processing task (acting as utility resource). This
resource can receive utilities from external sources as well (figure IV.20).

The mass balance around resource node is captured in the graphical representation by the use of different
arcs coming into and out of the resource node.

e The material fixed and free flow arcs represent material flow to and from resource node (terms Oz,

mm’ L,,(;v/).

e The utility arcs represent the utility exchanges between cumulative utility resources and the

processing tasks (terms UO, ¢, and Ul ).

e The sink and source atcs represent the resource purchased and sold to the external environment

(Out,y and In,).
Equation [Eq. IV-4] represents the generalized mass balance that is universally applicable for all the

cumulative resources.

Ret =R+ D Orkicdd, = 2, ekt + 2 U0rkicad,, = D Ulrie + 1N —OUL  VreR,vtel. T
keK keK keK keK

[Eq. IV-4]

"
Of,kl,l "

" It

Or.kz.t

0 rkst

In,
' " Out,,

Figure IV.20: Mass balances around a resource node
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Le; @ quantity of material or material flow into task £ from resource rat start of period #
Definition Oyt quantity of material or material flow from task £ into resource rat start of period #
(A Ul : utility flow going into task £ from resource rat during time period ¢

UO 4, : utility flow going from task £ into resource 7 at during time period #
In,, : import into the resource  from an external source at interval #

Out,, : export from the resource r from an external source at interval ¢

The resource mass balances are completed by following additional constraints:

e The initial stocks ROr are supposed to be known.
Rro=RO, vreR [Eq. IV-5]
e Bounds on the imports and exports of resource are given by equations [Eq. IV-6] and [Eq. IV-7]

out" <out, , <Out/"™ vreR [Eq. IV-6]

INM" < In, < IN"& vreR [Eq. IV-7]

¢ Demand satisfaction constraint.
The demands of each finished product resource at time petriod # during the time Horizon is supposed

to be known. These demands are met by using equations [Eq. IV-§].

min max
out/y" = Out/¥™ =Dy vreR [Eqg. IV-8]
Definition I maximum import into the resource r from an external source at interval 7
L Out™: maximum export from the resource 7 from an external source at interval #
D,, : demand of resource r (finished product) at time #

IV.4.4 Task Mass Balances

In the ERTN framework, some task can produce or consume resources in a priori unknown proportions
of batchsize. These proportions are calculated through the tresolution of the optimization problem.
Consequently, contrary to the RTN framework these proportions need to be constrained by means of mass
balance equations written for each task node.

The mass balance around the task node is displayed in the graphical representation by using the fixed and

free flow arcs entering and leaving the task node (figure IV.21).

R3
R1
(RO, , C;™)
(Ro,, C™) \ g
Task k Re
(Vi v max L dd,) (RO, , C™)
R2 \ RS
(RO, CI™) (R%. &%)

Fignre I1V.21: Mass balances aronnd task node
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Equations [Eq.IV-9 | and [Eq.IV-10 | simply indicates that the batchsize of a task £ at time interval 7 is
equal to the amount of material I;¢, entering from the input material resources as well as the amount of

material O, 4, leaving towards the output material resoutces.

Byt = z Ikt vkeK,vtel,.. T [Eg. IV-9]
reRe™
Byt = Zor,k,t vkeK,Vtel. T [Eq. 1V-10]
reRkpmd

Furthermore, the amount of input and output flows into and out of a task £ needs to be constrained.
However, this constraint depends on the kind of arc representing these flows (free flow arcs or material fixed
flow arcs). Equations [Eq.IV-11] till [Eq.IV-14] permit to take into consideration both cases.

Starting with the outputs from the task, which are constrained by equations [Eq.IV-11] and [Eq.IV-12].

O e < (P + 1™ )y, vk e K, Vr e RP™ vtel. T [Eq. IV-11]
Ot 2P0 By vk e K,vreRP™ vtel.,T [Eq. IV-12]

prod

. : proportion of resource 7 produced by task £ with respect to batchsize processed.
Definition Px,r prop p Y p p

d . .
L w4l proportion parameter for resource 7 produced by material free flow arc.

In the case of material fixed flow arcs the proportions are OSlerrOd <land ,ukp’rrOd:O. Therefore the
equations [Eq. IV-11] and [Eq. IV-12] become respectively

Oyt <P By, vk eK,vreRM™ vtel..,T [Eq. IV-11a]

Oyt 2P Byt vk eK,vse R vtel,.,T [Eq. IV-12a]
We finally obtain the same constraint as used in the RTN framework.
O, = PO By, vk e K,vreR”™ vtel,..T

In contrast, in the case of material free flow arcs the proportions are pkp’rSOd =0and ylsr:d =1. Therefore,
the equations [Eq. IV-11] and [Eq. IV-12] become respectively.
O, v <By vkeK,vreR™ vtel,..,T [Eq. IV-11b]
Oy 20 vk e K,vreRM™ vtel,..,T [Eq. IV-12b]

Consequently the optimization solver allows the output from a task to assume any value between zero

and batchsize undertaken.

0<0, . <By, vkeK,VreRM™ vtel,..,T
In the same vein the following equations take into account the material leaving the task 4.
e < (20 + 18 By, vk e K,Vr e R®™ vtel,.,T [Eq. IV-13]
- plf?rns By t vk e K,vre R®", vtel,.. T [Eq. IV-14]
Definition PEr® : proportion of resource r consumed by task £ with respect to batchsize processed.
s 1y proportion parameter for resource 7 consumed by free flow arc
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IV.4.5 Consumption/Production of Utility Resource

IV.4.5.1 Consumption of utility resource

The consumption of the utility resource is displayed in the graphical representation by a utility atrc

entering the task node (figure IV.22).

cons cons
ufkyr , UV y

Resource
Name

Task k

(RO, CM™) (V™ V™, p, ddy)

Figure I1V.22: Utility resonrce consumed by processing task

The amount of utility resource consumed by different processing tasks is quantified by equation [Eq. IV-
15]. The amount of resource Ul ¢,consumed by a task £ from a resource r comprises of a constant term #fi,,

and a variable term #viz, (is dependent on the batchsize).

t
Ul g = U™, Wi +uvir™ > By VreRVkeK,vtelT [Eq. IV-15]
t'=t—p,+1

IV.4.5.2 Production of utility resource

The consumption of utility resoutce is displayed in the graphical representation by a utility arc leaving the
task node (figure IV.23).

d d
Ufk’,)::o , UVkplrr0 Resource

Task k Name

(Vi Vi max p ddy) (RO, C™)

Figure I1V.23: Utility resource produced by processing task

As a consequence of the executing processing task, certain primary utilities are also generated. The
amount of utility resource (water driven utility resource and primary utility resource) UO;x, produced by a

task £ from a resource s comprises of a constant #fogs and a variable term #voz; (dependent on the batchsize).

t
UO, 4, =Ufi Wi, +uoy, Y By VreRvkeK, vtel.T [Eq. IV-16]
t'=t—p,+1

uf, i : fixed quantity of resource r consumed by task £

Definition uvy® : variable proportion of resource r consumed by task £ with respect to the batchsize
(A ufkp;Od : fixed quantity of resource 7 produced by task £

uvy rrOd : variable proportion of resource  produced by task £ with respect to the batchsize

Important role of arcs in material balances:

As mentioned earlier, in ERTN framework arcs control when a resource acts as material resource and
when it acts as utility resource. The necessity for separating the two types of arcs can be explained through
use of the simple example in figure V.24. The material fixed arcs account for the material entering and leaving
from the task T4. According to the rule 4 developed in Chapter 111, the role of the task is simply carry out

the processing operation and task can not act as storage station. Hence at the task node, material is conserved
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(i.e. massix =massou). Moreover, in order to perform the processing operation the task requires to be supplied
with certain amount of utility (HPg.., in this case).

However, if the same material flow arc is used to represent the input utility into the task node then mass
balance constraint is not satistied (figure IV.24a). Thus, it is imperative to use a different type of arc to
represent inflow or outtlow of a utility from a task node. The utility arc plays no role in the material balance

for the tasks but is a part of material balance for cumulative resource node.

Vv v

O = O—1 O

=Mass B ><Incorrect wMass A = Mass B

cons cons 1
Uf e, UVg ke

T, ‘- T, T1 »‘ T,

A 2 3 >

Figure 1V7.24: Necessity for using two separate arcs: material resource arc and utility arc

Mass A + Mass of HP.

steam

IV.4.6 Modeling of Multimode Equipment

The processing equipment can either be in active state (executing a task) or in idle state. In the former
frameworks it is assumed that switching from the idle to active state is instantaneous. However, in some
processing equipment this switching procedure requires considerable time delay and also results in incurring
additional costs. A perfect example of such processing equipment is the boiler. Boiler operations are not
instantaneous and once shutdown, it requires a specified amount of time before it can at first go through
restart procedure and then ultimately move towards normal operation regime. Thus, for such type of
processing equipments, the mathematical formulation has to integrate three distinct steps — shutdown, restart
and normal operations.

In the ERTN framework the operations of such type of processing equipments are divided into two task
— a restart task and normal operation task. To show this task precedence at the graphical level a simple task

precedence arc is used (figure IV.25).

Task k1 Task k2
(Vmin’ ymax | [ ddk) (me’ ymax [ ddk)

Figure IV.25: Restart precedence task

It is assumed that once in active state the processing equipments needs equivalent of one time interval to
shutdown and also, one time period to restart. Thus once shut down (in idle state) the processing
equipments needs equivalent of two time period to resume normal operations.

The future operational state of processing equipment depends on two factors: (i) the current state of the
processing equipment and (ii) previous state of boiler as well. Equation IV-16 expresses this restraint in
mathematical form by constraining the value held by allocation binary variables . All the possible numeric
values for the allocation binary variable in three successive periods according to equation [Eq. IV-17] are

given in table I1/.2.
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W, 0 W, +(1-W, ) Vjed™ vk eK® vte2,.,T -1 [Eq. IV-17]
J™ : collection of processing equipment which needs to go through restart task
Definition K ; :collection of tasks carried out in the processing equipment/j (K =K ?p UK }sm)
n K jrsm : collection of restart tasks carried out in the processing equipment /

K })p : collection of tasks carried out in the processing equipment / other than restart tasks

Table IV.2: Possible values for allocation binary variable

"Vk,t-l Wk}t Wk,t+]
0 0 <1
0 1 <1
7 0 0
1 1 <1

Equations [Eq. IV-18] and [Eq. IV-19] establish that restart of processing equipment (an allocation variable
W:..) at a given time period will occur only if the processing equipment is going to be active in future period

and it was idle in current time period.

W, 2W,  —W, VjeJ™ Vke K, Vk'e Kjrsm,‘v’t €2,..,T-1 [Eq. IV-18]
W, <W, 4 Vjel®™ vkeK{ vk e K™ vte2, T -1 [Eq. IV-19]

The possible numeric values for the allocation binary variables W, and Wk, over two successive time

intervals are given in table I17.3.

Table IV 3: Possible numeric values of W,y and Wy,

Wk,t ‘Vk,t+] "Vk’,t
0 0 0
0 1 1
1 0 0
1 1 <1

— 0 by criteria

Moreover, during the restart phase the processing equipment consumes utility. This consumption is

accounted by the fixed term (ufy ¢ -W, ;) in the equation IV-14.

IV.4.7 Synthesis: Recapitulative Table of Equations and ERTN Input Data

The main advantage of the ERTN framework is its generic nature, which allows developing direct
correspondence between the semantic elements of the graphical representation and the mathematical
constraints. Hence, a complete scheduling model can be developed on the basis of the ERTN representation

of the industrial unit and the associated mathematical equations that have been summed up in table IV.4.
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112

Moreover, all the necessary data required for developing an ERTN representation is given in table IV.5.

Table IV 4: Recapitulative table of semantic elements and corresponding equations of ERTIN framework
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CHAPTER IV: EXTENDED RESOURCE TASK (ERTN) FRAMEWORK

IV.5 ERTN REPRESENTATION OF ILLUSTRATIVE EXAMPLE

The figure IV.26 presents the ERTN representation of the industrial unit that was established in the
illustrative example*. The ERTN representation consists of 31 resource nodes and 16 task nodes whose
details are as follows:

e 11 disjunctive resource nodes
- 4 disjunctive nodes in production unit (Heater, Reactor 1, Reactor 2 and Separator)
and 7 disjunctive nodes in utility system (Boiler, HPRV, MPRV, Turbine stage 1,
Turbine stage 2, Turbine stage 3 and Pump).

e 20 cumulative resource nodes
O 18 material resource nodes
- 11 material resource nodes in the production plant: 4 feed material nodes (A, B, C and
D), 4 intermediate material nodes (Hot A, Int AB, Int BC and impure P2) and 3
finished product material nodes (P1, P2 and P3).
- 7 water derivate utility nodes (Water, HP steam, MP steam, Int MP steam, LP steam,

Int LP steam and Exhst) in the utility system.

O 5 cumulative utility nodes
- 2 primary utility nodes (Fuel and electricity) in the utility system.
- 3 water derivative nodes (HP steam, MP steam and LP steam). It is important to node
that these water derivative nodes acts simultaneously as:
= A material resource in the utility system
* A utility resource in the production plant
e 16 task nodes
O 8 task nodes in the production plant (T'1-T8).
- 1 task (T1) performed by Heater 1, 3 tasks (T2, T3 & T6) performed by reactor 1, 3
tasks (T4, T5 & T7) performed by reactor 2 and 1 task (T8) performed by separator.
O 8 task nodes in the utility system (T9-T16).
- 2 tasks (T9 & T10) performed by boiler, 1 task (T'11) performed by HPRV, 1 task
(T13) performed by MPRV, 1 task (T'12) performed by Turbine stage 1, 1 task (T14)
performed by Turbine stage 2, 1 task (T'15) performed by Turbine stage 3 and 1 task
(T'16) performed by Pump.

* Only the ERTN representation of the illustrative example is discussed above. The complete development of the

illustrative example (with mathematical equations and data matrixes) can be found in Appendix B.
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Figure IV.26: ERTN representation of the illustrative example
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IV.6 CONCLUSION

The main advantage of ERTN framework is that it addresses the two major weaknesses present in RTN
framework. Firstly, the concept of free material flow arc introduced in ERTN framework allows the outputs
from the task to be in variable proportions of batchsize. This allows for accurate modeling of processing
equipment such as multi-stage turbines whose outputs are evaluated by the optimization solver. Secondly, the
concept of
“delivery time” allows the utility production and consumption to be treated as instantaneous process, thereby
overcoming the phenomenon of “slack time” that is a permanent feature of the RTN framework.

Moreover, in the proposed ERTN framework there is a direct relationship between graphical
representation and the mathematical formulation. Every entity in the graphical representation corresponds to
a set of mathematical constraints. This opens the way for development of a truly general purpose scheduling
algorithm and software. The preprocessor of the software will take inputs from the user, develop a graphical
representation of industrial process, convert automatically the graphical representation to the mathematical
constraints and in end present the results in graphic based post processor.

In the following chapter the ERTN representation will be used to address three process scheduling
problems that have been often quoted in the academic literature. The effectiveness of the integrated approach

(based on ERTN framework) will be established by carrying out a comparison with the sequential approach.
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CHAPTERYV

COMPARISON OF SEQUENTIAL &
INTEGRATED APPROACHES: APPLICATION OF
ERTN FRAMEWORK

SUMMARY

The Extended Resource Task Network (HRTN) framework developed in the previous chapter is used for the comparison of the
sequential and integrated approaches for the scheduling of batch processes and the associated site utility system. In order to catry out
the comparison of the two approaches, three different production plants are considered that use a CHP based site utility system to
meet their utility requirements.

The first section presents the details about the three production plants and the CHP plant. To simplify the analysis it is assumed
that CHP plant parameters remain same for all three production plants. The second section illustrates the methodology that is used
for the comparison of the two approaches. The third section presents the computer applications used for the comparison of the two
approaches. It consists of an optimization solver XPRESS-MP and an in-house computer application to analyze the results.
Subsequently, the results comparing the two approaches on the basis of various criterions are presented in the fourth section of the

chapter. The final section ends with a brief conclusion on the advantages of using the integrated approach.

RESUME
Le formalisme ERTN développé dans le chapitre précédent est exploité en vue de la comparaison entre 'approche séquentielle et
P'approche intégrée pour 'ordonnancement des procédés batch et la centrale de production d’utilités associée. Afin de mener a bien
cette comparaison, trois ateliers de production batch différents associés a la méme unité de cogénération sont considérés.
La premicre section présente en détail chacun de ces trois exemples en s’appuyant sur le formalisme ERTN. La deuxiéme section
décrit la méthodologie adoptée pour réaliser 'analyse comparative. La troisieme section présente ensuite les applications logicielles
développées pour cette comparaison. Par la suite, les résultats obtenus sur chacun des trois exemples sont présentés en détail et

analysés. Enfin, la derniére section conclue en mettant en évidence les avantages de 'approche intégrée.
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The chapter II established the necessity for developing an integrated approach for joint scheduling of a
batch production plant and its associate site utility system. In order to model this relationship between the
batch production plant and the site utility system, a new framework Extended Resource Task Network
(ERTN) was developed and discussed in detail in the preceding chapter.

In this chapter, the ERTN framework is applied to three diverse batch plants. The batch plants are
distinguished from one another on the basis of:

e complexity of the product recipe,
e number of resources available to perform the processing operations,
e multi-tasking potential of the processing equipment, etc.

It is assumed that the utility demands in all three batch production plants are sufficiently high to
necessitate deployment of a CHP based site utility system. For each one of these three plants, the integrated
approach will be compared with the sequential approach based on the results achieved during scheduling of
batch production plant and the associated CHP plant.

V.1 PRESENTATION OF TWO MANAGEMENT PHILOSOPIES

An additional component of any industrial unit is the “Decision Management System (DMS)”, which
helps in coordinating operations of the entire unit. The Decision Management System is an administrator that
provides different industrial unit components with the targets, oversees the operations being performed in
these units and in meantime organizes the activities so as to maximize operational efficiency.

Traditionally, the management philosophy followed in the industrial unit depends on sequential

resolution of three sub-problems (figure V.1).

Minimization of makespan
Best condition for cogeneration

=

—_— Step 1: Scheduling of

Products

} Production Plant -TTTT -|
4 |
PRODUCTION PLANT L -
: Step 2: Estimation of utility
_ e I requirements
Raw - ; ﬂ orders |
Materials Production . jP‘I il ¥
scheduling | = /ﬁﬁg f \
o DECISION MANAGEMENT
K )‘— SYSTEM
H
Electricity .c.’t Cold
utility | utility Utility
demands
Fuel ( SITE UTILITY
SYSTEM Minimization
Air | of energy cost
Scheduling of
Water l utility system Step 3: Scheduling of site
utility system

Figure 17.1: Master / S lave Management Philosophy based on sequential problem resolution
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e Srp 1: First of all the production demands (orders) are communicated from Decision Management
System to the production plant. Based on these demands, the production plant scheduling is carried
out, which determines the quantity of raw materials and products to be manufactured / produced in
the time horizon under consideration. The scheduling of production plant is carried out under some
optimization criterion selected by production plant management that maximizes efficiency.

e Swp 2: The scheduling of production plant is then communicated to the Decision Management
System, which evaluates the utility requirements of the production plant. These utility requirements are
then forwarded to the site utility system

e Srp 3: The management of site utility system evaluates the operational scheduling that meets the

utility requirements and also minimizes the energy cost.

It is evident from the above discussion that this management approach can be likened to Master / Slave

philosophy which places emphasis solely on the production plant while the site utility system is considered only

as a support function. As a result of the Master / Slave philosophy there is no feedback going from the site

utility system to the production plant, which generally means that utility system operates at sub-optimal levels.

This eventually leads to industrial unit incurring higher energy costs.

To address this deficiency, a novel Integrated Management Philosophy is proposed that performs the

combined unified scheduling of all components of the industrial units (figure V.2). In the Integrated

management philosophy the data from the production plant and site utility system is provided directly to the

Decision Management System. Based on the data, the Decision Management System uses a unified joint

scheduling framework (for example Extended Resource Task Network) to develop a site-wide scheduling of

the industrial unit

Products

( PRODUCTION PLANT

Raw Production b orders
Materials data
DECISION MANAGEMENT Production plant

SYSTEM scheduling

"""""" o R —
Electricity utilty | utitity Unified Joint
_____ — Scheduling Utility system

scheduling
1
Fuel |
Minimization of |
Air energy cost 1
1
Utility I
Water system !
1
1

Figure 17.2: Integrated Management Philosophy for unified joint scheduling
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The site-wide scheduling leads to the scheduling of individual components of industrial unit such as the
scheduling of production plant and scheduling of site utility system. These schedules are then communicated
to the respective managements (for present study the management of production plant and management of
site utility system), which operate their relevant components of industrial unit.

The criterion set for site-wide scheduling is the minimization of operational cost especially costs
associated to fuel, electricity and emission of harmful gases (energy cost). It is important to note that product
demands are provided by the market (in form of ‘orders’) and are irrespective of management philosophy
adopted. Hence, the quantity of finished products being produced remains same for Integrated management
and Master / Slave management philosophies.

Note: For the rest of this chapter the Master / Slave management philosophv will be referred as

Seguential Approach’ while Integrated management philosophy will be referred as ‘Integrated Approach’.
V.2 PRESENTATION OF THE EXAMPLES

In this section, three different production plants and their associated CHP based site utility system will be
presented. To simplify the analysis, it is assumed that the same type of CHP plant is used by all three
production plant. Hence, the CHP plant parameters will be the same for all three examples under

consideration.
V.2.1 Production Plant

There are four key elements that are needed to completely analyze a production plant. They are:
o  Product recipe, which describes set of chemical and physical steps required to make product.
®  Plant topology, which portrays the set of processing equipment within which these steps are executed.
o The resource allocation matrix, which provides the details about the processing operations performed by
each one of the processing equipments
o 'The utility consumption matrix which defines the utility subset consumed by processing equipment during
execution of a processing operation.

To demonstrate how the graphical representation developed in the ERTN framework is able to illustrate
all the above mentioned four features in one simple diagram, the first production plant will be discussed in
detail. However, for the purpose of concision, only the ERTN representation of the two following examples
will be presented in this chapter. The detailed information about product recipe, plant topology, resource

allocation matrix and utility consumption matrix of these examples are provided in Appendix C.
V.2.1.1 Example 1

The production plant in example 1 converts 3 raw materials (A, B and C) into 6 intermediate products
(D, E, F, G, H and I) and 3 finished products (P1, P2 and P3). ). In total 9, processing operations (reactions
1-9) are requited in production plant to convert raw materials into finished products. The product/general

recipe of the production plant is shown in figure V.3.
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N
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Reaction R6
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GRONO

EXoRE

Figure V. 3: STN representation of the product recipe

The product recipe shows a sequential structure in which no merging or splitting of batches takes place.

This essentially means that the three different product lines operate independently from one another. Hence,

the batch production plant in example 1 resembles a flow shop.

However, the plant topology in the figure V.4 shows that that the production plan uses only 5 processing

equipments to perform the 9 process operations (reactions R1 — R9). Therefore, the production plant had to

devise a schedule to meet the production demands and in the meantime keep operational costs as low as

possible.
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0B

To compliment the plant topology, a resource allocation matrix is used which clearly defines the

equipments in which these processing operations (reaction R1 - R9) are performed. The resource allocation

matrix is given in table V.1. The matrix clearly shows that in total 15 processing tasks are performed in the

production plant.
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Table V.1:  Resource allocation matrix for example 1

Reaction

(hr) R1 R2 R3 R4 R5 R6 R7 RS R9
Reactor
n 2 - - 3 - - 1 - -
J2 2 - - 3 - - 1 - -
J3 - 2 - - 2 - - 3 -
J4 - - 3 - - 3 - - 2
J5 - - 3 - - 3 - -

Finally to complete the information about the batch production plant, a utility consumption matrix (table

V.2) provides the details about the subset of utility consumed during execution of each processing task™.

Table V.2: Utility consumption matrix (Copus) for example 1

Tasks 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
LP steam 0 0 0 0 0 0 0 0 2 2 15 15 0 1 1
MP Steam 0 0 0 2 2 15 15 0 0

HP Steam 3 3 0 0 0 0 0 0 0 0

Electricity 0 0 01 05 05 0 0 05 05 05 O 0 01 .05 .05

Now all the above mentioned information can be provided together in a single diagram using the ERTN

framework. The ERTN representation of example 1 is shown in figure V.5.

* It is assumed that utility consumption is only dependent on batchsize.
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Figure 1V.5: ERTN representation of production plant for example 1

e The task node, cumulative resource node and the fixed flow arcs define the product recipe.
e The disjunctive resource nodes and arcs in conjunction with task nodes display the plant topology.
o The resource allocation matrix is provided by the task node which clearly displays the task duration.

o The utility consumption matrix is provided by the cumulative resources and utility resource arcs. Since the

utility consumptions are only dependent on the batchsize the fixed coefficient on utility consumption

arcs is always 0.
Hence, the ERTN representation is sufficient for describing all the key features and data requirements of

the production plant.
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V.2.1.2 Example 2

The production plant in example 2 converts 3 raw materials (A, B and C) into 4 intermediate products
(Hot A, Int AB, Int BC and Impure P2) and 2 finished products (P1 and P2). The production plant uses 4
processing equipments to perform the 4 process operations (heating, reaction R1, reaction R2 and separator).
In total 8 processing tasks are performed in the production plant. The production plant in example 2
resembles a “job shop” as the batches are merged and split. The ERTN representation of example 2 is shown
in figure V.6 while the details about product recipe, plant topology, resource allocation matrix and the utility

consumption matrix is provided in Appendix C.
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Figure VV.6: ERTN representation of production plant for example 2
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V.2.1.3 Example 3

The production plant in example 3 converts 4 raw materials (A, B, C and G) into 7 intermediate products
(Int A, Int B, Int AB, E, Int EC, D and F) and 2 finished products (P1 and P2). The production plant uses 6
processing equipments to perform 7 process operations. In total, 11 processing tasks are performed in the
production plant. Like example 2, the production plant in example 2 also resembles a “job shop”. The ERTN
representation of example 2 is shown in figure V.7 while the details about product recipe, plant topology,

resource allocation matrix and the utility consumption matrix is provided in Appendix C.
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Figure 1V.7: ERTN representation of production plant for example 2
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V.2.1.4 Comparison of the three examples

The table V.3 provides a brief summary of the three production plants. The example 1 is an illustration of
a flow shop while example 2 and 3 represent job shop. Moreover, in example 1 all the processing equipments
are multitasking while in example 2 and 3 only half of the processing equipment are multi-tasking. In order to
estimate the complexity of the scheduling problem posed by each example, an empirical formula is used.

No. of tasks
No. of operations x No. of equipments

Sharing Coefficient = [Eq. V-1]

The closer the value of sharing coefficient to 1, greater is the complexity of the scheduling model.
According to the empirical rule the complexity of example 2 is greatest, followed by complexity of example 1

and example 3 respectively.

Table V.3: Comparison of three examples

Number of

Operations

Products

Equipments

Tasks

Structure

Sharing Coefficient

No. of tasks

No. of operations x No. of equipments

Example 1

15

Flow shop

15
9x5

=0.33

Example 2

Job shop

11 =0.26

Example 3 7 2 6 11 =
7%x6

Job shop

The utility consumption matrix is arbitrarily chosen for each example. However, attempt has been made
to divide the consumption of utility subset equally over the processing operations. Principally the utility
demands are divided into two broad categories

e Processing operations that uniquely require only single type of utility i.e. either HP steam, MP steam,
LP steam and electricity.
e DProcessing operations that require multiple type of utility i.e. simultaneously needing steam and

electricity.

V.2.2 CHP Plant

V.2.2.1 General functioning

The CHP based utility system considered for this study is based on the model proposed by Soylu ez al.
[20006]. The functioning of the CHP plant is similar to the one already discussed in chapter I1I. The product
recipe of the CHP plant is presented in figure V.8. In total there are five process operations:

e Four process operations boiling, expansion 1, expansion 2 and expansion 3 that convert water into
high pressure (HP) steam, medium pressure (MP), low pressute (LP) and exhaust (Ehst) steam
respectively.

e One process operation “pumping” that returns the exhaust steam in form of the water back into water
reservoir. Physically, this would means passing the saturated exhaust steam through cooling towers

and then using a pump to return the condensate back into the water reservoir.
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HP MP
Boiling @ Expansion @ Expansion @
Pumping { Ehst }e————— Expansion

Figure V.8: STN representation of the CHP plant

The CHP plant uses two boilers for generating HP steam, two multi-stage steam turbines for generating
electricity, one HPRV for converting HP steam into MP steam and one MPRV to convert MP steam into LP
steam. Alternatively the MP and LP steam requirements of the production plant can be fulfilled by using

steam extraction from multi-stage turbine. The CHP plant topology is presented in figure V.9.

HP steam to the MP steam to the LP steam to the
production plant production plant production plant

A A

SRR R R HPRV MPRV

Boiler 1

oo om0 3

T T

> » Ehst

multi- stage Turbine 1

Fuel

Ehst

\ 4

v

multi-stage Turbine 2 Electricity to the
production plant

Figure V7.9: CHP based site utility system

Each stage of the turbine can be considered as separate processing equipment and the resulting resource
allocation matrix is given in table V.4. The matrix clearly shows that in 11 processing equipment are used to
perform the 5 processing operations. Since all equipments are mono-tasking therefore total 11 processing

tasks are performed in the CHP plant.
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Table VV.4:  Resonrce allocation matrix for CHP plant

Process
HP steam MP steam LP steam
Boiling . . . Pumping
. expansion expansion expansion
Equipment
Boiler 1 (JI) 1 - - - -
Boiler 2 (JI) 1 - - - -
HPRYV (J3) - 1
Turbine 1 stage 1 (J4) - 1 - - -
Turbine 2 stage 1 (J5) - 1
MPRYV (J6) - - 1
Turbine 1 stage 2 (J7) - - 1 - -
Turbine 2 stage 2 (J8) - - 1
Turbine 1 stage 3 (J9) - - - 1 -
Turbine 2 stage 3 (J10) - - - 1 -

Pumping (J11) - - - - 1

V.2.2.2 Boiler operations

In the CHP plant, all processing operations are instantaneous with the exception of boiler task that may
need to go through a restart phase. Therefore, the boiler operations require a special consideration. It is
assumed that boiler / has uninterrupted supply of air and water. The fuel supplied to the boiler where it is
burnt to convert water into high pressure (HP) steam. The boiler requires a certain amount of medium
pressure steam (to pre-heat water) to carry out its operations. Although multi-fuel fired boiler operation is
considered only one type of fuel is used in the boiler during time period 7

The boiler operation is instantaneous as long as the boiler is in active state. However, once shut down
(idle state) boiler operation is no longer instantaneous and the boiler needs to go through a restarting phase.
During the restart phase, the boiler comsumes fuel but does not produce the HP steam of required guality.
Moreover, the fuel consumption in a boiler is a function of amount of high pressure (HP) steam produced,

calorific value of fuel, boiler efficiency and the enthalpy difference between superheated steam and feed-

water.
Ahgie - XHP
| = = [Eq. V-2]
cc-n

I : amonnt of fuel consumed in boiler
XHP : amount of HP steam produced

Definition Ahay  : enthalpy difference between superbeated steam and feed-water

3 e« : calorific value of fuel
7 : boiler efficiency

Equation [Eq. V-2] is essentially a non-linear equation but simplifying assumptions are used to develop a
representative linear equation. It is assumed that steam pressures and temperatures are fixed at the boiler inlet
and exit, thus turning enthalpy difference into a parameter. However there are still two variables in the

equation boiler efficiency 1 and fuel consumption I.
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Soylu et al. [2000] solved this problem by using the assumption that boiler efficiency remained constant
irrespective of load factor. However, boiler efficiency is significantly less when it operates at part load, i.e.,
operating at less than design capacity. In order to include the effect of efficiency variation with varying load
factor and at the same time guarding the condition of linearity piecewise linear approximation is used as shown in

figure V.10.

Efficiency n of boiler

| |
| |
l {
T T T

0 XHP, = XHPmin XHP, XHP, XHP; = XHPmax

Load factor (%)

Actual efficiency Piecewise linear efficiency

Figure 17.10: Efficiency as a function of boiler load factor

The location on the piecewise linear approximation then curve quantifies fuel consumption with the
corresponding amount of HP steam being generated. To include the piecewise linear in the CHP plant model,
it suffices to divide the boiler task into Q different boiling task tasks (equal to the number of piecewise linear
curves).

For this study three, linear pieces are considered (Q = 3). Therefore, linear approximation leads to the

following curve (figure V.11).

t
M1
Imax 77777777777777777777777777777777777777777777777777777777777777777777 '
= N> :
N il ' E
c Location on the curve H !
] . '
5 ! XHP, 1) ;
% e g | XHP, = XHP min;
50 i '
5 i ; J XHP, =0.5- XHP max;
= ; ! ! XHP,=0.75- XHPmax and
Z XHP, = XHP max
M 5 5 |
Iin {7777 7== == ® : ; !
................ f ;, 5 %' R
0 XHP,., 0.5xXHP " 0.75xXHP, XHP, o
HP steam

Boiler shutdown
Figure 17.11: Fuel consumption as a function of HP steam generated in boiler
XHPmin; is the minimum amount of steam that can be produced by the boiler. Below this steam level, it
is not economically viable to operate the boiler and hence, it is shutdown.

Hence, for this study a single boiler task is replaced by 3 different tasks. The Vimin and Vimex of each task

node are defined by the end points on the piecewise linear curve (figure V.12).
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ons

Cf cons
Ufy et UV el

Task,
(XHP;, XHP,, 1, 0)

u v
Tl - Water 1 Task2
szzz==Pf  (XHP XHP,L 1,0
A
: ff”.ﬁiy V3 e
Boiler
(a) Boiler efficiency considered constant Task,
._=========§ (XHP,, XHP,, 1, 0)
Ul UVS T

(b) Boiler efficiency through piecewise linear
approximation

Fignre 17.12: Equivalence of piecewise linear approximation in form of ERTIN representation

Motreover, the coefficients uf s, and uv, are determined by following methodology (figure V.13).

e Knowing the abscissa end points of the "¢ and 1"z« along with calorific value of fuel, boiler
efficiency and the enthalpy difference the ordinate end points for fuel consumption Iz and [¢7* are
calculated.

e Then the slope of the piecewise curve is calculated using equation [Eq. V-3]. This corresponds to the
variable coefﬁcient( uvlfo?jel .

_ umx—lpﬁ [Eq. V-3]
Vkmax _Vkmln
e Finally the fixed coefficient (uka’(’fﬂzl)is determined by finding the y-intercept on the ordinate axis

using equation [Eq. V-4].

max min
1, =1
k k

min min -
c= 1My kT Tk [Eq. V-4]
V max -V min
k k
Imax
c s . ;
S ! !
- ' |
o | _- 1 !
£ —= : :
a _-- | !
=S S P : ;
O 'so P ; : :
o - ! ; '
o) ¥ — Intecept : ; ' '
> . | max _ ) min ' H !
LL c = pmin _ymin Tk k ' i |
3 k max _y min ' i )
Vi =V i ! '
Na ; | E
lrnin ST ! ! :
............. i i | ! >
T T T T e
XHP
0 XHP i 0.5xXHP .« 0.75xXHP XHP

HP steam

Boiler shutdown

Figure 1/.13: Determining the fixed and variable coefficients of cumnlative utility are for boiler tasks
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The ERTN representation of the CHP plant is shown in figure V.14. The boiler operation has been

simplified for purpose of clarity. The elaborated representation of the boiler operation can be found in figure

V.15.
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Figure V. 14: ERTN representation of the CHP plant
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Figure V7.15: Elaborated ERTN representation of the boiler task
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Another important feature of boiler operation is the harmful gas emissions which are released during
burning of fossil fuel especially those of SOx and green house gas (GHG) emissions. Even though these
emissions have not been presented in figure V.15 (for the sake of readability of the ERTN diagram) the
generic nature of the ERTN framework allows for their modeling and calculation. A complete boiler
operation is shown in figure V.16, which uses fuel to convert material resource water into resource HP steam
and in the meantime produces two additional utility resources SOx and GHG. The values on the utility arc
give the emission coefficient for each task in the boiler. The complete detail for each emission coefficients for

the CHP plant under consideration is provided in the table V.5 below:

N g
prod prod w " prod prod
Ufyfsox » UV sox " K ufy Ghe WigHs

Figure 116 Detail about boiler emissions and their calenlations

Table VV.5:  Fixed and variable coefficients for utility arc

Fuel 1
SO, GHG
Task ufkf’,rOd ufkf’{"d uf or od uf,(f’r“’d
T9 Boiler 1 restart 2.24E-02 | 0.00E+00 | 4.28E+00 | 0.00E+00
T10 Boiler 1 operating at XHP,;, < XHP <05 XHP,,,, 8.97E-02 | 1.49E-03 | 1.71E+01 | 2.85E-01
T11 Boiler 1 operating at 0.5- XHPy,, < XHP <0.75- XHP,, 9.58E-02 | 146E-03 | 1.83E+01 | 2.78E-01
T12 Boiler 1 operating at 0.75- XHP,, < XHP < XHP, 7.22E-02 | 1.55E-03 | 1.38E+01 | 2.96E-01
T17 Boiler 2 restart 329E-02 | 0.00E+00 | 6.28E+00 | 0.00E+00
T18 Boiler 2 operating at XHP,, < XHP <0.5- XHP,,, 1.68E-01 | 1.60E-03 | 3.20B4+01 | 3.05E-01
T19 Boiler 2 operating at 0.5- XHP y, < XHP <0.75- XHPy, L51E-01 | 1.69E-03 | 2.89E+01 | 3.22E-01
T20 Boiler 2 operating at 0.75. XHP, , < XHP < XHP, 1.10E-01 1.85E-03 | 2.10E+01 | 3.52E-01
Fuel 2
SO, GHG
Task ufkf’rrOd ufk"’{"d ufk’fr“’d ufk‘f{°d
T13 Boiler 1 restart 5.80E-04 | 0.00E+00 | 3.76E+00 | 0.00E+00
T14 Boiler 1 operating at XHP,;, < XHP <0.5- XHP,,,, 232E-03 | 3.86E-05 | 1.52E+01 | 2.13E-01
T15 Boiler 1 operating at 05 XHP,,, < XHP <0.75- XHP, 248E-03 | 3.77BE-05 | 1.57E+01 | 2.10E-01
T16 Boiler 1 operating at 0.75. XHP, , < XHP < XHP, 1.87E-03 | 4.01E-05 | 1.18E+01 | 2.23E-01
T21 Boiler 2 restart 8.51E-04 | 0.00E+00 | 552E+00 | 0.00E+00
T22 Boiler 2 operating at XHP,,, < XHP <0.5- XHP, 433E-03 | 413E-05 | 2.84E+01 | 2.25E-01
23 Boiler 2 operating at 0.5- XHP,,, < XHP <0.75- XHP, 391E-03 | 437E-05 | 2.49E+01 | 243E-01
T24 Boiler 2 operating at 0.75- XHP,, < XHP < XHP, 2.84E-03 | 4.77E-05 | 1.80E+01 | 2.66E-01
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V.3 PROCESS FOR COMPARING SEQUENTIAL AND INTEGRATED
APPROACHES

To demonstrate the advantages for developing an integrated approach, it is necessary to compare the
results of this approach with those achieved using the traditional sequential approach. This section aims to

describe the procedute used for this comparison.

i =

Batch plant CHP data (ERTN)
Data (ERTN) ‘

Evaluation of utility Scheduling of the

|—> requirements |_’ utility system
] ]

| 1
Materials production plan HP, LP, MP steam and Electricity
mmmmng Batchsize, starting date, requirements

equipment allocatig s / e equipment allocat

1
1

Scheduling of
production plants

SEQUENTIAL
APPROACH

Utilities production plan
Batchsize, starting dates,

1
INTEGRATED SCHEDULING OF PRODUCTION PLANT AND CHP PLANT

INTEGRATED
APPROACH

Batchplant (15 yota (ERTN)
Data (ERTN)

» @

Figure 1717: Comparison of the sequential and integrated approaches

V.3.1 Input Data

The input data for both approaches are principally the same. It is necessary to provide data concerning

three aspects:
e Input data concerning the batch plant and the CHP plant via the ERTN.
e The scheduling hotizon

e The finished product demands
V.3.1.1 Scheduling horizon

The duration of time period is fixed at 1 hour. It is supposed that the batch production plant operates 24
hours a day (3 shifts of 8 hours each) and the horizon of interest is fixed at 80 hours. The scheduling horizon

of 80 hours is divided in to 10 cycles (each of 8 hour duration).

V.3.1.2 Finished product demand

Demand pattern

It is assumed that the production plant must fulfill a certain demand of final products at the end of each
cycle (figure V.18).
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Product Product Product Product
Demand Demand Demand Demand
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Figure 1718 Scheduling horizon and finished product demand pattern

Demand profile and load ratios

In order to compare the integrated and the sequential approaches, it is necessary to develop demand
profiles for each production plant over the scheduling horizon. This in turn requires the assessment of the
maximum production capacity of the finished products for the production plant. For this, at first the
proportion of each one of the N finished products is fixed. Then, scheduling constraints developed in ERTN
framework (equations [Eq. IV-1] to [Eq. IV-4]) are used along with objective function to maximize the
quantity of finished products that can be produced by the production plant.

Knowing the maximum capacity, 5 scenarios are discussed in which production plant operates at 50%,
60%, 80%, 90% and 100% load ratio.

Definition Load ratio is the fraction of the quantity of finished products currently being produced to the maximum
0 production capacity of the production plant.

Current quantity of finished products being produced
Maximum capacity of the production plant to produce finished products

Load Ratio =

V.3.2 Sequential vs. Integrated Approach

V.3.2.1 Sequential approach

Knowing the characteristics of the production plant and the demand profiles, the sequential approach

uses the sequential resolution of the three sub problems.

Step 1: Scheduling of the production plant

This step involves uniquely the scheduling of production plant and assuming that utilities are available in
unlimited quantities. The scheduling model is deduced from the ERTN representation of the production
plant by assuming that all cumulative arcs weighed by null values. The objective function for the step 1
chosen in this study for attaining the scheduling of production plant is to minimize the inventory. The term of
the objective function is defined by the following equation:

T
Ctock = zzlr “Rrt [Eq. V-5]
t=1reR
Definition | | Inventory coefficient for resource rthat is used to obtain the tardiness starting date
[ Ciet = Storage of resource r during the time horizon
Step 2: Evaluation of utility requirements
Based on the obtained task scheduling and given the utility requirement of each task, the overall utility
demand is estimated a posteriori. The consumption of utility # by task £ at time period 6 is defined by the

following equation:
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t—py+1
UCons,  =Cop, - sz,e vkeK,YueU,vt=1.,T [Eq. V-6]
0=t
Definition Copui : utility # consumed by task £
L UCons,io = consumption of utility # by a task £ at time 0 relative to start of task

By : batchsize of task £ started at beginning of time period #
This equation can be explained using a simple example.

Consider a task k starting at time period 1, consuming ntility u starting at beginning of time period 3 and
[finishing at the end of time period 5 (figure V'.16). The value of binary variable Wyois “1” for time period 3
and “0” for time period 4 & 5. Hence, the decision variable Be g representing (batchsize) is also active during
time period 3 and is inactive for time periods 4 & 5.

Start of End of
task k task k
By
Wio=1 W, 5= 0 W, 4= 0
\4 A
Example Reactor Byo |
A A A
& R -

Time
Figure V/.19: Explanation for using the summation term while calenlating utility consumption

However, the Reactor treats the batchsize Bro over three time periods and thereby naturally requires utility over

three time periods as well. To incorporate this nuance it is necessary to untilize summation of batchsize over the

entire time period.

Then considering the fact that several tasks can consume the same utility at a given time period, the

global consumption of utility # at time period ¢ can be determined through using equation [Eq. V-7].

CGlob,; = » UCons, vk eK,Vtel,..,T [Eq. V-T]
k

Definition
L

CGlob, - Overall consumption of utility # during time period #

Step 3: Operational planning of the utility system

Given the requirement for each utility subset (steam, electricity, etc.), the final step aims at carrying out
the scheduling of the CHP based site utility system. In this step the mathematical model is directly deuced
from the ERTN representation of the CHP plant (figure V.14).

To optimize the operational planning of the utility system, a criterion has been defined to minimize the

operational cost of the CHP plant. The operational cost function is as follows:

Kis UK R Kl UKSh
COST = Z ZUI Fuel 1,k,t ° C](Fuell + z ZUI Fuel 2,k,t 'CfFueI 2t z Ir"Elec,t -CEL
t k t k t
Ko UKoy
+3 D Ul - CSOX [Eq. V-8]
t k
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¢frue1 = cost of fuel 1
fru 2 : cost of fuel 2

Definition CEL. : cost ofe/m‘ﬁ'ﬂ'@/
AN CSOX : cost of SO emissions

Kooitt : collection of restart tasks carried out in the boiler

Kgg" : collection of tasks carried out in the boiler other than restart tasks

The objective cost function is composed of three terms:

rstrt
) ) Ko UK Sh Kol UK
® Fuel burnt n boﬂers Z ZUI Fuel 1kt 'CfFueI 1t Z ZUI Fuel 2.kt * CfFueI 2
t k t K
e The electricity purchase cost Z Ingee ¢ - CEL
t
KEs UK
o The SOy emission cost Z stoxlkt .CSOX
t k

V.3.2.2 Integrated approach

As illustrated in figure V.17, the integrated approach simultaneously carries out the scheduling of batch
plant and the site utility system. The model used in this step is simply deducted from the global ERTN (batch

plant and CHP plant) and the optimization criterion is same as formerly used in equation [Eq. V-§].

V.3.3 Comparison Criteria

To objectively compare the scheduling results obtained through both approaches, various criteria need to

be examined. These criteria are as follows:
V.3.3.1 Energy costs and emissions

The primary criterion for the comparison is the energy costs i.e. equation [Eq. V-8]. To judge the impact

on the environment, the emissions of SOy and green house gases (GHG) are also compared.

V.3.3.2 Optimal use of cogeneration

The utilities to the production plant are supplied by the CHP plant. The scheduling of a CHP plant is
very subtle as they are generally more thermally efficient and economically viable when they are operating
near their peak cogeneration capacity, i.e. maximizing the use of turbine to meet the process steam
requirements as well as generating electricity. In order to quantity the amount of cogeneration, the following
utility flows ratios (depicting flow of HP, MP, LP steam and electricity) are used as the set of criteria that

require analysis. The schematics of the CHP plant is presented in figure V.20 which clearly display the
different utility flows.
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Table V.6:  Description of utility flow ratios

Flow ratio Equations Description
T
. D D TXHR . . .
Turbine =ty 100 Ratio of HP steam entering turbine to net steam
. T T x . i
Ratio 3 3 SxHR - DemHR available after fulfilling the HP steam demands.
t=1 jeBOIL ieFUEL t=1

iELPt
t=1

Electricity ) 100 The net percentage of electricity produced by the
Ratio " DemEL turbines of CHP plant.
t=1

HPRV iLXHPu Ratio of HP steam passing through high pressure relief
Rati i = i 100 valves to net steam available after fulfilling the HP

atio -

g‘ ,»E%L ingR,,,. ;DemHP‘ steam demands.

LPRV iLXMR Ratio of LP steam passing trough low pressure relief
Rai - = x100 valve to the total LP steam generated to meet the low

e ;LXMP‘ +§jETZUR§LP"J pressure demands.

RET2 ELP
XEHST1 T XEL1 l

XHPT1 Xmp1
111 :' Turbine 1
o XLP1
g E
TXHP1

o M L S

P P P 2
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LXHP LXMP M T

T > v ! R

X X 2 é
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DemHP DemMP DemLP DemEL

Figure 1. 20: Schematics of CHP based site utility system

V.3.3.3 Convergence history

The important aspects in this regard are convergence time and the gap between the optimal solution and
the bounded solution. As a rule all the simulations which had not completely converged after thirty minutes
were stopped except for those whose gap was more than 10 %. In their case these simulations were allowed

to run until they achieved a gap of less than 10%.

Total iteration time: is the actual CPU run time of the optimization solver i.e. the time given to the solver to

Definition | find the optinum solution
L Best solution time: is the time taken by the solver to find the best available solution. For example, consider a
case where 15 minutes into run time the solver finds a solution which is not improved till the end of total

iteration time. In this case the best solution time is 15 minutes.
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V.3.4 Relevance of Comparison Criteria

Since the sequential and integrated approaches are radically different, the criterion used to compare
these approaches need to be judiciously chosen. Ewergy cost (fuel cost, electricity purchase cost and emission
penalty cost) is one major criterion for the compatison of the two approaches. Because of its inherent nature,
the integrated approach leads to optimum exploitation of utility resources and thereby resulting in lower
energy costs. Therefore, for an accurate comparison between the two approaches, the sequential approach
must be provided the most favorable conditions for cogeneration.

This is achieved by carrying out the scheduling of production plant using objective function that
minimizing inventory (equation [Eq. V-5]). This effectively reduces the akespan’in the production plant and
groups together the production tasks close to one another. The grouping of tasks abets the use of
cogeneration which would not be case if the production tasks were dispersed over scheduling time horizon.
Hence, after providing the ideal conditions of cogeneration for sequential approach the energy cost is a valid
comparison criterion.

Similarly various flow ratios demonstrate the effective wtilization of cogeneration and provide an effective
criterion for comparison between the sequential and integrated approach. The last comparison criterion is the
convergence bistory that needs to evaluated, if the proposed integrated approach is to be implemented in the real

industrial environment.

V.4 COMPUTER APPLICATION DEVELOPED

V.4.1 Solving the Scheduling Problem

Figure V.21 presents the procedure used to solve the scheduling problem for both sequential and
integrated approach. It is important to recall that thanks to the ERTN framework, only one computer code
needs to be developed that contains all the equations used in “BatchPlantAlone.mos, CHPAlone.mos and
GlobalSystem.mos”. The type of problem being solved using the code depends entirely on the input data file
(.dat) which contains all the necessary parameters of production plant and CHP plant under consideration.

These parameters have already been presented in table IV.6.

GANTT CHART

GANTT CHART J

results representation

_’o - e .l ‘ e p ®

BatchPlantAlone.mos ProductionPlan.gnt

Results representation

GlobalSystem.mos
ProductionPlan.gnt

. [ '.= iy 4
- : i — CHPData.dat

BatchPlantData.dat } — I - : B L4

| Uil i dat | CHPI lone.mos  cHppata.dat CHPPlan.gnt | BatchPlantData.dat

| 1 CHPPlan.gnt

000000 |
XPRESS MP XPRESS MP g
Scheduling calculations Scheduling calculations
(a) : solving procedure for the sequential approach (b) solving procedure for the integrated approach

Fignre 1. 21: Solving procedure for sequential and integrated approaches

140



CHAPTER V: COMPARISON OF SEQUENTIAL & INTEGRATED APPROACHES: APPLICATION OF ERTN FRAMEWORK

The details about the XPRESS-MP computer applications developed for solving the scheduling
problem using sequential and integrated approaches are given below:

e BatchPlantAlone.mos
This program uses equations [Eq. IV-1] to [Eq. IV-4] and objective function equation [Eq.V-5] to
determine production scheduling (step 1 of sequential approach). Then equations [Eq.V-6] and [Eq.V-
7] are used to evaluate the utility requirements (step 2 of sequential approach).

e CHPAlone.mos
On the basis of the utility requirements developed in the above mentioned computer programs
“CHPAlone.mos” CHP.mos uses equations |[Eq. IV-1] to [IV-19] of the ERTN framework but rather
than producing finished products the objective is to meet utility demand targets. The objective
function that is minimized while meeting the utility targets is equation [Eq. V-8] (step 3 of sequential
approach).

e  GlobalSystem.mos
INTEG.mos based on the ERTN framework is used to simultaneously perform scheduling of the
production plant and site utility system by concurrently solving equations IV-1 to IV-18 and equation
V-5 1in its entirety.

V.4.2 Gantt Chart: A Computer Application for Analysis of the Results

An in-house computer application called “GanttChart” has been developed in Laboratoire de Geneie
Chimique (LGC) to display and analyze the results of the scheduling problem attained through optimization
solver XPRESS-MP. The application “GanttChart” uses a Visual C++ based graphical interface that allows
user to analyze different features of production plant and CHP plant. As illustrated in figure V.22, the

computer application has two main windows.

i demarrer. |

Figure 1. 22: Computer application “GanttChart” based on V' C++ based interface

The upper window displays the joint scheduling of the production plant and site utility system. This is the

main feature of the application, which indicates the occupancy of processing equipment over the time
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horizon. The type of the task and its duration are indicated by using rectangular blocks. The empty spaces

indicate inactivity of the processing equipment during the time period.

- Kandili_Boiler_LICMT_multipleturhines - GANTTChart

Figure V. 23: Joint scheduling Gantt chart for production plant and site utility system
The lower window, “data synthesis” provides information for analysis of results provided by the solver
XPRESS-MP in greater detail. The window is composed of various tabs each analyzing a distinct feature of

the scheduling problem like details about different tasks, resources, batchsizes, etc.

Synthése des données

Téches | Niveau de stock | Batch size | | |

SEQUENTIEL | | |
tock moyen

tock total

emps moyen de stockage

ombre de stockage

emps de séiour par kg de produit
[Stock maximum

INTEGRE
tock mogen

tock total

emps moyen de stockage

ombre de stockage

emps de séiour par kg de produit

| Stock masimum

Figure 1. 24: Analysis of the scheduling problem in greater detail using window “Data Synthesis”

This part of computer application is still in course of development. However some of the tabs that have
already been developed are briefly presented below:
e Task tab
This tab displays the details about the processing tasks. The information displayed is the task
identification number, period during which the task starts duration of the task, processing equipment

where the task is performed and batchsize of the task.
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Spnthése des données

Niveau de stock ] Batch s\ze} 1 1 1 1

Tache t | Durée | Machine | Produit | Batch | Marge d Tache t | Durée | Machine | Produit | Batch | Marge
Ti5 3.00 1.00 B 15 200.00 -3.00
T15 21.00 1.00 5 15 300.00 -21.00
Ti5 22.00 1.00 B 15 300.00 -22.00
T8 23.00 1.00 E 15 300,00 -23.00
Ti6 0.00 1.00 5 16 360.00 0.00
TIE 1.00 1.00 E 1€ 345.00 100
Ti6 2.00 1.00 5 16 300.00 -200
T1E 5.00 1.00 B 16 330,00 600 J
T16 6.00 1.00 5 16 390.00 -6.00
TIE 7.00 1.00 B 16 400.00 700
T16 6.00 1.00 5 16 330.00 -6.00
TIE 5.00 1.00 B 16 400.00 -8.00
TIE 11.00 1.00 E 1€ 400.00 -11.00
Ti6 1400 1.00 5 16 33000 -14.00
TIE 15.00 1.00 E 1€ 400.00 -15.00
Ti6 16.00 1.00 5 16 340.00 -16.00 j

Fignre 1. 25 Information provided by “Lask” tab

Storage tab
This tab displays the graphical evolution of resource storage in each resource node over the time

horizon. For example the figure V.26 displays fuel consumption over the time horizon.

Syviivkee det donrdei

Taches Mivesu de shock | Baich s |
APFROCHE
Stock e |ESENTHRT =l 7 Séquebsle [

Fignre 1/.26: Information provided by “Storage” tab

Batchsize tab
This tab displays the graphical representation of the batchsize carried out by each processing tasks.

For example figure V.27 displays batchsize of processing task 17 over the time horizon.

Syrihbin doc dorins

Taehes | Hvpau de ook, | Epieh e |
BFPROCHE
Tache : |T17 - ¥ Shgerimis

Fignre 17.27: Information provided by “Batchsize” tab

Power plant
For each time period, this tab provides the details about utility flows, fuel supply to boiler and fuel

purchase directly on the schematic representation of the CHP plant.
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Figure V.28 Information provided by “Power plant” tab

e Utility flows
This tab provides the details about utility flows, fuel supply to boiler and fuel putrchase in CHP plant.

This essentially displays the same information as developed in the power plant tab.

Synthésze des données

Téches] Miveau de slock] Powser Plant  Flus

Flu : | ﬂ
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T=HF2
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LxMP

DemHP

DemLP

DemkP bt

Figure 17.29: Information provided by “Ultility flows” tab

V.5 RESULTS

This section provides the results that were achieved by applying the sequential and integrated approach
on the batch scheduling problem posed by each one of the three production plants. As mentioned above the
three main criteria for analysis are overall energy costs, utility flow ratios and convergence history. However,

some other interesting results were also achieved which have been briefly discussed.
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V.5.1 Overall Energy Cost and Emissions

The first comparison criterion between the two approaches is the energy cost. The figure V.30 shows the

energy cost calculations for each production plant at five different load ratios.

[ O Fuel Cost W Electricity Cost O Emission Cost

Example 1

100% Integ App

100% Seqn App

90% Integ App

90% Seqn App

80% Integ App

80% Seqn App

60% integ App

60% Seqn App

50% Integ App

50% Seqn App

f
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il | | | | |

100% Integ App ‘ ‘ ‘ ‘ ‘
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80% Integ App ‘ ‘ ‘ ‘ h 6.4%
80% Seqn App ‘ ‘ ‘ |
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v < < < < < ‘ : : ‘ ‘
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Figure 17.30: Overall energy costs

The use of integrated approach leads to significant savings in energy costs for all three examples.
However, these cost savings decrease when the production plant operates at or near its maximum (100 %)
capacity. This is due to the fact that while operating near the maximum capacity, the production plant has
comparatively lesser degree of freedom in shifting and rearranging the tasks. Hence, relatively smaller gains in

energy cost are achieved.
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The overall energy cost savings are highest in example 3, ranging from 22% to 45%. In comparison,
example 2 displays less significant energy cost saving, 13% when production plant operating at 50 % capacity
and only 5 % when the production plant operates at 100 % capacity. In example 1, the overall energy cost
savings range from 15% to 30%.

In terms of emissions of green house gases (GHG), noteworthy reductions are achieved using the
integrated approach (figure V.31). However, similar to energy cost savings the gains in energy emissions
reduce as the production plant starts operating near its maximum capacity. The highest gains in terms of
GHG is achieved in example 3, ranging from the 12% (when operating at maximum capacity) to 44% (when
operating at 50% load ratio). On the other hand, the gains in GHG emissions are a meager for example 2,
ranging from 1% to 6%.

The emissions of SOy show rather abrupt behavior with large gains in some scenarios and losses in other

scenarios.

@ seq GHG Emissions M integ GHG Emissions

Example 1
[J seqn SOx Emisions [J Integ SOx Emissions
tons Example 2
tons
35001 8.4%
20
76%
7%
30001 ]
154% 59%
25001 304
2% 2 1%
20001 246%
5%
204
15007
157
10001
10-
5001
54
50 % 60 % 80 % 90 % 100 % 50% 60% 80% 90% 100%
Capacity Capacity Capacity Capacity Capacity Capacity Capacity Capacity Capacity Capacity
@ seq GHG Emissions M Integ GHG Emissions [ Seqn SOx Emisions [ Integ SOx Emissions
Example 2 Example 1
tons
tons
7000-
22%
251
5%
60001 2.5%
129
ETE=
5000 201
4000 25 13%
64% 15+
11% 02%
30001
10
2000
1000 *1
T T T T ! T T T T 1
509 609 809 %0% 100%
; d : d 50% 60% 80% 90% 100%
Capacity Capacity Capacity Capacity Capacity Capacity Capacity Capacity Capacity Capacity
[ seq GHG Emissions I Integ GHG Emissions [] Seqn SOx Emisions [ Integ SOx Emissions
Example 3 Example 3
tons tons
4500 25
128% 3%
4000 155%
24
3500 23% 204 —
168%
30007
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25001 s 157 3% 108%
2000
10+
1500
1000-7
5
500
T T T .
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Capacity Capacity Capacity Capacity Capacity 509 60% 80% 90% 1009
Capacity Capacity Capacity Capacity Capacity

Fignre 1V.31: Overall GHG and SO. emissions
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V.5.2 Utility Flow Ratios

FiguresV.32 and V.33 display the utility flow ratios attained in the CHP plant using the integrated and
sequential approaches for all three examples. It is clear from the figures that integrated approach maximizes
the use of turbine operation and limits the use of pressure reducing valves leading to more onsite electricity
generation and reduced dependence on external electricity supplier.

The average flow ratios provide an interesting point of comparison of the three production plants. The
average turbine ratio using sequential approach is only around 65% for example 1 and example 3 but it is a
healthy 78% for example 2. This means that the structure of production plant and the production recipe in
example 2 is such that there is less potential for overall energy cost gains. However, using the integrated
approach the turbine ratio even in example 2 is increased to 94% (an increase of 20.7%). The turbine ratios
for example 1 and 3 are increased by using integrated approach to 92% and 98% respectively.

The increased use of turbine ratio subsequently diminishes the need of using pressure relief valves
(PRVs). The MP and LP steam requirements of the production plants are met by extracting steam from
turbine. For instance in example 3, the sequential approach results in 35% of production plant’s steam
requirements being met by utilizing HPRV. However, the integrated approach reduces the use of HPRV to
only 2% for meeting the MP steam requirements. Similarly the use of LPRV for supply of LP steam is cut
from 41% (utilizing sequential approach) to a very negligible amount utilizing integrated approach. The same
situation is repeated in case of example 1 and 2 but in spite of using integrated approach 5-8% steam
requirement is fulfilled by using PRVs.

Another interesting feature is that despite having turbine ratio above 90% for integrated approach in all
three examples the CHP plant is unable to completely meet the electricity requirements of the production
plant. Therefore in all examples a certain quantity of electricity is imported from an external source (national

grid).
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H Seq Turbine ratio Integ Turbine ratio @ Seq Electricity Ratio @ Integ Electricity Ratio
& Seq HPRYV ratio # Integ HPRV ratio N Seq LPRV ratio H Integ LPRV ratio
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Figure 17.32: Flow ratios for example 1 and 2

148



CHAPTER V: COMPARISON OF SEQUENTIAL & INTEGRATED APPROACHES: APPLICATION OF ERTN FRAMEWORK
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Figure 1/.33: Flow ratios for example 3 and average flow ratios for all examples
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V.5.3 Steam Cutrves

Steam curves are graphical representations used to show the variation of steam at different pressure levels
in the utility system with respect to time. In the sequential approach the utility system is considered as a
support function whose role is to simply follow the scheduling of the production plant. This results in
haphazard and quick variations in the steam curves. However, in the case of integrated approach the utility
system scheduling is also taken into account which results in szoothing of the steam curves.

Figure V.34 shows the scenario in which production plant in example 2 operates at 90 % load ratio. The
steam curves resulting from using sequential approach shows large variations over the time horizon. During
the time hotizon of 80 hours the peak requirements of HP steam pass 600 t/h four times. On the other hand,
the steam curves attained by using the integrated approach, results in smoother curves with the peak HP

steam requitement of 400 t/h.
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Figure 1. 34: Steam curves for production plant in example 2 operating at 90% load ratio
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V.5.4 Gantt Chart
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Figure 1735 Task scheduling of production plant operating at 60% capacity

The best comparison between the two approaches can be made by using the Gantt charts which show the
occupancy of the processing equipment during the time horizon. A task scheduling Gantt diagram for the

production plant in example 1 operating at 60 % capacity illustrates the difference between the sequential and
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integrated approaches (figure V.35). The processing tasks in the production plant are color coded according
to the type of utility they consume during their execution. A specific color code is reserved for all processing
tasks that consume same type of utility. The processing tasks can be divided into two broad categories:
e Task consuming only single type of utility i.e. uniquely HP steam, MP steam, LLP steam or electricity.
They are represented by a single colored rectangular blocks in the Gantt chart.
e Task consuming simultaneously two types of utilities i.e. steam and electricity. They are represented by
multi-colored rectangular blocks in the Gantt chart.

The scheduling of the production plant in sequential approach follows the principle of the minimizing
earliness, which effectively means curtailing the work in process inventory and material storage. Thus, the
utility requirement during a time period is calculated a posteriori. However, in the integrated approach the
tasks in production plant are arranged in such a manner that that maximizes the potential of the CHP plant.
For example, consider a scenario in which during a specific time duration the processing tasks required two
different utilities, for instance, LP steam and electricity. This can be achieved either by generating steam and
electricity separately (expensive option) or using cogeneration to simultaneously generate both steam and
electricity (cheaper option). Hence, in order to maximize the benefits of CHP plant the production plant
should have as many w#ility cascades (requirement of at least two different utilities at same time duration) as
possible.

The figure V.35 demonstrates that on one hand scheduling using sequential approach leads to many
periods in which only one form of utility is required (e.g. HP steam during periods 8, 9 34 & 35, MP steam
during period 23 & 55, etc). On the other hand, the integrated approach rigorously applies the utility cascade
(exceptions being period 15, 16, 29, 38, 38, 39, etc). Thus, the use of integrated approach leads to better

utilization of cogeneration potential of the CHP plant.
V.5.5 Convergence History

The total iteration time for sequential approach is calculated by combining the iteration times for
XPRESS application BatchPlantAlone.mos and CHP.Alone.mos. For comparison with the integrated approach
this combined iteration time is compared against the iteration time for GlobalSystem.mos. In terms of
convergence criteria the sequential approach is superior to the integrated approach. Each of the three

examples will be discussed in detail below:

Table V'.7:  Convergence bistory of example 1

Best Best solution Total iteration
Load ratio Approach . Gap (%) . .
Solution time time
50% Sequential 45529.1 0.0 2 min 48.6s 3 min 26.9s
Integrated 31868.7 6.83 22 min 23.5s 30 min 1s
60% Sequential 51,436.2 0.0 20 min 26.8s 22 min 26.8s
Integrated 38,182.3 7,15 30 min 4s 30 min 7.2s
80% Sequential 64,434.9 0.0 5 min55.9s 5 min 55.9s
Integrated 51,388.4 7.57 22 min 8.9s 30 min 4.3s
90% Sequential 70,433.3 0.89 25 min 8.0s 32 min 16.4s
Integrated 59,129.8 9.60 20 min 47.3s 30 min 5.2s
100% Sequential 77,220 0.0 30 min 30.5s 30 min 30.5s
Integrated 65,116.9 8.75 8hr 17 min 22s 8 hr 32 min 57s
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The table V.7 shows the convergence of example 1. The sequential approach is not only much faster but
it almost contains no convergence gap, the only exception being the production plant operating at 90 %
capacity where the gap was of less than 1%. On the other hand the average convergence gap in integrated
approach comes out to be 7.98 %. This might appear as a drawback but it is important to note that despite
this convergence gap that the integrated approach leads to energy cost savings between 15 — 30 % and GHG

emission reductions between 7 — 24 %.

Table V'.8:  Convergence bistory of example 2

. Best Best solution Total iteration
Load ratio Approach ) Gap (%) ) )
Solution time time
Sequential 75,374.9 0.0 18.7s 42.5s
50%
Integrated 65,194.7 5.79 14 min 4.2s 30 min 7.1s
60% Sequential 87,428.2 0.0 38 min 22.2s 49 min 12.8s
(1)
Integrated 78,004.6 6.0 27 min 5.1s 30 min 2.8s
80% Sequential 115,758 1.45 25 min 12.1s 1 hr min 1.9s
[1)
Integrated 108,399 8.7 4 min 42.6s 30 min 0.8s
90% Sequential 132,550 2.51 55 min 43s 1 hr 3min 32.7s
[1)
Integrated 121,554 8.02 9 min 40.5s 8 hr 05 min 55s
100% Sequential 142,066 1.89 4 hr 37 min 49s 2 hr 12 min
0
Integrated 134,941 8.36 15 h 14min 35s 24 hr

The convergence history (table V.8) shows that convergence of example 2 is considerably slower than that
of example 1. Even the sequential approach takes more time to converge and in certain cases complete
convergence is not achieved. The average gap in sequential approach simulations comes out to be 1.8 % while
in integrated approach it is 7.4 %. For the scenarios in which production plant operated at 80, 90 and 100 %
capacity the gap is greater than 8 %. In case of 100 % capacity the convergence is extremely slow and no
solution is achieved during the first 30 minutes. It can be inferred that if the simulations are allowed to run
for longer duration then this gap might reduce and subsequently higher gain in overall energy cost may be

achieved.

Table V.9:  Convergence bistory for exanmple 3

Best Best solution Total iteration
Load ratio Approach . Gap (%) . .
Solution time time
50% Sequential 56,844.8 1.93 8 min 1.4s 30 min 43s
Integrated 30,885.3 6.32 33 min 1.4s 35 min 2s
60% Sequential 62,822.9 0.0 3 min 11.6 3min 26.1s
Integrated 40,240.9 7.88 4min 38.6s 30 min 16.8s
80% Sequential 70,967.6 0.0 12 min 24.8s 14 min 16.6s
Integrated 57,248.4 6.78 21 min 4.6s 30 min 37.6s
90% Sequential 89,104.9 0.0 23 min 17.5s 32 min 09.7s
Integrated 66,597.7 7.38 24 min 48.8s 30 min 2s
100% Sequential 97,167.8 0.84 16 min 22.8s 37min 31.3s
Integrated 75,463.5 6.12 1 hr 7min 50s 4 hr 35 min
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The convergence in example 3 (table V.9) is faster than example 2 but a little slower than that in example
1. Complete convergence is achieved in all cases of sequential approach while in integrated approach the
convergence gap on average is 6 %.

From the above discussion it can be inferred that in terms of convergence time and the gap the sequential
approach is superior to the integrated approach. However, in most cases the optimization solutions found in
the first few minutes by the integrated approach (despite having large integrality gap) are already superior to
the results found by sequential approach with no integrality gap. For example the following figure V.36

presents the evolution of iteration for example 3 at 90% load ratio.

\i ;ﬂ“—“‘ s ':;;";

!

(a) lteration time  1min (b) lteration time 15 min (c) Iteration time 66 min

Figure 17.36: Evolution of iteration for example 3

The optimal solution found by the sequential approach after around 23 minutes of iteration and 0% gap
is € 89,104.9. However, the 12th solution found by integrated approach within the three 3 minutes and 10s is
€ 00,644.6, which is 25% less than achieved by sequential approach.

V.5.6 Decision Consistency

The use of ERTN based integrated approach leads to reduced energy cost as well as decreased emissions
of harmful gases. However another advantage of the integrated approach is the increase in production
productivity. To explain this in detail we recall the example 1.

Consider a utility consumption matrix (Cop,e) and the corresponding energy costs in table V.10 and table
V.11 respectively. The table V.11 shows that integrated approach not only results in reduction in energy costs
but it also leads to feasible solution for all five scenarios. On the other hand the sequential approach gives

infeasible solutions in scenarios where production plant operates at 90 % and 100 % capacity.

Table V7.10:  Utility Consumption Matrix (Copye)

Tasks 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
LP steam 0 0 0 0 0 0 0 0 4 3 3
MP Steam 0 0 0 4 4 3 3 0 0 0 0
HP Steam 6 6 0 0 0 0 0 0 0 0 0 0 0 0
Electricity 0 0 02 01 01 0 0 02 01 01 0 0 02 01 01
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Table V.11:  Overall energy costs

Capacity  Approach Total Cost Fuel Cost  Electricity SOy Cost GHG SO
€) €) Cost 3 Emissions Emissions
€ (tons) (tons)
Sequential Not feasible Not not feasible not feasible not feasible not feasible
100 % feasible
Integrated 128,068.7 116,457.0 10,898.0 713.7 5,763.0 31.0
90 % Sequential Not feasible  not feasible not feasible not feasible not feasible not feasible
Integrated 116,522.6 104,958.0 10,916.8 047.8 5,198.1 28.2
80 % Sequential 116,210.5 96,450.5 19,095.9 0664.1 4,839.4 28.9
Integrated 102,416.5 91,850.7 9,998.4 567.4 4,549.4 24.7
60 % Sequential 89,553.0 75,357.7 13,656.1 539.2 3,799.5 234
Integrated 76,707.2 09,291.5 6,971.9 443.8 3,446.4 19.3
50 % Sequential 75,759.0 63,206.9 12,136.3 415.8 3,153.8 18.1
Integrated 63,222.5 57,356.3 5,525.2 341.0 2,828.8 14.8

For the scenario in which production plant operates at 90 % capacity figures V.37 & figure V.38 presents
the task scheduling Gantt diagrams and operational planning of utility system (depicted by steam load curves).
The sequential approach calculates task scheduling without considering operational constraints of the CHP
plant. As a result not only there are huge variations in the steam load curves but during period # = 15 the
steam demands of the production plant exceed the generation capacity of the CHP plant. This resulted in
sequential approach rendering infeasible solution. On the other hand in the integrated approach the tasks are
shifted and rearranged in such a manner that the utility requirements never exceed the CHP plant capacity.
From this an inference can be drawn that the integrated approach enables an industrial Process equipment to
achieve higher productivity as it can handle scheduling regimes that would be unattainable using the

sequential approach.
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Figure V.37 Sequential approach production plant Gantt diagram and steam curves of utility system
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Figure V.38 Integrated approach production plant Gantt diagram and steam curves of utility system
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V.6 CONCLUSION

On the basis of the above discussion it can be concluded that integrated approach leads to significant
energy cost savings and emission reduction advantages. The extent of these gains is somewhat dependent on
the load ratios and plant topologies but the use of integrated approach always results in more advantageous
operational regimes. These benefits are attained by optimizing the use of cogeneration and more efficient
exploitation of utility resources (i.e. synchronization of tasks consuming utilities and tasks generating utilities).

The use of integrated approach leads to another key development in terms of smoothing of steam load
curves. As shown in figure V.34 the smoothing of steam load curve results in reduction of peak load demands
from the site utility system, which has the following advantages:

o Control Aspect: In contrast to the sequential approach there is a reduced fluctuation in the operating
points of the steam load curves. This decreases the operational complexity and allows the utility
system management greater control over the plant operations.

o Design Aspect: As the use of integrated approach results in reduced peak load demands therefore the
management can choose smaller sized utility systems at the time of conception of industrial units. This
will automatically result in lower investment cost as same plant productivity can be achieved using
cheaper smaller scaled cogeneration equipment rather than buying expensive large scale equipment.

o Operational Aspect. The integrated approach enables an industrial unit to achieve higher productivity

levels as it can handle scheduling regimes that would be unattainable using the sequential approach.
This higher productivity level not only means that the production plant can produce greater number
of finished products but it also leads to increased decision coberency within the industrial unit.
As a result of using the sequential approach, quite often in the industrial environment, there atises a
conflict when the utility demands from the production plant are so high that they can not be met by
the utility system. In this case the management of utility system communicates to management of
production plant the need to change the production schedule. Hence the whole three step process of
developing the production plant scheduling, evaluation of utility requirements and scheduling of site
utility system needs to be carried out once again. The use of integrated approach eliminates this
conflict between the industrial unit components and the site utility system is always in condition of
meeting the utility demands set by the production schedule.

Finally, for this study, the emission penalty costs were significantly underplayed and constituted less than
1% of overall costs. This correlates with the current economic situation where no monetary punishments are
associated with harmful gas emissions. However, cost objective function (equation [Eq. V-8]) can be used to
develop scenarios in which emission costs have a greater impact. Table V.12 shows result of an additional

simulation which was based on emission externality costs of El-Kordy e al. [2002].

Table V.12: Incorporating full emission externality cost for example 3 functioning at 60% capacity

Emission Total Fuel Electricity GHG SO« GHG SO«
externality cost Cost Cost Cost Cost Cost Emissions  Emissions
€/ton ) ) ) () ® (tons) (tons)
GHG SO«
115.65  3640.54 293,795  36,015.5 14,935.1 206,834 36,011 1788.45 9.89
0 23 40,40.9 38,776.3 1,181.21 0 283,4 1968.52 12.32
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The emission costs become a dominant factor (83% of overall costs). Even though fuel cost decrease by
7% but electricity cost see a massive increase. This is expected as rather than minimizing energy cost
associated with fuel and electricity purchase all the effort is spent in reducing the emissions of harmful gases.
As a result GHG emissions are reduced by 9% while those of SOy are reduced by almost 20%.

The results also demonstrate that imposing high carbon tax and other emission penalty cost would nullify
the use of CHP technology. Faced with steep emission penalties the industrial units would prefer to buy
electricity from external source rather than producing it through cogeneration. This is an extreme example
which was presented just to demonstrate impact of emission externalities. From this it can be concluded that
incorporating emission penalty cost have huge influence on the problem parameters and their numerical
values should be selected carefully.

In the end, it can be generalized that significant advantages are achievable by coupling scheduling of the
production plant and site utility system in a universal scheduling model. Hence, rather than using the
traditional sequential approach industrial units should look towards adopting integrated approach. In this
context the ERTN framework can play an important role as it inherently performs the combined scheduling

of the production plant and site utility system.
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The energy issue is of crucial problem and will become increasingly important in the coming decades.
Higher energy costs and progressively stringent environmental laws are forcing the industrial sector to
streamline their energy consumption. CHP based onsite utility systems can make useful contribution in this
regard especially in case of industrial units who have high energy needs. However, to maximize the potential
of the CHP based onsite utility systems, it is imperative to have better management of utilities. Contrary to
the traditional reasoning of placing the emphasis solely on production (manufacturing unit) and treating the

utility system as a subsidiary unit, it is vital to give equal importance to both units.

The significance of this dissertation lies in its contribution both in practical and theoretical terms. In
theoretical terms, the contribution of this study is

e the literature review which helps to identify the potential tools and methodologies, which are available
today for improving the energy efficiency of the industrial processes. The analysis of the literature
highlighted the importance of assimilating different functions of a "total processing system/an industrial
unit”. This lead to initiative of developing an integrated approach for joint scheduling of a production
plant and its associate site utility.

e to develop a new modeling scheduling framework called ERTN (Extended Resource Task Network).
The ERTN framework is an extension of the RTN framework which makes clear distinction among
different types of resources by introducing new semantic elements. These semantic elements bring in to
play various mathematical constraints that remove shortcomings associated with heterogeneity of
operational modes and the ability of processing operations to produce material in unknown proportions
of batchsize. The point of strength of the ERTN framework lies in the direct relationship that it creates
between the graphical representation and the mathematical formulation based on MILP. Each entity set
(combination of nodes and arcs) in ERTN framework corresponds directly to a set of mathematical
constraints. This makes the framework generic allowing easy conversion of the graphical representation

into the mathematical formulation.

In practical terms, the contribution of this study is:
e to demonstrate the advantages achieved by redefining traditional the decision making procedures in the
batch production plant. The use of integrated approach:

O leads to significant reduction in primary energy consumption, increased use of cogeneration
in the industrial site, smoothing of steam curves, increased in productivity and reduced
emission of harmful gases. It is important to point out that these benefits were achieved in
all production plants examined but product recipe and plant topology did have an affect on
the overall results. Hence, the potential benefits will vary from one production plant to
another but the integrated approach will always be more beneficial then sequential approach.

O makes the decision making more coherent in the industrial unit whose different business
functions (production plant, site utility system, general management) are given equal
attention. However, implementation of this approach would require increased emphasis
cross functional communication and reliance on computer aided tools. The integrated
approach would be difficult to implement in the industrial units with rigid centralized
organizational structure.

e to propose the first prototype of a software application that can be used for analyzing the scheduling

results achieved for batch production plant and the site utility system. The user friendly graphical
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interface provides the management an indispensible tool for not only monitoring the operational regimes

but for identifying the areas of potential improvement.

However, the work presented in this dissertation is only the first step towards a methodology to promote
a more rational use of energy in industrial units. The following recommendations were identified during and
after the study, which need to be investigated in greater detail. These recommendations are directed towards
the improvements in problem formulation (developing a better model), the software, the applications, the

solving strategies and the future extensions.

Software:

Modeling aspect:

] ) [0 ERTN preprocessor
[J Energy integration

(Validation and data

Application: Produts e —— )
generation)
[ Other utility system e ————————-
- [0 Decision making post-
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NETWORK | _ _ _ processor
O Industrial case study | Het Sheams =l
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A t,n— Computational aspect:
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- Management aspect:
[0 Refining operation modeling

[ Multi-objective strategy

(phases) [ Towards iterative or distributed

‘ Continuous time formulation approach -
T E—

Figure GCR.1: Future extension of ERTN framework

e Starting with the potential improvements in the model. A drawback of the discrete time formulation,
which is used in this study, is that time durations are always in multiples of the time periods. This
simplification in certain cases can lead undue approximations in allocation and task duration constraints,
ultimately leading to erroneous results. This deficiency can be overcome by using a continuous time
formulation, which may be difficult to model but can lead to more accurate representation of “time”. The
continuous time formulations would allow for incorporating in a more rigorous manner the process
operations associated with cleaning of processing equipment. The cleaning processing operations are not
only a common feature in multi-product batch plants but they consume significant quantities of utilities.
Another feature that can be formulated more accurately using continuous time formulation are processing
operations whose duration depends on the amount of utility consumed. These operations are prevalent in
process engineering (reaction, preheating, etc) and they can slow down or accelerate the rate of process
operation to match the utility supply profiles.

Finally, in the current model, whenever an operation requires multiple utilities, they are supposed to be
consumed throughout the duration of the process operation. However, there are cases where the utilities
are consumed only during certain phases and not over the complete duration of process operations.
Hence, in order to have a more accurate localization of consumption of utility in a processing operation, it
will be interesting to model operations at the ‘phase level’ (terminology presented by ISA SP88) rather

than modeling them over whole process operation duration.
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e In regards to a computer software, as mentioned above, the ERTN framework allows one on one
relationship between the graphical presentation and the mathematical formulation. Hence, it is easy to
expand this framework into computer software. The software would consist of three modules:

0 A pre-processor, called ‘ERTN generator that would enable the user to define his problem by
drawing the ERTN representation of the system and by defining all the associated numerical
values. Then, on the basis of the rules enounced in the chapter IV, the pre-processor would
check the model. If correct, this information would then be fed to an optimization solver in
form of a computer code,

O The optimization solver (e.g. XPRESS) would find the optimal solution and generate the
output in form of data file.

O Finally, this data file would then be read by the post-processor, called ‘GANTTCharf which
would present the scheduling results in a user friendly graphical interface. The first attempt
towards developing the post-processor has been started in this study, which has resulted in
development of scheduling Gantt chart and other important scheduling results (e.g.

batchsizes, material storages, turbine ratio, etc) in a simplified graphical format.

e Regarding the possible application of the integrated approach, it must be précised that that at present the
methodology has only been applied to academic examples. The integrated approach has demonstrated
some interesting advantages over its counterpart sequential approach. However, the effectiveness of the
integrated approach can only be established after being applied to real industrial problem. In the short
term this objective can be achieved by collaborating with an industrial enterprise. The pulp and paper
industry appear to be most appropriate collaborators as their process is not only very energy intensive but
their process involves discontinuous or semi-continuous operations.

For this dissertation the emphasis has been placed on the utilities commonly found in the CHP plant.
However, it seems appropriate to include other types of utilities such as “cold utilities” which are
particularly important in the food industry. The special feature of the cold utility is that it may eventually
be stored, thereby providing an additional flexibility to the production scheduling. Similatly, in this study
it has been assumed that the “hot utilities” (HP, MP and LP steam) can not be stored. To incorporate the
storage of “hot utilities”, the initial and maximum capacity of the respective material resources need to be
changed from zero to a finite number. Hence, the ERTN framework is not limited and it can easily

incorporate different type of utilities (hot and cold utility) and their storage.

e The examples discussed in this dissertation showed significant computation time may be required to

resolve the integrated model. Even though this is a very restrictive constraint but it is not fatal because:

O firstly, a "good" solution (that is to say, better than the sequential approach) may often be

obtained with a reduced computational effort

O secondly, this tool is used offline which can allow a response time of several hours.
However, this time problem resolution should not be overlooked, especially if the integrated approach is
going to be applied to an industrial size problem or if it is integrated into a tool for decision support for
which the time response must be much shorter (in order of minutes).
In this context, several alternatives can be envisaged. First, meta-heuristics (genetic algorithm,
neighborhood methods) could be used to control the combinatorial aspect of the problem. Another

alternative is to use the solution provided by the sequential approach (usually obtained within a shorter
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time) as the first solution of the integrated approach. This will reduce the research space for the solver

and will reduce the iteration time for the integrated approach.

e In terms of management of the industrial unit, the multi-objective function used in this study is composed
of energy costs (fuel and electricity) and penalty costs for emissions of harmful gases. As a result, all the
emphasis is placed on adapting the scheduling of the production plant to meet the most cost efficient
operational planning of the site utility system. However, in the real industrial environment, the reliability
of the production process is of overriding importance and normally a reserve margin is set in case of a delay
or breakdown in the utility system. This reserve margin could be incorporated using a weighted sum of
inventory levels (of raw materials, intermediate and finished products) and operational costs (fuel,
electricity, penalty costs, etc.) of the utility system as the objective function. Moreover, by varying the
weights of the coefficients, a number of schedules can be developed, which include all the foreseeable
scenarios such as the breakdown of machinery in the utility system.

By minimizing only the energy cost in the integrated approach, this dissertation has ascertained the
maximum attainable cost saving in energy costs. However, it is important to clarify that in the existing
management environment, prevailing in the industrial sector that places the focus solely on the production
plant, implementation of the integrated approach might be a bridge to far. Therefore for the time being
some other alternatives must also be considered. One possible alternative for the Decision Management
System of industrial unit is to propose various alternative solutions using multi-criteria objective function.
This would present the management of an industrial unit with multiple solutions (based on the chosen
criteria) and allow them to select the most beneficial solution. Another possible alternative could be a
hybrid iterative or distributed approach which would combine salient features of both the sequential and
integrated approaches.

In the mean time, to overcome the sub-functional view the management of production plant and site
utility system should be encouraged to have more interaction and adopt a more site wide view rather than

myopically concentrating on their respective units.

e Finally on extensions of the methodology, two possible avenues stand out:

O The first concerns the introduction of energy integration into the decision process. The
Chapter II quoted some specific studies which have worked on integration of energy
constraints directly into the production plant scheduling problem. In order, to attain further
improve energy efficiency and reduce costs it is it is essential to consider integrating all three
components of the industrial unit ie., production plant, site utility system and heat
exchanger network. As we demonstrated in Chapter IV, the ERTN framework is not limited
to the scheduling problems involving a site utility system. This framework could equally be
applied to incorporate energy integration among different processing equipments within the
production plant.

O The second is a more long-term objective which associates with the drive for creation of
"eco-industrial park" [Gibbs & Deutz, 2007]. Nowadays, there is a greater willingness among
companies to come together and form networks that allow for more efficient use of utilities.
A real life example of this concept is an "industrial symbiosis" project conducted in
Denmark, which brought together five major companies located in the same region. The

companies developed a network which allowed for utility exchanges, and thereby

165



GENERAL CONCLUSION AND RECOMMENDATIONS

significantly reducing the overall energy for each participating companies. However,
unfortunately these types of networks are exceptions and only handful successful networks
have been reported in the literature. The difficulty in developing such type of networks is
caused not only by lack of tools and methodologies for their design but also by the increased
competitive environment which means that these collaborating companies might well be
each others competitors. In such environment, the ERTN framework, included for example
in a multi-agent-based decision tool, could play the role of facilitator among various
collaborators.

In the end, it can be concluded that although research for alternative source of energy is more in vogue,
looking for ways of improving energy efficiency of industrial processes remains an important theme of
research. These “conventional research” can act as the short term solution to the energy consumption
problem and allow the more emerging technologies to mature. And even when the fossil fuel resources would
finally run out, replaced with the new ways of generating energy there will always be potential for improving
energy efficiency. Moreover, the better management practices adopted today will remain pertinent in the

future as well.
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1. CONTEXTE GENERAL DE ’ETUDE

Dans un contexte de développement durable, la question énergétique constitue un des problemes majeurs
des décennies a venir (raréfaction de certaines ressources, augmentation globale de la demande, réduction des
émissions de CO2, etc.). Une des conclusions du groupe de travail "Lutter contre les changements climatiques et
maitriser 'énergie” réuni a l'occasion du récent Grenelle de l'environnement est qu’ "au deld des actions
spécifigues visant a améliorer ['efficacité énergétigne des bétiments et a contenir la consommation du sectenr des transports, il
exciste un gisement d'économies dans les antres sectenrs qui représente 43% de la consommation finale d'énergie (...). En ce qui
concerne l'industrie, qui compte pour 21% de la consommation d'énergie finale et 20% des émissions de gaz
a effet de setre, le groupe de travail reconnait "les efforts significatifs déja engagés par les actenrs du secteur mais estime
gu'une démarche supplémentaire de progres est indispensable”. En conséquence, soumises a des cotts plus élevés de
Iénergie et a des législations environnementales plus contraignantes, les entreprises doivent rationaliser leur
consommation. Dans l'industrie de procédes en patticulier, un axe d’amélioration potentiel réside dans la
gestion et le mode de fabrication des utilités. En effet, le groupe de travail précise dans ce cadre qu’"environ un
tiers de la consommation énergétigune des entreprises industrielles (soit 11Mtep en énergie finale) provient des procédés dits
"utilitaires" (production de vapeur, d'air chand, chauffages, électricité,. . .). Des marges importantes d'amélioration de ['efficacité
de ces procédés existent. Sans rupture technologique, la diffusion et la mise en anvre de meillenres pratiques pent permettre
d'bconomiser jusqu'a 2 Mtep". En d’autres termes, un des leviers évoqués par ce groupe de travail pour diminuer
la consommation énergétique et les émissions de gaz a effet de serre est "Ja mise en place de méthodes plus
performantes pour ['exploitation des process utilitaires” au sein des unités de production.

Toutefois, s'il apparait essentiel pour les entreprises de réduire de manicre significative leur
consommation énergétique et leur émission des gaz a effet de serre, ces dernieres sont aussi tenues de
conserver des solutions compatibles avec des exigences de productivité et de compétitivité de leur systéeme de
production. Or, bien qu'il s'agisse d’'un probleme crucial, le manque de méthodologies et d'outils d'aide a la
conception et a la gestion de ces systemes constitue aujourd’hui un frein a la mise en place de ce type de
pratique.

Dans ce cadre, notre étude s'intéresse plus particulicrement aux industries chimiques qui disposent sur
leur site de production de leur propre centrale de production d'utilités. Le systéme étudié est composé de
deux unités: une unité de fabrication qui consomme des utilités pour produire le produit fini et une centrale
de cogénération pour la production d'utilités. En effet, la mise en place de centrale de cogénération de ces
utilités décentralisées sur les sites consommateurs est une premiere réponse dans cette direction. En effet, une
exploitation efficace de ces centrales peut permettre d’améliorer globalement le rendement énergétique (taux
de conversion "énergie primaire/énergie utile").

L'objectif de cette étude vise a démontrer que le rendement énergétique d'un systéme combinant
production de biens et production des utilités peut étre amélioré par une meilleure coordination entre ces
deux composants. Dans le cas des procédés considérés dans ces travaux, il s'agit de développer des modéles
et des méthodes permettant d'optimiser simultanément les problemes de production et de planification des
centrales de production d'utilités. Ces travaux s'intégrent dans une démarche émergente en Génie des
Procédés dite "d'intégration des procédés” c'est-a-dire l'intégration optimale des différentes unités composant
un procédé [Durana et al., 2005],[Adonyi et al. 2003],[Zhang et Hua, 2007].
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2. VERS UNE UTILISATION PLUS RATIONNELLE DE L'ENERGIE

Actuellement la plupatt des activités de recherche vise a trouver des sources alternatives d'énergie, des
sources renouvelables et moins polluantes. Toutefois, il ne peut s'agir 1a que de solutions a long terme. En
effet, les dernieres projections [EIA, 2006] montrent que les combustibles fossiles demeureront encore la
principale source d'énergie dans un avenir proche. Parallelement a la recherche de sources d’énergie
alternatives, 'amélioration de lefficacité énergétique est donc présentée comme la solution court terme la plus
opportune. Dans ce contexte, des initiatives industrielles mais aussi des programmes de recherche initiés tant
au niveau institutionnel qu’au niveau gouvernemental visant a promouvoir le développement de
méthodologies dédiées a 'amélioration de P'efficacité énergétique des procédés.

Un site industriel est en général constitué de trois composants :

(a) un atelier de production, qui effectue les étapes de traitement pour transformer des matieres premieres
en produits finis. Dans la plupatt des cas, les ateliers de production contient un cettain nombre d'unités
de transformation telles que les réacteurs, compresseurs, mélangeurs qui consomment des utilités sous
forme d'électricité, d'eau chaude, de vapeur a différents niveaux (élevée, moyenne et basse pression) et
des utilités de refroidissement (sous forme d'eau de refroidissement et de fluide réfrigérant),

(b) un réseau d’échangeurs de chaleur favorisant les recyclages énergétiques internes et permettant ainsi
de minimiser le besoin externe en utilités,

() un site de production d’utilité qui fournit l'utilité requise pour l'atelier de production (électricité et
énergie pour faire fonctionner des unités de traitement) et les utilités pour le réseau d’échangeurs (vapeur
a différents niveaux de pression). On trouve dans ce type de centrale d’utilités des chaudieres, des
turbines, des moteurs électriques, des générateurs électriques et d'autres groupes auxiliaires de puissance
(air comprimer, centrale hydraulique,etc). Toutes ces unités peuvent généralement étre combinées dans
de nombreuses configurations afin de satisfaire la demande en utilités.

Chacun de ces trois composants peut alors étre optimisé de fagon a favoriser une utilisation plus

rationnelle de l'énergie.

2.1 Amélioration de Pefficacité énergétique des ateliers de production

Les deux principales méthodes utilisées pour améliorer l'efficacité énergétique dans les ateliers de

production sont l'analyse exergétique et l'intensification des procédés.
2.1.1 L’analyse exergétique

L'analyse exergétique est un outil puissant pour identifier et examiner des sources de gains d'efficacité
énergétique dans les installations de production. Tandis que les bilans enthalpiques visent a estimer la quantité
d’énergie requise ou dégagée par les différentes opérations unitaires, I’analyse exergétique permet d’analyser le
processus de dégradation de la qualité de I'énergie (aussi appelé irréversibilités) ; ce processus est quantifié par
un terme de destruction d'exergie (a comparer avec production d'entropie), qui subjectivement, rend mieux
compte de l'aspect négatif de ces irréversibilités sur les performances d'un procédé. Cette analyse permet ainsi
de localiser dans un procédé les opérations les plus « énergivores ». D’apres une étude récente réalisée pour le
ministére américain de 1'énergie [JVP Int. Psage & Reseatch, 2004], I'analyse exergétique permet de comparet,
sur une méme base, l'efficacité de divers procédés, qu'ils comportent des échanges thermiques, des réactions
chimiques, des procédés de séparation ou autres opérations mécaniques (détentes, compressions). Cette
analyse permet ainsi :

e d’évaluer d’abord les pertes (ou irréversibilités) dans la plupart des systémes,

e ensuite, d’identifier les pistes pour réduite ces inefficacités.
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2.1.2 L’intensification des procédés.

Un des moyens les plus efficaces pour réduire les irréversibilités consiste a développer des processus
nouveaux et innovants. Selon Marechal et al. [2005], les "nouvelles filieres de production, la substitution
complete des procédés énergivores par des procédés a basse énergie ainsi que des processus intégrés semblent
étre le principal sujet". L'intensification de processus a été pratiquée depuis plusicurs années mais c'est
seulement au cours de la derniere décennie quelle a réellement émergé. Reay [2008] a défini l'intensification

des procédés (IP) comme:

L’intensification des procédés consiste a développer des nouveaux équipements ou de nouvelles
Définition | techniques qui, comparées aux techniques couramment utilisées aujourd’hui, permettront de diminuer
A de facon conséquente le rapport taille des équipements/capacité de production, la consommation
d’énergie et la formation de produits indésirables de facon a aboutir a une technologie plus sdre et

moins colteuse.
Toutefois, la démarche qui consiste a remplacer les procédés traditionnels par des procédés intensifiés est
un travail de longue haleine. Il s’agit la d’une solution a2 moyen terme qui ne pourra a elle seule, remédier dans

un avenir proche au probleme énergétique.
2.2 Développement de réseaux d’échangeurs de chaleur

De nombreuses opérations de production induisent la consommation d’énergie sous différentes formes
(€lectricité, eau chaude, vapeur haute pression, vapeur moyenne pression, ...) regroupées sous le terme
d’utilités ou de vecteur énergétique. Au niveau d’un atelier de production industrielle, le concept d’intégration
énergétigue |Linnhoff, 1994| vise a optimiser les échanges internes a l'unité afin de réduire la consommation
globale d’utilités. Cela consiste par exemple a mettre en place un réseau d’échangeurs de chaleur pour
transférer ’énergie d’un point a 'autre du site d’atelier de production.

L'un des progteés majeurs dans la promotion de méthodes d'intégration de la chaleur et la conception de
réseaux d’échangeurs a été le développement du concept de l'analyse Pinch [Linhoff & Hindmarsh, 1983;
Linhoff, 1994]. Le trait distinctif de l'analyse du point de pincement (ou analyse pinch) est qu'elle conduit 2
des solutions qui sont non seulement efficaces mais également thermiquement adéquate pour traiter des
problémes industriels. En conséquence, l'analyse Pinch a connu un succeés énorme dans l'industrie et est
considérée aujourd’hui comme un outil indispensable pour l'entreprise. Le principe de l'analyse Pinch est

largement décrit par Gundersen [2000] et Kemp [2007].
2.3 Vers une production décentralisée des utilités

Actuellement, les entreprises ont la possibilité d’acheter les utilités nécessaire a leur activité aupres de
fournisseurs indépendants ou bien de les produire elles-mémes directement sur site. Or, la tendance actuelle
vise a promouvoir la production sur site des utilités de chauffage (vapeur a différents niveaux de pression) et
d'acheter l'électricité a une société publique d’approvisionnement. Toutefois, les industries qui font état d’une
demande importante de vapeur (industries chimiques, papcterie, usines textiles, etc) ou les usines qui ont la
possibilité de valoriser leurs sous-produits et/ou déchets en les utlisant comme carburant préferent
s'occuper elles-mémes de la production de Iélectricité.

Parmi toutes les technologies utilisées pour le site de production d’utilités, la production combinée de
Iélectricité et de la vapeur (aussi appelée cogénération) apparalt comme la technologie la plus prometteuse. Ce
type de centrale de cogénération valorise la chaleur rejetée par la production d'électricité plutdt que de le

libérer en pure perte dans I'atmosphere conduisant ainsi a une amélioration sensible de l'efficacité énergétique.
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De nombreux travaux de recherche visent actuellement a affiner le modele de la centrale de production
d'utilités afin d’obtenir une représentation plus fidéle de son fonctionnement. Toutefois, Ianalyse
bibliographique a permis de montrer que jusqu'a présent, peu de travaux ont été consactés a l'intégration de
l'atelier de production avec le systéme de production des utilités sur le site industriel. Méme si des efforts ont
été déployés pour rechercher des solutions a l'échelle du site (pat exemple, Maréchal et Kalitventzeff [2003]),
en réalisant I'intégration énergétique globale du site industriel entier, tous ces travaux s’appuient sur une

relation entre I'atelier de production et la centrale de production de type « maitre/esclave ».
3. GESTION DES UNITES INDUSTRIELLES DISCONTINUES

La consommation d’énergie est nécessairement corrélée a activité de I'unité, donc a la gestion de sa
production. Or, cet aspect est rarement pris en compte. En effet, les travaux les plus fréquents concernent
plutot la conception du réseau d’échangeurs de chaleur dans le cas d’unités fonctionnant en régime
permanent pour un point de fonctionnement donné. En revanche, 'intégration des contraintes de production
des utilités au sein du systeme de gestion de la production d’unités batch dont la dynamique induit différents
régimes de fonctionnement constitue un théeme original.

Contrairement aux procédés continus, les industries de fabrication par lots peuvent opérer en suivant
différents régimes de fonctionnement au cours de leur exploitation ; ceci contribue a les rendre plus flexibles
et leur permet de s'adapter plus aisément a une évolution de la demande. En contrepartie, cette flexibilité rend
la gestion de ce type d’atelier beaucoup plus délicate. Parmi les multiples régimes de fonctionnement
envisageables, il convient de sélectionner celui qui conduira a des niveaux de productivité les plus élevés
possible. Dans ce contexte, ces travaux de thése se proposent de s'intéresser aux unités de production
constituées d'opérations discontinues ou semi-continues et couplés a une centrale de production d'utilités
destinée a alimenter l'atelier en vapeur haute, moyenne et basse pression. Par ailleurs, cette centrale de
production d'utilités étant une unité de cogénération, il permet dans le méme temps de satisfaire une partie

des besoins en électricité de l'atelier.
3.1 Ordonnancement des ateliers batch et gestion de 1'énergie

L'ordonnancement des ateliers batch a fait 'objet de trés nombreuses études durant ces vingt derniéres
années. Cependant, peu de modeles d'ordonnancement ont été proposés dans lesquels la gestion des utilités
est explicitement prise en compte a travers un modele spécifique. La figure RF.1 résume la démarche
traditionnellement rencontrée pour I'exploitation d’une unité de production et de la centrale de production
d'utilités associée. Dans cette approche, trois sous-problemes sont résolus de manieére séquentielle :

e d’abord l'ordonnancement de latelier de production détermine les politiques de lotissement et de
lancement permettant de minimiser la durée du plan ou les niveaux du stock (par exemple),

e puis, sur la base de ce plan de fabrication, la deuxieme étape estime les besoins en utilités (vapeurs
haute, moyenne, basse pression, électricité,...) a l'aide des méthodes d'analyse du point de
pincement ou "analyse pinch" [Corominas ez al., 1994],

e enfin, connaissant les besoins en utilités, la derniere étape permet de réaliser la planification de la
centrale de cogénération, c'est-a-dire de déterminer la valeur des flux énergétiques circulant dans

l'unité pour chaque période de I'horizon de planification.
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ORDONNANCEMENT

Prise en compte des
contraintes de production

Minimiser la durée du
£ plan, le volume du stock...

I INTEGRATION ENERGETIQUE

~—/ Estimation du besoin
en utilités

@ Minimiser le besoin
v externe en utilités

| PLANIFICATION ENERGETIQUE

/7 Planification de I'unité
de production d'utilités

Minimiser le codt
= énergétique

Figure RE.1: Approche traditionnellement rencontrée pour ['ordonnancement des ateliers et la gestion des centrales de

production d'utilités associées

Toutefois, comme le soulighent Adonyi e al. [2003], le résultat de l'intégration énergétique est fortement
cortrélé au plan de fabrication établi. La planification de la centrale de cogénération et par conséquent, le cout
énergétique global est donc lui aussi fortement dépendant du résultat de 1'étape d'ordonnancement. Une
approche séquentielle conduit donc nécessairement a un colt énergétique non optimisé. A l'inverse, procéder
en premier lieu a la phase d'intégration énergétique conduirait inévitablement 2 des infaisabilités au niveau du
probleme d’ordonnancement. La prise en compte des aspects relatifs a la consommation énergétique des la

phase d'ordonnancement de P'atelier de production semble donc essentielle.
3.1.1 Ordonnancement des ateliets sous contraintes énergétiques

De nombreux travaux traitent de l'ordonnancement d'ateliers sous contraintes énergétiques Kondili ¢ al.
[1993] ont ainsi développé un modele visant a déterminer un plan de fabrication minimisant un critére de
cott incluant la consommation énergétique. Le cout de I'énergie est supposé varier durant la journée et la
consommation énergétique dépend de la natute du produit fabriqué et de l'équipement utilisé. En ce sens, ce
type d'approche peut étre assimilé a une démarche d'ordonnancement sous contrainte de ressource.

Il faut toutefois préciser que contrairement aux ressources classiquement prises en compte dans les
problémes d'ordonnancement (machines ou encore tessources humaines), l'énergie présente des
caractéristiques spécifiques qu'il convient de prendre en compte. Il s'agit en effet d'une ressource versatile qui
se présente sous différentes formes (vapeur a différentes pression, électricité, eau chaude). C'est aussi une
ressource difficilement stockable sous sa forme ultime. Des travaux plus récents s'attachent a prendre en
considération ces patticularités. Behdani e al. [2007] ont développé un modeéle d'ordonnancement a temps
continu incluant des contraintes liées a la production, a la disponibilité et a la consommation de différents
types d'utilités (eau de refroidissement, électricité et vapeur). Hait ¢7 al. [2007] présentent une approche visant
a minimiser la facture énergétique d'un atelier de fondetie soumis a des contraintes spécifiques relatives a la
tarification électrique et reposant sur des stratégies de délestage.

Cependant, dans toutes ces approches, l'accent est mis avant tout sur l'unité consommatrice d'énergie,
l'unité productrice d'énergie n'étant modélisée que de maniere agrégée au travers de contraintes ou
moyennant la modification du critére. Le mode de transformation de I'énergie primaire (énergie stockable) en
énergie utile (non stockable) et des gains potentiels sutr ce processus de transformation n'est en aucun cas pris

en compte.
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3.1.2 Planification des centrales de cogénération

Les travaux traitant de la planification des centrales de cogénération sont aussi trées nombreux. Nous
citerons aussi la contribution de Soylu et al. [2000] qui proposent une approche visant a calculer les flux
énergétiques circulant dans une centrale de cogénération sur les différentes périodes de I'horizon de
planification. Ces derniers mettent en évidence aussi les bénéfices d'une collaboration entre différentes unités
de cogénération pour réduire les couts et les émissions de gaz a effet de setre. Dans ce cas, l'étude traite
exclusivement de 'unité productrice d'énergie, l'unité consommatrice n'étant modélisée que sous la forme de

demandes énergétiques externes au modele.
3.2 Vers une intégration des deux fonctions

Les travaux les plus récents commencent toutefois a se rapprocher du concept de lintégration de
procédés tels qu'il a été défini par Moita ¢ al. [2005] c'est-a-dire l'intégration optimale des différentes unités
composant un procédé. Dans le cas des procédés considérés dans cette contribution, il s'agit donc de
développer des modéles et méthodes permettant d'optimiser simultanément les problémes de production,
d'intégration énergétique et de planification des centrales de production d'utilités. Adonyi es al. [2003]
proposent un modéele intégrant ordonnancement des ateliers et intégration énergétique. Moita et al. [2005] ont
développé un modeéle dynamique comprenant une carriere d'extraction de sel, l'unité de traitement et l'unité
de cogénération associée. Enfin, Zhang et Hua [2007] ont établi un modéle MILP pour la détermination
optimale des points de fonctionnement d'une raffinerie couplée a une unité de cogénération.

Clest dans ce cadre que se situe 'étude exposée de la suite de ce document. 11 s'agit en effet de mettre en
évidence les bénéfices d'une approche intégrée pour l'ordonnancement d'ateliers de production batch ou
semi-continus et la planification de la centrale de cogénération associée. Pour cela, il convient tout d’abord de
développer un modéle permettant de représenter le comportement de Iatelier de production d’une part, de la
centrale de production d’utilités d’autre part et la coopération entre les deux systémes. Par ailleurs, le modéle
que I'on désire obtenir dans le cadre de notre étude est un modéle générique qui serait ainsi applicable a
n’importe quel type de procédé pourvu qu’il opere de maniére discontinue et a n’importe quelle configuration
de centrale de cogénération. Pour cela, il apparait nécessaire de réaliser une analyse des formalismes dédiés a

Pordonnancement des ateliers existant dans la littérature.

4. FORMALISMES EXISTANT POUR L’ORDONNANCEMENT DES
ATELIERS

Un probleme d’ordonnancement de procédé batch met en jeu trois éléments clef :
e une recerfe qui décrit la succession des étapes physico-chimiques requises pour fabriquer le ou les
produits désirés,
o la topologie du procédé qui décrit 'ensemble des équipements nécessaires a la réalisation de ces étapes et
leur organisation physique
e ctun plan de production qui définit les quantités de produits a fabriquer et les dates de livraison.
Pour réaliser 'ordonnancement des ateliers de production, il existe deux formalismes largement utilisés
dans la littérature :
o Le « State Task Network » (STN) développé par Kondili ez al. [1993]
o Le « Resource Task Network » (RTN) développé par Pantelides [1994].
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4.1 State Task Network (STN)

Le STN est un formalisme général d'abord développé pour la représentation et la formulation du
probléeme d'ordonnancement des procedes. La représentation STN est un graphe biparti composé de nceuds
et d'arcs. Les atcs représentent les flux de matiéres tandis que les neeuds représentent soit les états matériels
(signalés par un cercle) ou des opérations unitaires (signalés par des carrés).

Le formalisme STN couvre divers problémes d'ordonnancement de procedes et tient compte de
nombreuses caractéristiques requises pour les applications industriel. Cependant, la représentation STN se
concentre uniquement sur la recette et ne contient pas les informations nécessaires concernant la topologie
des installations, notamment les appareils dans lesquels les taches sont exécutées. Le formalisme STN ne
donne donc pas une image physique réelle de l'unité de production. De méme, la disponibilité limitée des
utilités est considérée soit en tant que contrainte mathématique soit en tant que terme de la fonction objectif
mais n’apparait pas explicitement sur la représentation graphique. Par conséquent, formalisme STN ne peut

étre utilisé tel quel pour considérée simultanément un procédé batch et la centrale de cogénération.
4.2 Resource Task Network (RTIN)

Pantelides [1994] a développé le formalisme Resource Task Network (RTN) dont le principal trait
distinctif est qu'il traite toutes les ressources d'une maniere uniforme. Ainsi, en plus de la maticre, d'autres
ressources (équipements de traitement, les personnels, les utilités) sont pris en compte et leurs interactions
avec les taches sont également incluse, dans la représentation graphique. Toutefois, dans le RTN, les utilités
sont supposées étre fournies par des sources externes indépendantes en quantité Zmitée et connue.

Cette hypothese est tres restrictive car chaque utilité générée dépend des régimes opérationnelles suivies
par la centrale de cogénération (par exemple, l'utilisation de turbines multi-étage fixera la production de non
seulement I'électricité mais aussi des flux de vapeur MP et LP).

Par ailleurs, deux autres limitations de formalisme RTN sont a considérer:

e Contrairement a I'hypothése des ressources matérielles, elles ne sont pas toujours produites dans des

proportions fixées a prioti (répartition des flux variables dans la turbine).

e Il n’y a pas de distinction entre délai d’obtention et durée de la tache dans le formalisme RTN. Or, une

centrale d’utilité fonctionnement selon un mode production continu et la disponibilité des utilités est

suppose étre immédiate des lors que la tache est lancée (et non, disponible a la fin de celle-ci).
5. FORMALISME EXTENDED RESOURCE TASK NETWORK (ERTN)

L’analyse des formalismes existants a permis de mettre en exergue les éléments manquants pour la prise
en compte des ressources de type utilité. Pour cette raison, une extension des formalismes STN et RTN a été
développé et nommé “Extended Resource Task Network” (ERTN) a fin de permettre de prendre compte la
production et la consommation des utilités dans le cadre de 'ordonnancement des ateliers batch.

Tout comme ses prédécesseurs, le formalisme ERTN est composé d’une représentation graphique du
systeme de production (incluant la recette et la topologie). D’autre part, ce formalisme comporte aussi une
formulation mathématique générique déduite directement de cette représentation graphique.

Les éléments sémantiques ainsi que les équations relatives au formalisme ERTN sont récapitulés

respectivement dans les tableaux RF.1 et RF.2.

174



Résume de la thése en Frangais

.1 : Eléments sémantiques du formalisme ERTIN
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Tablean RF.2: Equations relatives au formalisme ERTIN
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Les principaux apports du formalisme ERTN résident dans :

L’introduction de la notion d” « arc a flux libre » ; ces derniers permettent de considérer que les débits de

certains flux sortant d’une tiche sont des proportions variables de la taille du lot. 1l est ainsi possible de

modéliser des équipements telles que les turbines multi-étagées dont les flux de vapeur a différentes

pression sont des variables du probléme d’optimisation.

L’introduction de la notion de « délai d’obtention » distinct du « temps opératoire ». Un délai d’obtention

fixé a 0 permet de modéliser des opérations continues ou semi-continues comme la fabrication de vapeur

haute pression par une chaudiere ou la production d’électricité par une turbine.
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Par ailleurs, le formalisme ERTN permet une relation directe entre la représentation graphique et la
formulation mathématique. A chaque élément sémantique correspond un ensemble de contraintes
mathématiques. Cette généricité ouvre la voie au développement d’un logiciel de modélisation qui a partir de
la représentation graphique du comportement du systéme permettrait non seulement la validation du modéle

mais aussi la génération automatique du modele mathématique.

6. APPROCHE INTEGREE VS APPROCHE SEQUENTIELLE: UNE
APPLICATION DE FORMALISME ERTN

Le formalisme ERTN développé est exploité en vue de la comparaison entre 'approche séquentielle et
Papproche intégrée pour 'ordonnancement des procédés batch et la centrale de production d’utilités associée.
Afin de mener a bien cette comparaison, trois ateliers de production batch différents associés a la méme unité
de cogénération sont considérés.

Un de ces exemples est présenté dans la figure RF.2.
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Figure RE.2: Représentation ERTN de ['atelier de production pour ['excemple 1

La représentation ERTN de décrire toutes les fonctionnalités clés et les exigences relatives aux données
de l'atelier de production.

e Les ‘neeuds taches’, les ‘neeuds ressources cumulative’ et les arcs “flux fixe” définissent la recette.
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e Les nceuds ‘ressources disjonctives’ et les arcs ‘utilise’ définissent la topologie de l'atelier de

production.

e Les informations relatives au temps requis pour les opérations de traitement effectuées par chacun des

équipements sont représentés par le ‘nceud tache’ qui affiche clairement la durée de la tache.

e Les informations relatives aux utilités consommées et/ou produites lors de l'exécution de chaque tiche

sont fournies par les arcs ‘flux consommé’ et “flux produit’.

Le diagramme ERTN de la centrale de cogénération est représenté sur la figure RF.3. Le

fonctionnement de la chaudicre a été simplifié pour des raisons de clarté. Le fonctionnement détaillé de la

chaudicre est représenté sur la figure RF.4.
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Figure RE.3: Représentation ERTN de la centrale de cogénération
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6.1 Les résultats

6.1.1 Coiits globale de 1'énergie

L'utilisation de l'approche intégrée conduit a d'importantes économies d’énergie. Dans cet exemple, la
réduction de cott global en énergie s’étend de 15% a 30% (figure RF.5). Toutefois, ce gain diminue lorsque
l'usine de production fonctionne pres de sa capacité maximale. Dans ces conditions en effet, l'usine de
production possede un degré relativement moindre de liberté dans le déplacement et la réorganisation des

taches. Par conséquent, les gains plus faibles en cott de I'énergie soient obtenus.

‘ O Fuel Cost B Electricity Cost O Emission Cost
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| | | | |
100% Integ App ‘ ‘ ‘ ‘ ‘
+——147 %—>
100% Seqn App ‘ ‘ ‘ ‘ ‘
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\
\ \ \ \
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80% Seqn App

\ \ \
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50% Seqn Al

B ‘ ‘ ‘ ‘
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Fignre RE.5: Couts globale de ['énergie
6.1.2 Réduction des émissions de gaz nocifs

En termes d'émissions de gaz a effet de serre (GES), des réductions notables sont obtenues en utilisant
l'approche intégrée — entre 8% et 24% (figure RF.0). Par contre, les émissions de SOy augmenter 1égerement
en raison de l'approche intégrée. Cette augmentation s’explique par la valeur des parametres retenus dans le
probléme ; en effet le combustible le moins polluant atteint sa limite de capacité et I'atelier est obligé d'utiliser

un carburant qui est plus polluant.
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Figure RE.6: Emissions de gag nocifs
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6.1.3 Amélioration de l'efficacité de la cogénération

Les turbines sont globalement beaucoup mieux exploitées dans l'approche intégrée (figure RF.7). Le ratio

moyen dutilisation des turbines dans le cas de I'approche séquentielle est seulement d'environ 65% pour

l'exemple. Dans le cas de l'approche intégrée, le ratio moyen d’utilisation des turbines passe a 92%. I ressort

clairement de la figure RF.7 que I'approche intégrée permet de maximiser l'utilisation du fonctionnement

d'une turbine et limite l'utilisation des vannes de détente, conduisant ainsi a une plus production d'électricité

sut place et une moindre dépendance extérieute de fournisseur d'électricité.

A Seq Turbine ratio Integ Turbine ratio

& Seq HPRV ratio B Integ HPRV ratio

H Seq Electricity Ratio Olnteg Electricity Ratio

= Seq LPRV ratio B lInteg LPRV ratio

avg.

Example 1

100% capacity

90% capacity

80% capacity

60% capacity

50% capacity

0%

5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 55% 60% 65% 70% 75% 80% 85% 90% 95% 100

%

Figure RE.7: Flux de ratios pour l'exemple 1

6.1.4 Amélioration de la cohérence des décisions

Le plan de production établi permet en effet de satisfaire les contraintes liées a 'exploitation de la centrale

de production d’utilités. Par exemple Pour le scénario dans lequel Iatelier de production fonctionne a 90% la

capacité maximale, la figure RF.8 présente diagrammes de Gantt représentant 'ordonnancement d’atelier de

production mais aussi la planification opérationnelle des centrales de cogénération (production de vapeur

représenté par des courbes de charge).
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Figure RE.8: Flux: de ratios pour ['excemple 1

L'approche séquentielle calcule l'ordonnancement des tiches sans tenir compte des contraintes
opérationnelles de la centrale de cogénération. En conséquence, non seulement il existe des variations
énormes dans les courbes de charge de la vapeur mais au cours de la période t = 15, la demande de vapeur de
l'atelier de production dépasse la capacité de production de la centrale de cogénération. Cela se traduit dans
l'approche séquentielle par une demande de vapeur émise par Iatelier de production impossible a satisfaire au
niveau de la centrale de cogénération. Dans le cas l'approche intégrée au contraire, les tiches sont décalées et
réarrangées de maniére a ce que les besoins en utilités ne dépassent jamais la capacité de la centrale de

cogénération.
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6.1.5 Lissage de la production des utilités vapeur

Les arréts et redémarrages successifs des chaudiéres étant un processus cotlteux, I'approche intégrée
permet de réduire ces séquences; on aboutit ainsi a un lissage de la consommation vapeur. Dans l'approche
séquentielle, la centrale de cogénération est considérée comme une fonction d'appui dont le role est de suivre
simplement ordonnancement de atelier de production. 11 en résulte des variations aléatoires et rapides dans
les coutbes de vapeur (figure RF.9). Toutefois, dans le cas de l'approche intégrée 'ordonnancement de la

centrale de cogénération est également pris en compte, ce qui se traduit par le lissage des courbes de vapeur.

——NET XHPT —=— Dem MP Dem HP Dem LP|

]

P
<]

i::‘—_’==~
P —
,Ac

Approche Intégrée

Approche Séquentielle

Figure RE.9: Courbes des vapeurs pour l'exemple 1 fonctionnant a 90% de son capacité

6.1.6 Temps de calcul

Le tableau RF.3 présente une comparaison des temps calcul dans le cas de I'approche séquentielle et dans

le cas de l'approche intégrée.

Tablean RF.3 : Historigue de la convergence de l'exemple 1

. Mieux Temps de Temps totale
Capacité Approche . Ecart (%) . . . .
Solution mieux solution d’itération
50% Séquentielle 45529,1 0.0 2 min 48.6s 3 min 26.9s
Intégrée 31 868,7 6,83 22 min 23.5s 30 min 1s
60% Séquentielle 51 436,2 0.0 20 min 26.8s 22 min 26.8s
Intégrée 38 182,3 7,15 30 min 4s 30 min 7.2s
80% Séquentielle 64 4349 0.0 5 min55.9s 5 min 55.9s
Intégrée 51 388,4 7.57 22 min 8.9s 30 min 4.3s
90% Séquentielle 70 433,3 0.89 25 min 8.0s 32 min 16.4s
Intégrée 59129,8 9.60 20 min 47.3s 30 min 5.2s
100% Séquentielle 77 220 0.0 30 min 30.5s 30 min 30.5s
Intégrée 65116,9 8.75 8hr 17 min 22s 8 hr 32 min 57s

Le tableau montre les résultats obtenus dans le cas de cet exemple. L'approche séquentielle est

généralement plus rapide, n’induit souvent pas d'écart de convergence (la seule exception étant le
fonctionnement de l'usine de production a pleine capacité 90%). Néanmoins, il est important de noter que
dans la plupart des cas, les solutions obtenues au bout de quelques minutes de calcul par 'approche intégrée

sont déja supérieurs aux résultats obtenus par l'approche séquentielle apres optimisation compléte.
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7. PERSPECTIVES

Le travail présenté dans ce document est une premiere étape vers le développement d’une méthodologie
générique dédiée a la promotion d’une utilisation plus rationnelle de 'énergie sur les sites industriels. Au cours
de ces travaux, plusieurs axes de recherches a venir ont en effet été identifiés; Ces axes concernent la
modélisation des activités de production et des centrales de production d’utilités, la stratégie de résolution

adoptée mais aussi les applications de la démarche.
7.1 Modélisation affinée des activités de production consommatrices d’utilités

Diftérentes contraintes de fonctionnement spécifiques aux procédés discontinus sont a prendre en compte
afin d’affiner leur modélisation. Parmi celles-ci, citons :

®  les contraintes de nettoyages en séquence ou en fréguence. Ces opérations non productives mais fortement
consommatrices d’utilités (eau chaude, notamment) ont un impact important sur 'ordonnancement
des taches de fabrication. En effet, les nettoyages sont traditionnellement gérés vis a vis du critere
de « makespan ». Or, les utilités nécessaires a leur exécution sont des ressources dont la disponibilité
est souvent limitée du fait de leur production et qui induisent un cott énergétique.

o les opérations dont la durée opératoire dépend de la taille du batch. La taille des batch sont des variables de
décisions contraintes par les bilans matieres et utilisées pour évaluer la consommation induite en
utilités. En revanche, dans les modeéles précédents, seules les opérations de durée fixe (donc,
indépendant de cette taille) ont été considérées. Pour rendre plus général notre modele, il est
nécessaire de prendre aussi en compte des opérations unitaires dont la durée est une fonction du
volume de matiére a traiter.

o Jes opérations dont la durée opératoire dépend de la quantité d'utilité consommée. Un autre degré de flexibilité
disponible est la dépendance entre la durée d’une opération et la puissance consommée. Par
exemple, la durée d’une opération de chauffe peut étre allongée ou raccourcie en fonction de la
puissance électrique fournie. Ainsi, la marge sur la date de lancement d’une tache peut autoriser
I'allongement de sa durée afin de réduire la consommation d’énergie. Inversement, celle-ci peut étre
raccourcie afin de satisfaire une contrainte de date de livraison, si le compromis est favorable.

o [ e découpage d’opération en phases consommant différentes utilités. Une opération peut étre consommatrice
de plusieurs utilités différentes. Cette consommation peut étre simultanée (hypothese retenue dans
les modeles précédents) ou au contraire, séquentielle. Dans ce dernier cas, ces utilités sont utilisées
successivement par les différentes phases de 'opération (selon la terminologie de la norme 154
SP§8). Par exemple, une réaction nécessite souvent au départ un préchauffage puis en fin, un
refroidissement. Par conséquent, afin d’obtenir une localisation temporelle plus précise des besoins
en utilités (qualité et quantité) et ainsi, offrir plus de flexibilité a la centrale de production, il est
nécessaire d’affiner le modéle de 'unité de production en ne raisonnant plus au niveau opération,
mais 2 un niveau phase.

La mise en ceuvre de ces nouvelles contraintes nécessite ’évolution de nos modéles vers des formulations
MILP a temps continu (du type Global Time Point, Unit Specific Time Event, etc) dans lesquelles les aspects
temporels sont gérés de maniere plus stricte. Une formulation de type MINLP est aussi a envisager, selon la
finesse avec laquelle sera prise en compte certaines hypotheses citées précédemment. Par ailleurs, il semble
nécessaire de définir un formalisme générique permettant de décrire sans ambiguité la recette de site du
procédé considéré. Notamment, une extension du formalisme ERTIN est envisagée dans lequel apparaitrait

explicitement les phases de chaque opération ainsi que la qualité et la proportion des utilités nécessaires a
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chaque phase (s’il y a lieu). Dans ce cadre, une évolution du premier prototype de générateur de modeéle a

partir d'un ERTN est aussi nécessaire.

7.2 Modélisation des centrales de production d'utilités

Comme pour le modele de 'unité de production, il s'agit d’affiner le modéle de la centrale de production
d'utilités afin d’obtenir une représentation plus fidele de son fonctionnement. Dans ce cadre, il est envisagé
un rapprochement avec la société ProSim S.A. avec qui le LGC a déja un contact privilégié. En effet, parmi les
solutions commercialisées par cette PME toulousaine, le logiciel Arane est dédié a la simulation et a
loptimisation des centrales de production d’énergie a partir de besoins fournis en entrée. Ce systéme permet
notamment de répondre efficacement aux défis rencontrés quotidiennement par les industriels en
représentant précisément les procédés de production d’utilités et l'ensemble des aspects techniques et
économiques associés (gestion des couts de production des utilités, controle efficace des émissions polluantes,
etc). Leur expérience dans la modélisation de ce type de systéme serait donc un atout important pour la mise
en ceuvre de notre approche de gestion.

De plus, afin de tendre vers la problématique multi-site, de nouvelles hypothéses sont a ajouter telles que
la revente possible de I'électricité excédentaire ou du « COz », les cotits d’achat (énergie primaire et utilités)
variables selon la plage temporelle et le volume approvisionné, la satisfaction de demandes externes en utilités

définies comme un objectif et non comme une contrainte, etc.
7.3 Aspects algorithmique et résolution numérique

L’évolution de ces différents modeles risque de conduire inévitablement a une augmentation de la

combinatoire et donc d’aboutir a des probléemes de résolution numérique. Si Pexploitation de solveurs basés

sur des méthodes exactes (tel que XPRESS-MP pour notre part) s’avere suffisante actuellement, la mise en

ceuvre de méthodes alternatives doit étre envisagée. Plusieurs approches peuvent étre étudiées selon les

verrous rencontrés. Il peut s’agir de méthodes d’optimisation mieux adaptées pour gérer la combinatoire

comme :

e ]a mise en ceuvre de méthodes stochastiques d’optimisation (tels que les algorithmes génétiques),

e lutlisation de la programmation par contrainte, mais aussi, la conception et le développement de
processus de résolution basés sur des affinements successifs de solution comme :

e Tlexploitation de la simulation dynamique hybride couplée a des modules d’optimisation dans un
processus itératif,

e ]a mise en place de structure de décision multi-niveaux basée sur des processus d’agrégation de données

et de désagrégation de décisions.
7.4 Développement d’un outil logiciel

Concernant 'outil logiciel, le formalisme ERTN permet de développer une relation directe entre la
présentation graphique et la formulation mathématique. Par conséquent, il est facile de développer ce
formalisme dans un logiciel informatique. L’étude a proposé un premier prototype d’une application logicielle
permettant Panalyse des résultats obtenus a lissu de la phase d’ordonnancement de I'unité batch et de la
centrale de cogénération. Mais a l'avenir, un modéle plus global peut étre développé. Ce logiciel serait
composé de trois modules:

e Un préprocesseur, appelé «générateur ERTN» qui permettrait a l'utilisateur de définir son probléme en

s’appuyant par représentation ERTN. Ensuite, le préprocesseur pourrait vérifier le modele. S'ils sont
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exacts, ces informations seraient ensuite transmis au solveur d'optimisation sous forme d'un code
informatique.

e Le solveur d'optimisation (XPRESS, par exemple) calcule alors la solution optimale et généré les résultats
sous forme de fichier de données.

e Enfin, ce fichier de données serait alors lu par le post-processeur, appelé «GANTTChart» qui présentera
les résultats d'ordonnancement dans une intetface utilisateur graphique conviviale. La premiéte tentative
visant 4 développer le post-processeur a été lancé dans cette étude, en a conduit a I'élaboration du
diagtamme de Gantt et la visualisation d'autres résultats importants de planification (par exemple

batchsizes, des stocks matiere, ratio turbines, etc) dans un format graphique simplifiée.
7.5 Application sur un cas industriel

Concernant les éventuelles applications de la dématche, il convient de rappeler que pour Iheure la
méthodologie n’a été appliquée qu’a des exemples académiques. Or, il est clair que 'on ne pourra
définitivement conclure a Iefficacité de notre approche que lorsqu’elle aura été appliquée a des cas réels issus
de l'industrie. 1l s’agit 1a d’une perspective a court terme qui ne pourra étre menée a bien qu’au travers de la
participation a des projets faisant intervenir des partenaires industriels. Les industries papetieres, trés grosses
consommatrices d’énergie et faisant état de procédés batch et/ou semi continus apparaissent comme des

cibles particuliérement appropriées.
7.6 Gestion multisite

Par ailleurs, on constate une volonté plus marquée des entreprises de se regrouper afin de constituer des
réseaux leur permettant une utilisation plus rationnelle des utilités. Ainsi, par exemple, une expérience menée
au Danemark a permis de mettre en place une « symbiose industrielle» entre cinq grandes entreprises d’une
méme région [Caddet, 1999]. La construction d’un véritable réseau d’échange de flux énergétiques entre ces
entreprises a ainsi permis de réduire notablement la consommation d’énergie globale de ces unités de
production. C'est le concept de "pare éco-industriels” [Gibbs et Deutz, 2007]. L’extension de notre méthodologie
a la gestion de ce type des structures apparait alors comme une solution prometteuse pour la généralisation de

ce type de pratique.

Pour terminer, bien que moins populaires que la recherche de technologies alternatives pour la conversion
d’énergie, la recherche de solutions visant a améliorer lefficacité énergétique des procédés apparait
aujourd’hui comme une thématique de recherche de premiére importance. Il s’agit la de rechercher des
solutions a trés court terme qui pourront permettre de donner du temps aux nouvelles technologies d’artiver
a maturation. Et alors méme que les ressources en combustibles fossiles auront été épuisées, les nouvelles
approches ainsi mises en ceuvte constitueront des régles de bonnes conduite qu’il sera toujours de bon ton

d’adoptert.
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SAME STN REPRESENTATION LEADING TO
MULTIPLE RTN REPRESENTATIONS

The advantage of using RTN representation will be established in this section. For this purpose consider

a batch production plant
A.1 PRODUCT RECIPE

The production recipe that converts 3 raw materials (A, B and C) into 4 intermediate products (Hot A,
Int AB, Int BC and Impure P2) and 2 finished products (P1 and P2).

Table A.1 : Resource allocation matrix for example 2

Process Description Explanation
Heating A e Hot A Heat feed Afor1 hour
i Mix 50% B and 50% feed C and let them react for 2 h to form
Reaction R1 B+C —— 2.IntBC intermediate BC.

Mix 40% of feed A and 60% of intermediate BC and let them
Reaction R2 3-IntBC+2-A —— 3-Int AB+2-P1 react for 2 h to form intermediate BC (75%) and impure P2
(25%).

Mix 70% of intermediate BC and 30% of feed D and let them react

; 4.Int AB+2-D —— 5-impure P2
Reaction R3 p for 1 h to form Impure P2.

Famee ' Separation: Distill impure P2 for 2h to separate 90% of pure

Separation fp——rd, product 2 and 10% of Int AB, which is recycled back.

LN

I A [V ar ey

A.2 PLANT TYPOLOGY 1

The production plant uses three processing equipments (heater, reactor 1 and separator) to perform the
conversion of raw materials into intermediate and subsequently finished products. The process operation
heating and separation performed uniquely in heater and separator.

On the other hand, the process operations reaction R1, R2 & R3 can be performed in Reactor 1.

However during a time period, only one process operation can be performed in the Reactor 1
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= =) -
A int8C
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HotA
=
REACTOR1 =
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- intAB
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Figure A.1: Plant topology 1 with one reactor R1 performing Reaction R1, R2 & R3.

A.2.1 STN Representation in case of Plant Topology 1

The STN Representation of the batch process for plant topology 1 is given below:

@

0.4

LI

04
@— Heating @ Reaction R2

0.6

Int@

N

0.5 .
Reaction R1

[ C

Fignre A.2: STN representation of the batch production process for plant topology 1
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A.2.2 RTN Representation in case of Plant Topology 1
The RTN Representation of the batch process for plant topology 1 is given below:

PL
(0,0)

Heating \:/ 0.4 | Reaction R2
T Hota | 04 T3 0.6 @
(10,100, 1) (0,100) (10,80, 2) Wp

(500,50)
0.8 Separation | 0.1

IMBC \ Lo

0,150 _ T4 ImpurE T5

g) _____ > o500 (0,100) 0,200 [gg @
A

Reaction R3 0.2

0.6 N
1
1
1
1
I
1
I
I

1
|
1
'
1
|

. |

Reaction R1 \" Separator

B 0.5 iV 0.5 c
(500,00) (10, 80, 2) (500,%0)

Fignre A.3: RKTN representation of the batch production process in case of plant topology 1

The RTN and STN are quite similar. The only difference is that the RTN representation contains details

about both the product recipe and plant topology.

A.3 PLANT TYPOLOGY 2

Now consider the case where the production plant uses four processing equipments (heater, reactor 1,
reactor 2 and separator) to perform the conversion of raw materials into intermediate and subsequently
finished products. The process operation heating and separation performed uniquely in heater and separator.

On the other hand, the process operations reaction R1, R2 & R3 can be petformed either in Reactor 1 or

Reactor 2.

HEATER

o

REACTOR 2

SEPARATOR P2

l.v

it ﬁ

IntAB

Figure A.4: Plant topology 2 with two reactors performing Reaction R1, R2 & R3.
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A.3.1 STN Representation in case of Plant Topology 2

The STN Representation of the batch process remains unchaged. Hence plant topology 1 and topology 2

share the same STN representation.

@_

Heating

@

)

0.1

04

% Reaction R2 06 @
0.6

0.8

Int@ Reaction R3

0.2

Reaction R1 -L@

Separation

0.9

@

Fignre A.5: STN representation of the batch production process in case of plant topology 2

A.3.2 RTN Representation in case of Plant Topology 2

The RTN Representation of the batch process for plant topology 2 is given below:

[
!
!
Heating \:/

Tl
(10,100, 1)

A
(500,00)

0.4 | Reaction R2

Separation | 0.1

T8

15 D .
Hota \ 04| (0502 06 : @
09 T4 ! (0,200)
(10,80,2) | ----- \ .
! 1
0.6 !
i ! 0.8
1
IntBC : b __ :_ ~ T6
(0,150) / ! (10, 80, 1) mpurE
‘ ' 7 (0,100)
s >
' : E (10,50, 2)
: - = ReactionR3 0.2
Reaction R1, \
2 !
B 0.5 (10, 80, 2) 05 h c
00 T . (50040)
(10,50, 2) <----- '

(10,200,1) [gg

N
1
1

Fignre A.6: RTN representation of the batch production process in case of plant topology 2

From this example it is clear that the STN representation only displays the product recipe and is

independent of plant topology. On the other hand the RTN representation is able to display both product

recipe and plant topology. Thus, it is quite possible for two different plant topologies to have the same

STN representation but different RTN representation.
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DEVELOPMENT OF ILLUSTRATIVE EXAMPLE
USING ERTN FRAMEWORK

The ERTN representation of the illustrative example comprising of batch production plant and
associated site utility system has already been briefly discussed in section IV.5 (figure IV-26). This section

provides the complete development of the illustrative example.
B.1 DATA ACQUISITION FROM THE ERTN REPRESENTATION

The graphical representation of the ERTN framework provides the complete detail about the process

scheduling problem. This data is attained from the following matrixes:

Task nodes

Minimum threshold for each task:

min . |TL T2 T3 T4 T5 T6 T7 T8 T9 T10 T1l T12 T13 Ti4 T15 TI16
K 110 10 10 10 10 10 10 10 30 15 10 10 10 10 10 10

Maximum threshold for each task:

max.| ¥4 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16
K "|100 100 80 50 100 80 50 200 200 15 200 200 200 200 200 200

Task durations:

|T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 TI16
P 11 2 2 1 1 1 2 1 1 1 1 1 1 1 1

Delivery time:

4q,|TH T2 T3 T4 TS T6 T7 T8 T9 Ti0 Til Ti2 TI3 T4 Ti5 Ti6
kf1 1 2 2 1 1 1 2 0 0 0 0O O 0 O O

Resource node

Maximum storage capacity of resources:

Cmax. SA SHotA SB SIntAB SPl SD SC SImBC SimpurePZ SPZ SP3 SWater SFuel SHP SMP SImMP SLP SIntLP SElec SEhst
s o 100 o 500 o« oo o 500 250 ) 0 0 0 0 0 0 0 0 0
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Disjunctive resource node:

HPRV Turbinel MPRV Turbine2 Turbine3 Pump

Reactorl Reactor2 Separator Boiler

Heater

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10
T11
T12
T13
T14
T15
T16

PE;:

Fixed flow arc

Proportions that determine the outputs from the task:

SPB SPZ SWater SFuel SHP SMP SIntMP SLP SImLP SElec SEhst

SimpurePZ

S IntBC

Sp Sc

SHOIA SB SInlAB SPl

Sa

T1

T2

T3

T4

T5

0.25

0.75

T6

0.9

T7

0.9

T8

0.15

0

T9

T10
T11
T12
T13
T14
T15
T16

prod .

pk,s

Proportions that determine the inputs into the task:

SPl sD SC slntBC SimpurePZ SPS SPZ SWater SFuel SHF‘ SMP sIntMP SLP SImLP SElec SEhst
0

sIntAB

SA SHl)tA SB

0 T1

0

0 0 0 0 0

0

0

0

0

0 0

0 0

0
0.5

0
0.5
0.8
0.8

T2

T3

T4

T5

0.6

T6

0.7

0.3

T7

0.7

0.3

T8

T9

T10
T11
T12
T13
T14
T15
T16

cons .,

pk,s .
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Free flow arc

Proportions that allow outputs from the task to be variable:

SHP SMP sInlMF’ SLF’ sInlLP SElec SEhsl

SimpureF’Z SP3 SP2 SWater SFuel

S IntBC

Se1 Sp Sc

SInIAB

SH()!A SB

Sa

T1

T2

T3

T4

T5

T6

T7

T8

0

T9

T10
T11
T12
T13
T14
T15
T16

prod .

His

Proportions that allow inputs into the task to be variable:

SPS SPZ SWater SFuel SHP SMP SIntMP SLP SIntLP SElec SEhst

SimpurePZ

S IntBC

Ser Sp Sc

SIntAB

SA SHOIA SB

T1

T2

T3

T4

T5

T6

T7

T8

0

T9

T10
T11
T12
T13
T14
T15
T16

cons .

His -

utility arc

Fixed component of utility resource consumed by a task:

Sens

SP3 SPZ SWaler SFueI SHP SMP SIr\lMP SLP SInlLP SEIEC

S impureP2

SC S IntBC

So

SHDLA SB S IntAB SPl

Sa

T1

T2

T3

T4

T5

T6

T7

T8

0

T9

T10
T11
T12
T13
T14
T15
T16

ufi, ¢
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Variable component of utility resource consumed by a task:

sElec sEhst

SImBC SimpurePZ SP3 SPZ SWater SFuel SHP SMP sIntMP SLP SImLP

Sm Sp Sc

S IntAB

SA SHolA SB

Tl
T2

0.25
0.5

T3

T4

0.5

T5

T6

0
0
0

10x1073

0
0
0

T7

10x107

T8

5x107°

0

T9

T10
Ti1
T12
T13
T14
T15
T16

05x10° 0

0

uv'k,s .

Fixed component of utility resource produced by a task:

SPS SPZ Swmer SFuel SHP SMP SInlMP SLP SImLP SElec SEhst

SlmpurePZ

S IntBC

SB S IntAB SPl SD SC

S HotA

T1

T2

T3

T4

T5

T6

T7

T8

T9
T10
T11
T12
T13
T14
T15
T16

ufo,

Variable component of utility resource produced by a task:

SEIec SEhst

SPS SPZ SWaler SFuel SHP SMP SIn!MP SLP SInlLP

SD SC SImBC SimpurePZ

Se1

SIntAB

SA SHmA SB

Tl

T2

T3

T4

T5

T6

T7

T8

0

T9

T10
T11
T12
T13
T14
T15
T16

2.481x107°% 0

0

0
0

2.585x10~°
1.912x1073,

0
0

uvoy g :
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B.2 MATHEMATICAL MODEL

This section shows the application of the mathematical model developed in the ERTN framework on the
illustrative example. For explanation some of these constraints are expanded below in complete detail while

the final results on each resource and task node is given in tables 1 & 2.

Capacity constraints

Storage through cumulative resource node

For all the material and utility resources the following capacity constraint is imposed:
0<S, <CM™ Vse§, Vtel.,T [Eq. IV-1]

Cumulative resource Int BC (Sinc):

In the production plant a cumulative resource can store material as long as it does not exceed the
maximum capacity.

0 < Sigc <500

Cumulative resource MP steam (Swyp):

In the utility system a cumulative resource can only store raw materials (i.e; water and fuel). The materials
such as intermediate and exhaust steam can not be stored.
0<Syp; <0

Processing equipment through task node

For all the tasks the following capacity constraint is imposed:

Wi VM < By SW V™ vkeK,vtel,..,T [Eq. IV-2]

Reactor 1 (j=2):
In the reactor 1 three tasks (£=2, 3 & 6) can be performed. Hence, the maximum batchsize of the task

performed by either one of three tasks T2, T3 and T6 is constrained as follows:

W, -10< B, <W,, -100
stt '10 S B3,t SW&( '100
W, -10 < Bg, <Wg, 100

Boiler (j=5):
In the boiler two tasks (4=9 & 10) can be performed. Hence, the maximum batchsize of the task

performed by either one of two tasks T9 or T'10 is constrained as follows:

Wy -15<Bg; <Ws-15

W].O,t . 30 S BlO,t SWlO,t M 200
Allocation constraints: Disjunctive resource arc

t

D W, <1 Vjeld,vtel. T [Eq. IV-3]
keK t'=t=py+1 Y

t>0
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Reactor 1 (j=2):

In the reactor 1 three tasks (£=2, 3 & 6) can be performed. Hence, the allocation constraint imposes that

at a time interval 7 at most either one of three tasks T2, T3 and T6 can be performed.

t t t
D Wopt D Wap+ > Wy <1
t'=t t'=t

t'=t-1

Boiler (j=5):

In the boiler two tasks (£=9 & 10) can be performed. Hence, the allocation constraints impose that at a

time interval #at most either one of task T9 or T10 can be performed.

t t
D Wy + D Wi <1
t'=t t'=t

Cumulative Resource Mass Balance

(a) Mass Balance:

For all the material and utility resources the mass balance is based on the equation IV-4.

Set =Serat D Oskicadsy = D Vske + D UOskiaa,, = D Ulsye +INg —Outy,  VseS,vtel.,T [Eq.IV-4]

keK keK keK keK

Cumulative resource IntAB :

Sintag ot

Sintag ot

Sintag of

= SSIntABlt_l + OSIntABlllt_l + OSIntABlzvt_l + Os|mABv3vt—2 + OslntAB'4lt_2 + OS|mABr5vt—1 + OsmtABvat—l + OS|mABv7vt—1 + Os,mAB,&t—z

+ Os,mAB,9,t—l + Os,mAB,lo,t—l + OSIntAB 11t Os,mAB,lz,t—l + OSIntAB 1311t Os,mAB 41t Os,mAB 151t Os,mAB,le,H

+1 +1 +1 +1

Sintag Lt + IslntAszlt + IslntAB!3’t Sinta 4t Sinag 6, +OSImAB!7’t + ISImABlsvt + IslmAB,Q,t + ISImAB’lolt
+1 | I
+ UOSmtABngvt*Z + UOSlmABv‘lxt*Z + UOSmtABvsvl*l + UOSmtABvat*l + UOSlmABJxl*l + UoSmtABvat*8 + UoSmtABxgvt*l

+ UOSImAB 10t1 TUO

Sintag +Ot

+ Is,mAB,ll,t sped2t T lsppedat Tl ptat T |s|mAB,15,t + |s|mAB,16,t +Uos,mAB,1,t—l +Uos|mAB,2,t—1

sopap it TUOs 101 +UOg 1304 FUOg 1404 +UOg 150 +UOg 164

+ ISImABlllt + ISIntAsz!t + ISInIAB!th + ISImABl4vt + ISImABlsvt + ISImABlSlt +OSImABl7vt + ISImABl8v[ + ISInlAnglt + ISIntABvlolt

+ ISIm.ABvll't + ISIm.ABllzvt + ISlmABv13vt + |5|mABv14xt + |5|ntABv15xt + IslntABvlﬁlt + InslntAth +OUtsIntAth

=g, a1 T0+0s 21 1+0+0+0+0+0+0; 5, 5+0+0+0+0+0+0+0+0+0+0+0+0
sppast TO+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0
+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+Ing . +Out

+1

Sintag ot

= SSIntAB Tt Oslnmsrzvt{L + oSmrAngvt*B + ISIntABvsvt + InSIntAB tt OUtSInrAB t

Cumulative resource MP :
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S Ssypt-1 ¥ Osyp i1 T O 201 + Os o 3t-2 T Os, a2 + Os,po5t-1 T Os, 601 + Osyo 701 T Os, 818

swpt
+ 05,0001 T Os o101 + Os o 1101 + Osp 1241 + Osp 1311 + Osyp 1401 + O 1541 + O, 1601  1syo 1t
+ IsMp,Z,t + IsMP,3,t + IsMp,4,t + IsMP,S,t + IsMp,G,t +OsMp,7,t + IsMP,8,t + IsMP,Q,t + IsMp,lo,t + IsMp,ll,t + Is,\,";,12,t
g a3t s 14t + s o150 + lsyp16t TUOs 1010 UOs 200 +UOs 3¢5 +UOg 415 +UOg 514
+UQq 611 tUO 714 +UOg g1 g +UOg o1y +UOg 1019 +UOg 1154 +UOg 1511 +UOg 1311
+UOSMP,14,t—1 +UOSMP,15,t—1 +UOSMP,16,t—l + IsMp,l,t + ISMP,Z,t + ISMP,3,t + IsMP,4,t + ISMP,S,t + ISMP,G,t + OSMP],t
gt T lsypon + lsypa0t T lsypant + lsypazt ¥ lsypast + lsypdat T lsypiast T lsyp60 + N5, 0 +OUL
S Sgupt-1 T0+0+0+0+0+0+0+0+0+0+0; 1144 +0O; 121 +0+0+0+0+0+0+0+0
+0+0+0+0+0+0+0+0+1g 453,+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0+0

+0+0+0+0+0+0+Ulg 5, +Ulg ¢ +Ulg 7 +0+0+0+0+0+0+0+0+0+Ing  +Out

Swpit

Swp ot

S Syt T Osp11t1 T Os p 121 + 113t +Uls 50 +Uls 60 TUls 70 +INg, ¢ +OULg

Swpit

(b) Initial quantity of resources:

S0 = SO™ Vse$ [Eq. IV-5]

These initial quantities available in each cumulative resource node is assumed to be known at the start of
scheduling horizon, 1.e. at time interval # = 0. The detail for each resource is as follows:

0.: SA SHoIA SB SIntAB SPl SD SC SIntBC SlmpurePZ SPZ SP3 SWater SFueI SHP SMP SInIMP SLP SIntLP SEIec SEhst
°712000 0 1000 0 0 1000 1000 0 0 0 0 10000 10000 O 0 0 0 0 0 0

(c) Demand satisfaction constraints:

Out, = D VseS [Eq. IV-6]

The demand of the finished product P1, P2 and P3 at the end of time horizon (T=24) is 250, 250 and 100
kilograms respectively.

D . SA SHotA SB SIntAB SPI SD SC SIntBC SimpurePZ SPZ SP3 SWater SFuel SHP SMF’ SImMP SLP SImLP SElec SEhst
o 0 0 0 250 0 O 0 0 250 100 O 0 0 0 0 0 0 0 0

(d) Bounds on the imports and exports of resources:

Outg, <Out™ vseS [Eq. IV-7]

It is assumed that the only export from the industrial unit to the environment (market) is of the finished
products P1, P2 and P3.

Out 1Ss Suamn Se Swme Skt So Sc Swec Simuerz Se2 Ses Swaer S Ste Swe Swwe St Siwe Seec  Sems
o 0 0 0 500 0 0 0 0 500 500 O 0 0 0 0 0 0 0 0

It is assumed that the only import from the industrial unit to the environment (market) is of the electricity.

Ing, < Ing™ VseS [Eq. IV-8]
|n . S A S HotA S B S IntAB S P1 S D SC S IntBC SimpurePZ S P2 S P3 SWater SFu(el S HP S MP S IntMP S LP S IntLP SElec S Ehst
1o 0 0 0 500 0 0 0 0 500 500 0 0 0 0 0 0 0 0 0
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Task Mass Balances

(a) Mass balance:

Bee= .0kt = ke vkeK,vtel,..,T [Eq. IV-9]

seSkpmd seS™
Potentially a task might receive and provide materials to all the cumulative resources. In that case, equation
IV-9 will have the following form:
Bt =0, it +Os, kit +Osy it 7O {+0
+0

Bk,t =

it + 05, kit T Osy kit ¥ Ose kit +O it 05, kit

+0
SintAB» Sinisc Kt Simpurep2 /K Sp2s

Swater K.t +OSFuerkvt +OSHkavt +OSMkart +OSIntMPrk7t +OSLkavt +OS|mLkaxt +OSEIecvkvt +OSEhstxkvt
IsA,k,t + IsHm,\,k,t + IsB,k,t + Is,mAB,k,t + Ispl,k,t + IsD,k,t + Isc,k,t + Is,mBC,k,t + Isimpurepz,k,t + Ispz,k,t + Isp3,k,t

+1 +1

Swater Kt Skyel Kot + IsHp,k,t + IsMp,k,t + |s|mMP,k,t + IsLP,k,t + Is,n“_p,k,t + ISE|ec,k,t + IsEhst,k,t

However, a task £ generally receives input from and gives output into a select few cumulative resources
(based on the recipe) thereby reducing the size of the equation IV-9. For example consider task 6 and task 12.
Task 6 (i=6 & j=2):

The reaction 3 performed in Reactor 7 receives input from cumulative resource Sp and Siusc and gives
output into cumulative resource Sps and Si.48. Thus, mass balance equation is reduced to:
Bst =Os,, 610
I

Sintag 6.t
Smac 6t T lsp 6.t
Task 12 (i=12 & j=7):

Similarly, the steam expansion process through turbine receives input from cumulative resource Syp and
gives output into cumulative resource Syp and Spap. Thus, mass balance equation is reduced to
Biot =Os,,, 12t +Os, o121t

ls,p 11t

(b) Determining the output from a task:

Equation IV-10 and IV-11 jointly determine the fixed the proportion of output from a task with respect to
the batchsize.

Oy e < (P00 + 12 )By vk eK,¥se S vtel.,T [Eq.IV-10]
Ot 2 PP By vkeK,vse S vtel,..,T [Eq.IV-11]
Task 6 (i=6 & j=2):

The reaction 3 performed in Reactor 7 gives output into cumulative resource Sps; and Sp.ap. For the

cumulative resource Sp; the applications of equation IV-10 and IV-11 leads to the following result:
d d
Osp3,6,t < BG,t '(pep,rsop3 + ﬂe?rsopg)

prod
O ¢ = Bgy

Sp3,6, .p6,5P3

plse =09 and ufed =0

Thus, effectively leading to the result
O, 61 <Bg.-(0.9+0)

Os,.6t 2B 0.9

O;,, 61 =0.9-Bg;
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Similarly, the applications of equation IV-10 and IV-11 on cumulative resource Sy.45 leads to the following
result:

O :01' Be‘t

Sintag 6,1

Task 12 (i=12 & j=7):
The steam expansion process through turbine gives output into cumulative resource Syp and Spap. For

the cumulative resource Syp the application of equation IV-10 and IV-11 leads to the following result:

< ( prod prod )
Osp 12t < Bt -\Ps,, + 453,

prod
Osp3,6,t 2 Bg, P65,

prod _ prod _
P65, =0 and Mg, =1

Thus, effectively leading to the result
Os,,0 12t < Biay -(0+1)
O;,p 12t 2 Bip -0

0<0s,, 121 < Buay

Similarly, the applications of equation IV-10 and IV-11 on cumulative resource Spap leads to the following

result:

0<0O; 12t < By,

(c) Determining the input into a task :

I e < (P8 + 112 )By Vk e K, VseS& vtel,., T [Eq.IV-12]

Ikt > pf?ns By ¢ vk e K,Vse S, vtel,.., T [Eq.IV-13]

S
Task 6 (k=6 & j=2):
The reaction 3performed in Reactor 7 receives input from cumulative resource Sp and Susc. For the

cumulative resource Sp the applications of equation IV-12 and IV-13 leads to the following result:

| - prod prod)
s, .60 < Bet (Pe,sD T Hg s,
prod

ls., 6t 2 Bet - Pgs,
ps, =03 and  pfg) =0

Thus, effectively leading to the result
ls, 61 < B -(0.3+0)

ls, 612 Bg 03

s, 60 =03"Bg;

Similarly, the applications of equation IV-12 and IV-13 on cumulative resource Spsc leads to the following
result:

| = 0.7-Bg,

Sinac 6.t

Task 12 (k=12 & j=7):
The steam expansion process through turbine receives input from cumulative resource Sup. For the

cumulative resource Spp the application of equation IV-12 and IV-13leads to the following result:
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| Hprod prod )
IsHp 12,t < By (plzysHP T He s,

> . brod
Is,p 12t 2 Biag P12,s,0
prod -1 n prod _
P12, and 25,0 0

Thus, effectively leading to the result
Is,p 12t < Biag -(L+0)
Isp12t 2Bl

|sHP 12t = Blz,t

Consumption / Production of cumulative Utility Resource.

Consumption of utility resource

t
Ul =uf, W, +uvi, > B, VseSVkeK,vtel.T [Eq.IV-14]

t'=t—p, +1
Task 6 (k=6 & j=2):
The reaction 3 performed in Reactor 7 receives two subset of utilities from cumulative utility resource

Sup and Sex.. The application of equation IV-14 leads to the following result:

t
Ul o0 =Ufg, We, +UVig, - Z B

t'=t-1

t
Ul, g =0-W,, +0.25- Z B,

t'=t-1

t
Ul 60 = Ufge Wee +is., - > Bgy

t'=t-1

t
=0-W,, +0.005- > By,

t'=t-1

ul

Slec 6.t

Task 16 (k=16 & j=11):
The exhaust from the turbine stage 3 can be redirected back into water storage resource using the
processing equipment pump. The electricity needed for the functioning of the pump is provided by the

cumulative utility resource Sg.

t
UIsEIec 16t Uflﬁ,sE,eCWIB,t Ul Z BlG,t’
t'=t

t
Ul 1. =0-W;, +0.005- Z B

t'=t

t
oo 161 = 0.005- D By

t'=t

ul

Production of utility resource

t
uo,,, =uf W, +uo,, > B, VseSVkeK,vtel.T [Eq.IV-15]

t'=t—p, +1
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Task 12 (k=12 & j=2):
The steam expansion in turbine not only reduces the steam pressure but also produces electricity. The

amount of electricity produced is given by applying equation IV-15:

t
U OSEIec 12t = Ule,SEleZ,t U0, Z BlZ,t'
t'=t

t
Uo, 5.=0-W,, +0.02481- Z B

s
t'=t

t
uo, , =0.02481->B,,

s
t'=t

Modeling of multi-mode equipment

W, 1 <W,  +1-W, ) Vjed™, vk e K® Vte2,. T -1 [Eq.IV-16]
W 2W, 1 =W, Vjel®™ vke K vk'e K™ Vte2,.,T-1 [Eq.IV-17]
W, SW, 4 Vjel®™ vkeKP vk e K™ vte2, T -1 [Eq.IV-18]

There is only single multi-mode equipment in the illustrative example, i.e., a boiler. Moreover the multi-
mode behavior of the boiler is represented by normal task (T9) and restart task (T10). Hence the boiler tasks

can be written down as:

where K® =k=10 and K™ =k=9
Wig 1 Wi, +{L-Wig, )

Wo ¢ =W ¢, —Wo

Wo ¢ <Wg 41

Tabular Compilation of all Constraints of the illustrative example

The table Appendix B.1 and table Appendix B.2 compile all the constraints on each resource and task node

of the illustrative example.
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Table Appendix B.1: Results for all task nodes

Allocation constraints Capacity constraints Mass balances around tasks
S n prod oo < (o8 + % )8
Zwk-“ <1 Wi V™ < B SW V™ By = zosm = Z Lokt Ogkt S(/’k s ths )Bk‘( sk SPics” + ks Bt
kEKl =gt SES.V'W e
0 O 2087 By Iske 2 A" Bre
Heater S
(k=1) ;Wu- <1 Wi, -10< By <W;,-100 By =0, 1t O, it =Bit ls, 10 =By
=l
Reactor 1 W, 10 < By, <W,, -100 By, =0, 0 =B I, »,=05B,,
. ZWZ‘ + ZWM + ZW“N <1 2t 2.t 2t 21t Simas 2t Sias 2t T P2t Shom 2.t 3
=2,3 &6, — —05.
( ) t=t-1 t=t-1 Wy, 10 < By, <Wj, -100 = g2ttt ls.2¢0=05-Byy
W, 10 < Bg, <Wg, -100 By =03 Os,, 50 = Bat Vsinat = 08By
=lsonat sy 3t 15,31 =0.2:Byy
Bt =0s,, 6t +Os .6t Ospa,B,l =09-Bg; Vs 61 =0-7-Bgy
Ly 61 155 6 Os 66 =0-1-Bge 155,60 =0.3:Bg,
Reactor 2 Wyet D Wop+ D> Woe 1| w, .10<B,, <W,,-100 By, =0,
(k=4,5&7) 2 12111 121 AT Pae= T a | seudt | O, a0 =By I mat =0.8-Byy
= +
W, -10 < Bs <W5, -100 Son 4t T Tsp 4t Og 051 = 0.75- B, Is; .40 =0.2-By;
Bst =0 51 *os,,,w,,,,s,( o _025-8
Wy, -10< By <Wg,-100 =l sitle 8 Simpurepz 511 = -2 Bt I 50 =06-Bg,
sc5t s 5
I =0.4-B,
Bry =05, 70405, 07t 0,74 =09-By, Suso 54 st
= e et lsoe O5. 74 =0-1: By I o710 =0.7-Byy
sp. Tt = 0.3 Bn
t
(Sfjg)fawf ,Z_EWB"' <1 Wi, -10 < By, <W, -200 Byt =05, 00+ O5p0 O, 51 =085 By ot = B
h [E— Os, 8¢ =0.15-Bg,
Boiler S ; Wq, -16 < By, <Ws, 15
(k=9&10) Mo+ D Mo <1 TR Bt =Onpe Osyp.50 =By 'sw.[,, o0 =Bay
B - Wig,t -30 < Byoe Wi, - 200 P 98 O 104 = Biog |y 201 = Brog
Biot = Og 108
= pursor
HPRV t
(k=11) rz_;wm' <1 0< By Wy - 200 By =05, 114 O;,o 11t = Buae lsp a1t =By
Isz‘ll“
; t
;I;(uzri)gle stage 1 Zwu,r <1 Wipy 10 <Bypy <Wip, -200 Biot =05 100 + 05 0 120 0<0;, 12¢ < B¢ ls,p a1t = Biay
=t lspant 0<0, 120 < By
t
MPRV
- Wigp <1
(k=13) g 0= Bygy <Wyg -200 Bige =05, 13 O, 13t =Buat ls,p13t = Biat
L e 3t
t
Turbine stage 2 Wy <1 Wy, -10< <Wy, - 200
(k=14) g e t Buas <Wiac Buat = Ogp 14t + Osyp 18 00, 140 <Buy 15 e 14t = Buas
Vs 14t 0<0,, 1ar < By
. t
z;(u;fé?e stage 3 IZ_;WM <1 Wis ¢ -10 < By <Wys, - 200 Bisy = O, 151 O;,,. 15t =Bist Is,p 151 = Bisy
L e 158
t
Pum| Wygp <1 B .
(k=12) lzﬂ: 1ot Wi 10 < By <Wag, -200 v 16, Oy, or 26t = Bust b 26t = Bisy
= lsgagtsr
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Table Appendix B.2: Result for all cumnlative resonrce nodes

Capacity constraints

Cumulative utility demand
met by state for task

Cumulative utility produced
by a task

Material balances

0<S,, <CM™

t
Ulgie = ufi Wi +uvii g Z Bio

O=t-p,+1

t
UOg i, = ufi Wi +uvo; s Z Bio

O=t-p,+1

Sgp=Ssta+ Zos,l‘lfdds‘, ‘Z lsit +ZU05‘|,tfdd5‘,
el el icl

=D Ul +Ing -Outy,  VseS,Vtel.,T

iel

State A 0<Sy, < 0
ALS® 0 St =S, 1~ s,
(S
State B 0<Sg, <o 0 0 St =Ssq1-1 Oy g1 Iy 2
(Sg)
S(tsaltt)ec 0<Sg, <o 0 0 Ssc it ZSSC‘H*'sc 5.t
C.
(S;at)eD 0<Sp <o 0 0 St =Ssy i1 g3t~ lspat = lsp 6t = lspnt
D
State Hot A 0< s <100 0 0 S5t = Sspont 1+ Osyn 1t sy 28 ~son 3t = st
(Stow) ‘
STATE Int AB 0<S g <500 0 0 Ssimst =Sy t-1+0s 20105 gia=ls e
(SlnlAB)
(S;'ATI? Int BC 0<Syac, <500 0 0 S aet = Ssppe -1 Os e 501~ 's,"lEc 6t~ |smIBC Tt
IntBC.
STATE Impure P2 0% Simpurepz, ¢ <250 0 0 Ssmpurzt = Ssupurra 11+ Otz 880 Ispurnatit
(SlmpurePZ) '
STATE PL 0<Spy < 0 0 Ssprt = Ssppt-1+Os 312+ Osp a2
(Sp1)
STATE P2 0<Spp <0 0 0 Ssp,t=Ss,,11% 0,812
(Sp)
STATE P3 0<Spg <0 0 0 Ssppt = Ssppt1+ 05, 601+ 05, 701
(Spp)
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Table Appendix B.3 (continued. . ..): Result for all cumnlative resource nodes

Capacity constraints|

Cumulative utility demand
met by state for task

Cumulative utility produced
by a task

Material balances

0<s, <CM

st

«
Ul i = ufy Wi +wiys DBy
Eur )

.
U0, =uf, W +uvo,, 3 By,
o-tp

SS.I

R LNIED SN
it ] ia

=D Ul +Ing —Outy,  VseS,Vtel.T

STATE Water 0= Syater ¢ <0 o 0 St = S5yt + Os 100+ 05 160 = 1, 90— L 208
(Swater)
STATE Fuel 0< Sy < 0 0 Ssrnt = Sspuia ~Ulsey 00 Ul 100
(Seuer) o t
Sepugt = Sog 11 ~Wis,, D Bog ~Wis, D By
= =
. t
Seppat = Sspugtt ~0-1x ) By —0.142857x Y By
= =
¢
STATE HP 0<Syp, <0 Ul 1t -0-75XZBW 0 eyt =S50 T 0501 = Vs anea = Vs pa2e1 ~Uls e
(Skp) ot '
St =0+ 001~ oy 101~ 1200~ Wins,, D Brg
=
Sept =Osp ~ it~ lapazes ~075% ) By
o=t
.
STATE MP 0<Syp <0 Ul 50=05x ) Bs, 0 Syt = St1+ Oy 11+ Ou 120~ Lo 131 ~Uliy 51 ~Uliy 6 ~Uley 1
(Sye) =t t t
: St =0+ 0y 11+ 00 s = by W g D By~ Wi, D By y =iy DBy
Ul 60 = O'ZSXZ 6.0 L . . =
O, 110+ 00 120~ ey 3t 70.5)(2 Y 70.25xz By, 70.25x2
Ul 7= O-ZSXZ 7.6 o = =t
=
¢
STATE LP 0<8p, <0 Ul 20 =025% ) By, 0 Ssipt1 05130+ 0 aar =Uls o =Uls, 50 =Uls
(S K . . R
[N 3 S48 =040y 13 Oy g ~Wige, DBy —Wigg, Y By ~wiy,
@ . o R . =
. Sep 0 =Ou 130+ 04, 100 ~0.25% ) Byg ~05x ) By —05x
Uly, a0 =05% )" = s
STATE Int MP 0<Syp <0 0 0 St = Ssyue 1+ O 120 = s, o1
(Stnowe)
Ssmww‘ = OSWM;JZ.I - Ismw 4t
STATE IntLP 0<Sipp; <0 0 0 Ssot =S5 t1 05 aar — s st
s,
(Sinume) St = Oy dat ~ Lo 50
State Elec: t N
(Seee) 0 St <0 Ulig 0 =0005% 3 Bs) UO,,, 1, = 2481310 Y By Supt = S 1 +U0s 12006, +UOk 161 a0, HU0x 101ty ~Ulsgo6 ~Ulsg 7 -Vl 0
= =
X : ¢ ¢ ¢ o
Ul 70 =001x Y By UO,,, 14 =2585x10°x D By Ssuet =0+ WOp 5 ; Bizo =W sq,, ; Biag ~Wosss, EZ; Bis.0 ~Wig s, ; Bso
o=t = . = = =
¢ ¢
. ¢
Ul,,, 00 =0005% Y By, UO,,, 15, =1192x10°x Y Byg,y U 3B Wiy, ; Boo
=1 o=t -
. . .
¢ 5 s =
- S, =2.481x10"x +2.585x10 By p +1.912x10 7 x
Ul 150 =0.005x107 Y Byg.y = ;B'” 2P0 ;B'“
P . .
~10x107x ) Bgy ~10x107x Y By, ~5x10x ) Bg
=
State Exhst: 0= Sgpgpe <0 0 0 Ssgt =St Osg st = s 60 ~Ulsg 1610
(Sensi)

¢
St = o114 Os st~ g6 ~Who o, D Bic
=l
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B.3 GANTT CHART OF ILLUSTRATIVE EXAMPLE

Cost = z hg -Sq¢ +i Zelectricity price- InSEIec't + iz hg -Outy

seS t SEeSgec t seS
T T
+ZsoX - penalty price for SOy + Z ghg, - price of GHG
t t

The objective function is a weighted sum of electricity purchase cost , storage parameters for tardiness
starting date and the penalty cost incurred due to emissions of green house gases and SOx.
The short-term schedule attained through ERTN representation is presented in figure B.1. The schedule

gives nature, time and batchsize of tasks undertaken in each resource of industrial unit.

0.0 0.5 1.0 1.5 2.0 25 3.0 3.5 4.0 45 50 55 6.0 6.5 7.0 7.5 8.0 85 9.0 9.510.010.511.011.512.012.513.013.514.014.515.015.516.016.517.017.518.018.519.019.520.020.521.021.522.022,523.023.524.0|

Figure B.1: Integrated scheduling model

The ERTN extends its predecessors network representation by incorporating the operational planning
aspects of an onsite utility system. The use of ERTN representation results in a universal scheduling model

which simultaneously performs scheduling of production plant and that of onsite utility system.
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APPENDIX C

DATA FOR EXAMPLES 1,2 & 3 AND CHP PLANT

C.1 FOUR KEY ELEMENTS NEEDED FOR PRODUCTION PLANT:

As mentioned in chapter 5, four key elements are required to completely analyze all the aspects related to
production plant — product recipe, plant topology, resource allocation matrix and utility consumption matrix.
Each of these elements are directly represented in ERTN. This section displays the four key elements for

example 2 and 3, which are used for comparison of integrated and sequential scheduling approaches.

C.1.1 Example 2
The production plant in example 2 converts 3 raw materials (A, B and C) into 4 intermediate products

(Hot A, Int AB, Int BC and Impure P2) and 2 finished products (P1 and P2).

@
0.4
. 0.4 0.6
° @ Reaction R2 @

0.6

C.1.1.1 Recipe

0.1

0.8
m@ Reacti Separation
0.2 0.9
0.5 .
° Reaction R1 05 @ @

Fignre C.1: STN representation of the product recipe for exanmple 2

C.1.1.2 Plant typology

Figure C.2: Plant topology of the example 2
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C.1.1.3 Resource Allocation Matrix (RAM)

Table C.1 : Allocation matrix for example 2

Reaction

Heating Rl R2

Reactor

R3  Separator

J1 (Heater) 1 - -
J2 -

J3 -
J4 (Separator)

[\SIEN \S)
[\SIEN \S)

C.1.1.4 Utility Consumption Matrix (UCM)

Table C.2 : Utility consumption matrix (Copus) for example 2

Tasks

1

LP steam 0
MP Steam 0
4

0

S NN O
S N O W
S O N s

HP Steam

Electricity 0.1 01 0.1

S O N\

0.1

S O O &
o O O N

0.1 0.1

C.1.2 Example3

The production plant in example 3 converts 4 raw materials (A, B, C and G) into 7 intermediate products
(Int A, Int B, Int AB, E, Int EC, D and F) and 2 finished products (P1 and P2).

C.1.2.1 Recipe

° Reaction R1

Reaction R2
0.1

0.2 -
Reaction R7

Figure C.3: STN representation of excample 3
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C.1.2.2 Plant typology

i
é
18

= o
& Xl 4|
%I, [ H REACTOR 2 o = ""” ' REACTOR 4 =
1
|
- ] ' = 0
] REACTOR 1 =
& :
: = | —
=R &
= =
1 | |
=
o R R ] 0 EE RN = =
=5 ol e T e
REACTOR3  [{em mfl e ' REACTORS [l REACTORG [
v
H
0 = =
== ' ﬂﬂﬁﬂ
4

]
2! 0 =R =%
i

Figure C4:  Plant topology for exanmple 3

C.1.2.3 Resource Allocation Matrix (RAM)

Table C.3 : Allocation matrix for example 3

Reaction

R1 R2 R3 R4 R5 R6 R7

Reactor
n 1 - - - 2 - -
2 -
J3 -
J4 - - - 3 - - -
J5 : : - - - -
J6 S e e e

[\SIEN \S)
NSRS

C.1.2.4 Utility Consumption Matrix (UCM)

Table C.4 : Utility consumption matrix (Copyr) for example 3

Tasks 1 2 3 4 5 6 7 8 9 10 1
LP steam 0 0 0 1 1 0 2 0 0 0 0
MP Steam 0 15 15 0 0 0 0 1 1
HP Steam 1 0 0 0 0 1 0 0 0
Electricity 0 01 01 01 01 O 0 0 0 01 01
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C.2 PARAMETERS USED IN MODELING OF CHP AND PRODUCTION
PLANTS

Parameters of the CHP plant

Description Fuel 1 Fuel 2
Calorific value of fuel: ccqe (KJ/kg) 23 16.70
Storage capacity of fuel (tons) 3,000 10,000
Fuel at start of time horizon (tons) 3,000 3,000
GHG (tons of emission/ton of fuel) 2.466 1.858
SOy (tons of emission/ton of fuel) 0.012925 0.02585
Cost of fuel: cff (€/ton) 50 30
Minimum storage level of fuel (10% of
storage capacity) 300 1,000
Boiler 1 Boiler 2
Boiler efficiency #1ein) 0.80 0.80
Boiler efficiency 72 0.77 0.77
Boiler efficiency #3(uen) 0.70 0.70
Boiler efficiency n4uen) 0.47 0.47
Boiler efficiency #1err) 0.65 0.65
Boiler efficiency #2er2) 0.62 0.62
Boiler efficiency #3 ez 0.55 0.55
Boiler efficiency 74 ez 0.32 0.32
Maximum boiler capacity: V"o (tons/h) 350 400
Minimum boiler capacity: Vkmin (tons/h) 60 70
Fuel 1 consumed during restart (tons) 1.7345 2.5476
Fuel 2 consumed during restart (tons) 2.0236 2.9721
Feed water enthalpy : hg, (KJ/kg) 0.56677 0.56677
Turbine 1 Turbine 2
Maximum turbine capacity: V" (tons/h) 500 500
Minimum turbine capacity: Vkmi“ (tons/h) 0 0
Turbine efficiency: nurbine 0.80 0.80
HP steam enthalpy: h, (KJ/kg) 3.06677 3.06677
MP steam enthalpy: hy, (KJ/kg) 2.95509 2.95509
LP steam enthalpy: h, (KJ/kg) 2.83875 2.83875
Exhaust steam enthalpy: h, (KJ/kg) 2.75268 2.75268
Cost Parameters
SO, penalty cost: COSTSOx (€/ton) 23.0
GHG penalty cost: COSTGHG (€/ton) 0
Electricity cost: COSTEL (€/MWh) 80
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Parameters for Example 1

Vkmin (kg) Vkmax (kg)
Process Equipment 1 10 100
Process Equipment 2 10 80
Process Equipment 3 10 50
Process Equipment 4 10 80
Process Equipment 5 10 80
le ¢ (kg) Rro (kg)
Resource A 0 100,000 5,000
Resource B 1 200 0
Resource C 1 250 0
Resource D 0 100,000 5,000
Resource E 1 200 0
Resource F 1 250 0
Resource G 0 100,000 5,000
Resource H 1 200 0
Resource | 1 250 0
Resource Product P1 2 10,000 0
Resource Product P2 2 10,000 0
Resource Product P3 2 10,000 0
gf:;&g?:; g;g:@ Product P1 (kg) Product P2 (kg) Product P3 (kg)
Cycle 1 0 0 50
Cycle 2 130 0 0
Cycle 3 170 0 50
Cycle 4 0 50 50
Cycle 5 50 0 0
Cycle 6 160 150 0
Cycle 7 170 0 20
Cycle 8 70 130 0
Cycle 9 50 130 0
Cycle 10 50 50 170
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Parameters for Example 2

Vkmin (kg) Vkmax (kg)
Process Equipment 1 10 100
Process Equipment 2 10 80
Process Equipment 3 10 50
Process Equipment 4 10 100
le ¢/ (kg) Rro (kg)
Resource A 0 10,000 5,000
Resource B 0 10,000 5,000
Resource C 0 10,000 5,000
Resource Hot A 1 100 0
Resource Int AB 1 200 0
Resource Int BC 1 150 0
Resource ImpureP2 1 100 0
Resource Product P1 2 10,000 0
Resource Product P2 2 10,000 0

Maximum (100 %)
production capacity

Product P1 (kg)

Product P2 (kg)

Cycle 1
Cycle 2
Cycle 3

Cycle 4
Cycle 5
Cycle 6
Cycle 7
Cycle 8
Cycle 9
Cycle 10

0
0
0
0
0
0

258
258
258
258

0
233

133

258
258
258
258
158

214



APPENDIX C

Parameters for Example 3

Vkmin (kg) Vkmax (kg)
Process equipment 1 10 100
Process equipment 2 10 80
Process equipment 3 10 50
Process equipment 4 10 70
Process equipment 5 10 100
Process equipment 6 10 100
le ¢ (kg) Rro (kg)
Resource A 0 10,000 5,000
Resource B 0 10,000 5,000
Resource Int A 1 100 5,000
Resource Int B 1 100 5,000
Resource Int AB 1 300 0
Resource D 1 150 0
Resource E 1 150 0
Resource C 0 10,000 5,000
Resource Int EC 1 150 0
Resource F 1 150 0
Resource G 0 10,000 5,000
Resource Product P1 2 10,000 0
Resource Product P2 2 10,000 0
F’)\fjé(l:r;:];: gz(;;/g Product 1 (kg) Product 2 (kg)
Cycle 1 0 0
Cycle 2 100 0
Cycle 3 33 0
Cycle 4 133 132
Cycle 5 133 0
Cycle 6 133 64
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Maximum (100 %)

production capacity Product 1 (kg) Product 2 (kg)
Cycle 7 133 78
Cycle 8 133 108
Cycle 9 0 40
Cycle 10 0 112
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NOMENCLATURE

Indices

j processing equipment (production plant and boilers/turbines in CHP plant) -
k tasks -
r resource -
S states -

tt’,60  time period -

u utility _
Sets

J collection of processing equipments -
Jrnt collection of processing equipments which need to go through a restart task -
K collection of tasks -
K; collection of tasks that can be processed in equipment j -

Ki’s‘” collection of restart tasks performed in processing equipment j -
K]—’p collection of tasks performed in processing equipment j other than the restart task -
K™ collection of task k which consume state s -
KP4 collection of task k which produce state s -
K™ collection of task k which consume resource r -

K@ collection of task k which produce resource r -

R collection of resources -
RkJ collection of processing equipment resources J used by task k -
S collection of states -
U collection of utility plant -
Parameters

General Parameters

Ouko fixed demand factor of utility u by task k at time & relative to start of task ton/hr of steam or MW of
electricity
Puko variable demand factor of utility u by task k at time & relative to start of task (ton/h of steam or MW of

electricity) per kg of batchsize
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®k,r,t’

Vit

uree
cons

uVk,r

prod
uf, "

prod

fixed proportion of resource r produced (positive value) or consumed
(negative value) by task k at time t’ relative to start of task

kg of material, ton/hr of steam

or MW of electricity

variable proportion of resource r produced (positive value) or consumed
(negative value) by task k at time t” relative to start of task

(kg of material, ton/hr of steam

or MW of electricity) per unit of batchsize

fixed quantity of utility resource r consumed by task k kg of material, ton/hr of steam

or MW of electricity

variable proportion of utility resource r consumed by task k (kg of material, ton/hr of steam

with respect to the batchsize ot MW of electricity) pet unit of batchsize

fixed quantity of utility resource r produced by task k kg of material, ton/hr of steam

or MW of electricity

variable proportion of utility resource r produed by task k (kg of material, ton/hr of steam

with respect to the batchsize or MW of electricity) per unit of batchsize

proportion of state s consumed by task k -
proportion of state s produced by task k -
proportion of resource r consumed by task k (given by material fixed flow arc) -
proportion of resource r produced by task k (given by material fixed flow arc) -
proportion parameter for resource r consumed by task k (given by material free flow arc) -

proportion parameter for resource r produced by task k (given by material free flow arc) -

Capacity Parameters

Ss,0

max
CS

Rro

max
Cr

cost of fuels €/ton

electricity purchase cost €/MW.hr

cost incurred for emissions of GHG €/ton

cost incurred for emissions of SO €/ton

utility u consumed for task k ton/hr of steam or MW of
electricity

delivery time required for task k to convert input stream into output stream hr

inventory coefficient for state s that is used to obtain the tardiness starting date -

inventory coefficient for resource r that is used to obtain the tardiness starting date -

a very large numeric value set arbitrarily (big M) -

time duration for executing task k hr

time horizon hr

initial storage capacity of state s kg or tons

maximum storage capacity of state s kg or tons

initial storage capacity of resource r kg or tons

the maximum storage capacity of resource r kg or tons
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Vk'f“}” minimum size of processing equipment j when processing task k kg or tons
V" maximum size of processing equipment j when processing task k kg of tons
V™" minimum batchsize of processing task k kg or tons
V"™ maximum batchsize of processing task k kg of tons
In{™  maximum import into state s from an external source at period t kg of matetial, MW of

electricity and ton/hr of steam
Out™ maximum export into state s from an external source at period tons of matetial, MW of

clectricity and ton/hr of steam

I maximum import into resource r from an external source at period t kg of material, MW of
electricity and ton/hr of steam
Out"™™  maximum export into resource r from an external source at period # ke of material, MW of
r g

electricity and ton/hr of steam

Binary variables
Wit define if task k starts in processing equipment j at the beginning of time period t -
Wit define if task k starts at the beginning of time period t -

Continuous variables

I, defines the amount of resource r provided by an external source (positive kg of material, MW of
number) or supplied to an external source (negative number) at time period t electricity and ton/hr of steam

Bijt batchsize of task k in started at the beginning of time period t in processing kg of material and ton/hr
equipment j of steam
Byt batchsize of task k in started at the beginning of time period t kg of material and ton/hr
of steam
Ds:t demand of state s at the time period t kg of material
CGlob,;  demand of utility u from manufacturing processing equipment in ton/hr of steam and
time period t with u = LP steam, MP steam, HP steam & Electricity MW of electricity
ELP; electricity purchased during the period t MW
lrt quantity of material or material flow into task k from resource r at time period t kg of material and

ton/hr of steam

Ing; import into state s from an external source at start of period t kg of material, ton/hr of

steam and MW of electricity

Iny; import into resource r from an external source at start of period t kg of material, ton/hr of

steam and MW of electricity
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NOMENCLATURE

Orkt quantity of material or material flow from task k from resource r at time periodt kg of material, ton/hr of

steam and MW of electricity

Outs;  export into state s from an external source at start of time period t kg of material, ton/hr of

steam and MW of electricity

Out;;  export into resource r from an external source at start of time period t kg of material, ton/hr of

steam and MW of electricity

Rrt the amount of resource r available at period t kg of material, ton/hr of

steam and MW of electricity

ft° maximum availability of resource r period t kg of material, ton/hr of

steam and MW of electricity

Sy the amount of material stored in state s at start of period t kg of material

Ul utility flow coming into task k from resource r at time period t kg of material, ton/hr of

steam and MW of electricity

UO;k: utility flow coming into task k from state s at time period t kg of material, ton/hr of

steam and MW of electricity

Uyt total demand for utility u over time period t ton/hr of steam and MW
of electricity
ELP; electricity purchased during the period t MW
Uy Maximum demand for utility u over time period t ton/hr of steam and MW
of electricity
UCons,t; consumption of utility u by a task k at time during time period t ton/hr of steam and MW
of electricity
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