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Abstract

In this thesis, the work is based on experimental and modeling methodologies. I applied
this starting from measurements of Asymmetric Digital Subscriber Line (ADSL) technol-
ogy, which is the preferred high-speed access to the Internet. The work focuses on the
problem of determining the maximum stable bandwidth that an Internet Service Provider
(ISP) can offer. This task was accomplished by monitoring and analyzing a large set of
ADSL end-users. Huge amount of collected data allowed us to get a detailed statistical
analysis of the behavior of ADSL lines, such as the distribution, variable dependencies
and correlation of effective bitrate with the physical measurements exposed by network
devices. Analysis of collected data suggest that there is no clear trend to predict a down-
stream bandwidth of ADSL line based on line conditions, and thus requires an intelligent
way of analyzing the ADSL lines. Thus, a Neural Network (NN) was employed, which is
an intelligent machine learning tool to (i) learn the behavior of ADSL lines, (ii) extract
useful information from huge set of measurements, (iii) automatically suggest maximum
stable bandwidth. The results indicate that NN performs well in predicting end-users
available bandwidth. However, NN is required to be properly trained, as well as needs
careful selection of design parameters.

Later, the focus of the work was centered over the energy efficiency of telecommuni-
cation systems using mathematical modeling approach. Motivation of first work was to
know how much energy efficient is Voice over Internet Protocol (VoIP) architecture as
compared to traditional Public-Switched Telephone Network (PSTN) architecture used
for voice communication. To answer this, these two architectures already implemented at
our campus were extensively examined by means of measuring real power consumption.
To generalize or estimate power consumption for any given number of users, a mathemat-
ical model of power consumption for both the architectures is built. The results indicate
that VoIP architecture consumes a lot of power, yet VoIP system have the flexibility to
be made energy efficient by adding some sort of energy-wise schemes.

The last part of the work investigates the interaction between the Transmission Control
Protocol (TCP) and rate adaptation mechanism. Where rate adaptation is an approach
to save energy by adapting the transmission rates or capacity according to traffic dy-
namics. To have deep insight of the interaction, a mathematical model based on fluid
based framework is built to depict the behavior of TCP and rate adaptation scheme. The
model is then tested for its accuracy and stability by conducting simulation experiments
and steady state analysis. Later, the model is used to study the impact of tuning the
parameters on system performance. The results suggest that the implementation of rate
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adaptation scheme can be effective but a careful parameter setting is needed to avoid
undesired disruptive interaction among controllers at different levels, that impair QoS.
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Chapter 1

General Introduction

1.1 Problem overview

Importance of saving energy is increasing due to the rising trend in energy consumption
by telecom industry, leading to increased operational cost and higher CO2 emissions.
Information and Communication Technology (ICT) being the evident energy consumer [1]
due to the expansion of network devices to meet the emerging trend in the amount of
video and data traffic, as well as the more and more widespread use of communication
devices in general has led to the importance of deploying green networks. Hence, robust
measurements are required to produce not only energy efficient networks but also maintain
the standards of Quality of Service (QoS).

Guaranteing the QoS and to keep up the pace with emerging demands to provide value
added services, for example, video services such as live television, video on demand, video
conference, online gaming etc., that require low latency and high bitrate, has been known
to have fundamental importance. Thus, ISPs are interested in knowing the maximum
stable bandwidth that a specific ADSL line can support1. This would allow ISPs to know
what services they can offer. For this reason, ISPs monitor regularly the performance of
their network and this activity involves the collection of parameters such as, attenuation,
signal to noise ratio, transmission rate, error count etc. Analysis of collected parameters
suggest that there is no clear trend to predict a downstream bandwidth of ADSL line, and
thus requires an intelligent way of analyzing the ADSL lines. Several techniques have been
reported relevant to the evaluation and optimization of performance of ADSL link either
at network layer or application layer. For instance, [2] reviews the previously reported
bandwidth estimation metrics and tools to improve end-to-end transport performance.
While [3] addresses the shortcomings of existing bandwidth estimation techniques and re-
solves it by developing a new measurement tool to estimate available bandwidth for ADSL
lines. Similarly, [4] proposes another bandwidth estimation technique for asymmetric links
by analyzing a packet’s Round Trip Time (RTT) linearity with respect to its size. We

1Note that the ADSL equipments calculate maximum attainable rates which are often not achievable
or unstable due to various reasons.
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1 – General Introduction

in our case address the problem of determining the ADSL maximum stable bandwidth at
the physical layer.

The second part of work focuses on the comparison of energy efficiency between the
PSTN and the VoIP architecture used for voice communication. Aim is to know, will it be
efficient in terms of energy if we migrate from PSTN technology to VoIP technology, due
to its shared data-voice infrastructure as well as using IP to transfer long-distance calls
at low cost. Several works address the pros and cons of deploying VoIP architecture. For
instance [5] highlights the number of considerations to take in to account before deploying
VoIP infrastructure. Whereas, [6] theoretically estimate the power consumption of copper
and fiber based telephone system.

The third part of work highlights the impact of implementing rate adaptation scheme
on system performance, that is to know how rate adaptation scheme interacts with the
protocols implemented at upper layer, in our case, TCPs congestion control mechanism.
Why we are interested in the interaction is because if these two mechanisms are not
properly tuned, they might negatively interact. For example, the rate reduction by rate
controller might induce congestion in a network, which signals the TCP to reduce injected
traffic, this TCP traffic reduction is indicated with the decrease in queue size, this triggers
further rate reduction by rate controller. Eventually, this sort of interaction might lead
to bad performance. Aim of this work is to know how these two control loops interplay
with each other and to know what are the parameter setting that will lead to maximum
energy saving without compromising the QoS.

1.2 Contribution

Regarding the part to obtain optimal stable data rate, we employed Neural Network, which
is a classical feed-forward Neural Network to work as a predictor. We have showed through
our simulations that designed Neural Network performs better in predicting proper data
rate, given that the network is trained properly. Thus giving opportunity to ADSL users
and service providers to know about the available stable bandwidth.

To address the rising questions: How much energy efficient are these two architectures?
Can VoIP replace PSTN? or Will there be power saving in implementing VoIP? we com-
pare these two architectures in terms of energy consumption using real or actual power
consumption data. Later those measurements are used to build a simple mathematical
model to estimate per user consumption. Given that, energy consumption for any given
number of users for either PSTN and VoIP systems is estimated. We highlight that VoIP
architecture is flexible and can implement possible energy saving schemes. For example,
one possibility to save energy would be to put VoIP phones into sleep mode when there
is no user activity using the standard Wake-on-LAN (WOL) Ethernet feature; a second
possible space to save energy would be during inactivity period of ongoing call. Lastly, we
propose various energy schemes describing possible ways to save energy along with their
results.

In the last part of the work, we build a mathematical model based on fluid based
framework to have in depth insight of the interaction between TCP and rate adaptation

2



1.3 – Thesis layout

scheme. After successful validation of the model through simulation experiments, we
analyze the steady state as well as stability of the model to know its behavior in long run.
Later, several experiments are conducted to know the impact of tuning the parameter
values, that is to know the interaction between TCP and rate adaptation. Finally, to
understand the impact of rate adaptation scheme on power consumption, we evaluate the
amount of energy saving by comparing the energy aware solution to non-energy aware
solution in transferring a given amount of data. The results suggest that there is direct
relationship of QoS with power consumption.

1.3 Thesis layout

The thesis is organized as follows: Chapter 2 focuses over the problem that ISPs face in
providing their customers the best line rate. We solve the problem by (i) monitoring and
analyzing the huge set of ADSL lines, (ii) develop a machine learning tool and later perform
various filtering techniques to train it properly, (iii) test the accuracy of tool and predict
the best line rate based on line parameters. Chapter 3 investigates the power consumption
of two well known voice infrastructures through real power consumption data. We take
in to account the already deployed PSTN and VoIP systems at our campus. Later, we
highlight how energy is wasted and build energy consumption models for both systems.
Afterwards, possible ways to improve energy efficiency along with their results are shown.
Chapter 4 talks about the interaction of rate adaptation scheme with TCPs congestion
control mechanism. Where we describe basic TCP behavior through differential equations
and then setting up of rate adaptation scheme, its validation through OMNeT simulations,
steady state analysis to know the behavior of the model in long run, parameter sensitiv-
ity to know the interaction between TCP and rate adaptation, performance comparison
between two proposed rate controllers, and eventually show the impact of rate adaptation
scheme on power consumption. Finally, chapter 5 summarizes the overall conclusion and
possible future work.
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Part I

Reliable Data Transmission





Chapter 2

Predicting ADSL Lines Data Rate

using Neural Network

2.1 Introduction

Broadband access to the Internet is a reality in many countries of the World. Among
the different access solutions, ADSL/ADSL2/ADSL2+ based [7] technology is the most
commonly adopted solution to provide end-users high-speed Internet access. Relying on
the old telephone copper links that have been deployed by Telecom Operator during the
past century, ADSL technology offers a capacity up to 24Mb/s and to 1.4Mb/s on the
downstream and upstream channels respectively. Actual maximum bitrate is however
strongly depending on the quality of the physical medium. ADSL signals are degraded by
older telephone lines, by poorly designed microfilters, by radio frequency interference, by
electrical noise, and, most of all, by long telephone wirings. These effects are especially
significant where the customer’s phone line is more than 4 km far from the DSLAM in the
telephone exchange, which causes the signal levels to be lower relative to any local noise
and attenuation. This will have the effect of reducing data rates or causing connection
failures so that most of users’ lines will not even get close to the maximum transmission
rates.

Today, Internet Service Providers (ISP) are increasing their offer by proposing value-
added services on the top of the simple Internet access. Many of those services pose more
stringent Quality of Service (QoS) constraints than the one of simple data transfer. VoIP
services require low bandwidth and latency, video services need higher bandwidth while
gaming require moderate bandwidth and low latency. Guaranteeing a minimum service
level for a ADSL line is becoming therefore a critical point for ISPs. In particular, ISPs
are interested into a method to efficiently predict the maximum bandwidth the ADSL line
can reliably support to determine which services can be activated on a specific contract.
Indeed, users will be disappointed if they cannot enjoy the additional services the ISP
has promised, while they would possibly accept to not use an additional service if told in
advance.

In this work, we focus on the downstream channel which is more sensitive to physical
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2 – Predicting ADSL Lines Data Rate using Neural Network

impairments. Working together with one of the main Italian ISP, we analyze the mea-
surement data collected from a large installment of real ADSL lines. Then, we develop a
machine learning technique to predict the possible optimal configuration of ADSL lines.
In particular, we adopt a Neural Network (NN) machine learning technique which cor-
rectly predicts the maximum stable bandwidth a specific line can potentially support. We
show that the training of the NN requires some ingenuity, i.e., the training set must be
correctly defined to avoid misbehaving lines to fool the NN prediction [8]. Note that the
DSL equipments calculate maximum attainable rates which are often not achievable or
unstable due to various reasons.

Considering ADSL line performance, several authors addressed the problem of estimat-
ing the ADSL offered bandwidth at the network layer. See for example [4, 2, 3]. Those
techniques can be used from one end-user to evaluate his ADSL link performance in terms
of application layer throughput, and all assume a fully functional link. In this work, we
face instead the problem of determining the ADSL maximum stable rate that could be
supported at the physical layer. In other words, we answer the question “could this line be
upgraded to the next physical layer data rate?”. Considering supervised machine learning
techniques, Neural Networks have been used for long time in classifying data, with many
of the techniques summarized in [9]. More recently [10, 11] present the applicability of
NNs in data mining for classification purposes, while [12] presents an overview of possible
use of artificial intelligence in data mining. However, no previous work explicitly targets
the design of a NN predictor considering ADSL lines.

2.2 Measurement dataset

This section presents the dataset we used to design and test the NN predictor. The first
part describes the monitoring setup, while the second part presents some statistical data
about the ADSL line characteristics.

2.2.1 Environment setup

ISPs monitor regularly the performance of their network to supervise the service offered
to the users. This activity usually involves the collection and processing of information
monitored via SNMP - Simple Network Management Protocol. For ADSL and ADSL2+,
the list of Management Information Base - MIB - provided by the equipment is defined
in ITU-T G.992.1 [13] and G.992.2 [14], and it covers all the aspects of the transmission
system for the DSLAM concentrators, both at the customer and provider ends.

Among the several available MIBs, our partner ISP decided to focus in the collec-
tion and tracking of few specific parameters, that were considered the most reliable and
representative of the current state of the ADSL line. These parameters are:

• Line Attenuation, both for the uplink channel, i.e., from the customer modem to the
DSLAM, and the downlink channel, i.e., from the DSLAM to the customer modem.
Line Attenuation is measured in dB, and the MIB usually provides it in tenths of

8



2.2 – Measurement dataset

dBs, so that figures are reported with just one decimal place. Line Attenuation is
linked to the length and quality of the physical line.

• Signal-to-Noise Ratio (SNR) Margin, both for the uplink and downlink channels, in
dB. For this measure, depending on the DSLAM, the MIB was reported either as an
integer or with one decimal figure. SNR indicates how much the channel quality is
affected by noise.

• Current Transmission Rate for the uplink and downlink channels. It is reported in
bps, and is the target of the optimization.

Besides there parameters, the ISP collects line error counters, Line Interleaving status,
and the Attainable Transmission Rate, but these parameters were not considered in our
study.

The ISP provided us with the data for a subset of their customer lines. The sub-
set contains data for more than 9400 single ADSL lines, obtained from several DSLAM
concentrators, using both ADSL and ADSL2+ technology. The measurements were col-
lected every six hours for each active line, over a six month period, from 09/07/2009 to
03/07/2010. Each sample contained values for the parameters described above, plus some
additional information, such as the line identification number, date and time of the col-
lection, and the technology and identifier for the involved DSLAM. All collected data was
inserted in a SQL database to allow the statistical analysis and data mining.

2.2.2 Dataset statistics

During the six months of data collection we obtained about 5.7 million samples, with 3.7
million samples corresponding to 5691 ADSL lines, and 2 million samples corresponding to
3750 ADSL2+ lines. This huge amount of data allows us to provide a detailed statistical
analysis of the behavior of ADSL lines, studying distribution, variables dependencies and
correlation.

In the following, we use the term down (up) when referring to the downlink (uplink)
channel, respectively; for example, “attenuation down” will be used to indicate the Line
Attenuation measured for the downlink channel.

Fig. 2.1 and Fig. 2.2 present the number of lines versus the average line attenuation
measured during the six month period. The curves follow a bell-shaped distribution, with
an average of 24.15dB for ADSL lines and 22.25dB for ADSL2+ lines. A similar bell-
shaped distribution is obtained for the lines considering attenuation up, with an average
of 12.50dB for ADSL and 8.95dB for ADSL2+ lines, as shown in Fig. 2.2. This reflects the
physical impairments that copper lines pose: there are very good and bad channels with
very low and high attenuation, respectively. This figure is mainly driven by the physical
length of the copper wires.

Figures 2.3, 2.4, 2.5 and 2.6 show the downlink transmission rate in function of atten-
uation down and up, for ADSL and respectively ADSL2+ lines. The figures include the
average downstream bandwidth for each attenuation value, calculated over all samples of
ADSL or ADSL2+ lines with the specific attenuation up or down. Few considerations

9
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hold: first, the actual downstream bandwidth decreases as the attenuation is increasing
as expected. Note the small number of lines with the very highest attenuation values
are statistically not significant, so that the average rate presents some artifacts. Second,
downstream capacity is highly clustered to some specific values, e.g., {6,5,4,2}Mb/s for
ADSL lines. This is due to the ISP preferring this discrete set of values. Third, despite
this, the number of samples that deviated from the expected values is very large. For
example, there are lines that can easily obtain 6Mb/s capacity despite suffering very high
attenuation. Even worse, there are lines that cannot achieve rates higher than few Mb/s
despite enjoying very small attenuation.

This shows that predicting the downstream rate of a ADSL or ADSL2+ line is a com-
plex problem. To highlight this, Fig. 2.7 and 2.8 show the Probability Density Function
- PDF - of the attenuation down for different classes of bandwidth. For the sake of sim-
plicity, the PDF has been approximated by a mixture of Gaussian distributions. Mean,
Standard Deviation (StDev) and the number N of samples for each class are reported in
the small table close to the figure. It can be seen that the overlap between classes is very
large, which underlines once more that predicting the line maximum rate cannot be easily
achieved using the line attenuation.

To resolve this, statistical analysis or some sort of intelligent way of analyzing the lines
and extraction of knowledge to create proper threshold for each class needs to be done as
same attenuation value can give false results.

The analysis of correlation between SNR and Attenuation for ADSL lines is presented
in Fig. 2.9 and Fig. 2.10 which report the average SNR margin down for samples of a
class versus attenuation down. For the sake of clarity, only some of the ADSL classes are
shown, being the ADSL2+ results qualitatively similar.

Similarly in Fig. 2.11 and 2.12 we have the average behavior of the most common
ADSL2+ classes (beside the ones of ADSL there are four other classes: 8Mb, 12Mb, 16Mb
and 20Mb).

We can observe there are lines having a low attenuation and high SNR, suggesting
that there is room to upgrade the downstream bandwidth. e.g., increasing the bitrate is

10



2.3 – Neural Network Design

 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 0  10  20  30  40  50  60  70

c
u
rr

e
n
t 

d
o
w

n
lo

a
d
 c

a
p
a
c
it
y

attenuation down

Download capacity distribution, ADSL

Samples
Average

Figure 2.3. Distribution of down-
stream capacity for ADSL lines
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Figure 2.4. Distribution of down-
stream capacity for ADSL lines
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Figure 2.5. Distribution of down-
stream capacity for ADSL2+ lines
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Figure 2.6. Distribution of down-
stream capacity for ADSL2+ lines

possible since there is still a large SNR margin. Considering larger attenuation, we observe
that the SNR margin typically decreases. This reflects the fact that those lines are already
reaching the physical channel limits.

The data reported so far shows that deciding the stable bandwidth supported by a
specific line is a non trivial problem, and automated methods must be designed to predict
each line supported bandwidth.

2.3 Neural Network Design

Artificial Neural Network is a non-linear multi-variable machine which can accept many
inputs at a time and produce many outputs at a time. A training set is used to auto-
matically build a model, which is then later used for prediction. NN has the ability to
generalize a system and its prediction performance strongly depends on the training set
quality. One advantage of NN compared to other supervised machine learning tools is its
ability to cope with conditions that are not defined in the training. Artificial NN is the key
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Figure 2.8. Histogram of attenuation down for ADSL2+ classes

technology to achieve classification of data i.e., the arrangement of data into predefined
groups.

Multilayer Perceptron (MLP), which is a Supervised Feed-Forward Neural Network
is the preferred NN used for classification. In this work, we design a MLP based NN to
predict the maximum stable downstream capacity of ADSL and ADSL2+ lines. We tested
also other supervised machine learning tools, such as support vector machines, or simple
Bayesian classifiers, which however performed poorly compared to NN because of their
inability to classify highly overlapped data. The comparison of those tools is however
outside the scope of this work.

Our goal is to design a NN that, given a description of the line physical impairment
(SNR and Attenuation), predicts the line maximum stable downstream bitrate, despite
of what has been offered to ADSL user. To accomplish this task, we employed a NN to
learn the behavior of ADSL lines, extract useful information, and automatically create
thresholds for each class (data rate).

Only statistics from lines with stable current data rates have been used to train the
NN to get reliable predictions and guarantee maximum stable bandwidth available for a
specific ADSL line. All lines with commercial or technical limitations imposed by the ISP
have been removed from the training sets in order to have accurate predictions.
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ISPs are interested in giving customers the “best line rate”: a link with highest possible
stable data rate. Today, to achieve this, they rely on some heuristic approach based on
manual thresholding of line parameters to determine the best line rate. This manual
approach requires long delay before achieving the highest stable bitrate.

By exploiting the NN prediction capability, we can react faster to changes in the line
quality, suggesting an upgrade or downgrade based on learnings from the huge amount
of measurement data of ADSL lines. Moreover, setting manually the thresholds is a
complex task, so that the NN can also be seen as a mean to automatically learn and
define thresholds.
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2.3.1 Extraction of training dataset

Several experiments were conducted to extract a proper training set from the massive
database of measured ADSL data. First, a dataset consisting of two attributes {atten-
uation down, attenuation up} corresponding to a specific class was extracted from the
database. Those two attributes were used as an input to train the NN, with three possible
classes as an output: 1, 4 and 6 Mb/s downstream classes as shown in Table 2.1.

Table 2.1. NN input and output relationship

Input Output

Attenuation up,
Attenuation down

Downstream bitrate from
{1, 4, 6}Mb/s classes

The first step is to fully train the NN with the data to a satisfactory error level. A
poorly trained NN will yield poor results. For this reason, various filtering techniques were
used to extract a dataset that did not contain any misleading data from the database of
ADSL lines and use it to train the NN. We tested several training sets which entails an
increasing filtering. In the following we present the most significant tests, and discuss their
performance. For training, we used two different training algorithms, namely Levenberg-
Marquardt backpropagation and Gradient descent with momentum and adaptive learning
rate backpropagation to update weights and biases. The performance of both the training
algorithms was found to be similar. Similarly, training and results are consistent when
repeated in independent runs.

The design of Neural Network was such that, it accepts a matrix of data with attributes
on the columns and different ADSL lines on the rows. The result is a vector containing
one value for each row, indicating the suggested class for the ADSL line. The NN model
consists of two hidden layers with a number of 20 and 3 neurons respectively. These two
hidden layers were set to use tangent sigmoid and linear transfer function.

To test the NN performance, the same testing dataset is used throughout. The testing
dataset is extracted without any sort of filtering technique and is not a subset of the
training set. It contains 300 distinct randomly chosen lines for each class to test the
performance of NN in eradicating outliers present in the testing set. Figure 2.13 shows
with different markers and color those samples in the plane {attenuation down, attenuation
up}. As it can be seen, it reflects the noisy behavior we have observed before: some lines
with excellent physical channel properties have however limited downstream bitrate, and
vice versa. Figure 2.14 represents the same samples shown in Fig. 2.13 as a contour plot.
Contour lines delimit areas where samples have similar current rate values, as reported
by the labels. As it can be seen, there is no clear trend in the contours. For example, we
observe some contours of low bitrate samples having low attenuation, while high bitrate
samples are present for high attenuation lines. This shows that misconfigurations are
present in the testing set.
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Figure 2.13. Scatter plot of testing dataset used to test NN prediction ability
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Figure 2.14. Contour plot of the testing dataset, 300 samples for each class

2.3.2 Training using stable lines

Intuitively, one could consider a line to be representative, if its downstream bitrate remains
stable over time. Indeed, lines that often change their bitrate suggest that they suffer
from physical impairments. We can therefore choose training samples among those that
are distinctive and select only from ADSL lines that remained stable at the corresponding
data rate for the whole six months long collection period. This leads to a dataset of 529,
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Figure 2.15. Scatter plot of initial dataset used to train the NN

1246, 1831 samples for 1, 4, 6 Mb/s classes respectively. The characteristics of this first
training dataset is shown in Fig. 2.15 and 2.16. In particular, Fig. 2.15 shows with different
markers and color the samples in the plane { attenuation down, attenuation up }. Fig. 2.16
instead reports the marginal distribution of number of samples versus attenuation down
(left plot) and attenuation up (right plot). Intuitively, the selected dataset is not fully
representative of the possible states, since points are concentrated on a small fraction of
the state space.

After training, the NN performance is tested by classifying the testing samples de-
scribed above. Results are illustrated in Fig. 2.17, which qualitatively shows the assigned
class for each sample. Comparing Fig. 2.13 with Fig. 2.17, we observe that the picture is
now more clear, but still there are samples that are classified as high bitrate despite the
poor channel properties, e.g., there are green square dots in the top right part of the plot.
It shows that the NN is often suggesting to upgrade the bitrate. Checking those lines, we
observe that most of them are still characterized by very large attenuation, suggesting that
the upgrade is unwilling to be practical for specific value of attenuation. Similarly, some
red dots are still visible for lines with low attenuation, which seems a wrong configuration.

Since the training set suffers from overlapping of data as shown in Fig. 2.16, the NN
suggested output is not reliable. Practically for some input samples, the class predicted
by the NN was not consistent, calling for a better training set.

Indeed, the criterion used to select the training samples is not representing the typical
conditions: a line can be stable at a low bitrate even if it could be stable at a higher bitrate.
Practically for some input samples, the class predicted by the NN is not consistent, calling
for a better training set which does not contain misleading data.
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Figure 2.16. Histogram of the first data set used for training
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Figure 2.17. NN prediction based on initial training dataset against the testing dataset

2.3.3 Improving the training dataset

To improve the NN performance, it is clear that the training set plays a key role. We
tested therefore several different training sets, obtained by filtering the set of lines accord-
ing to some criteria. Due to lack of space, here we present our final criterion and evaluate
its performance. The new training dataset is obtained by considering a line to be “rep-
resentative” if all samples of that specific line take values inside the central 80% of class
distribution, i.e., we discard samples in the bottom 10-percentile and the top 90-percentile
of the distribution for the considered class. The scatter plot of the final training set using
percentile restriction is shown in Fig. 2.18 and its contour plot is shown in Fig. 2.20. This
time, we observe a much more clear distribution of samples in the three classes, so that
the lower the attenuation is, the higher is the probability of achieving high downstream
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Table 2.2. NN prediction of expected data rate (final training dataset)

Expected Data Rate

1 Mb/s 4Mb/s 6Mb/s

Current
Data Rate

1Mb/s 166 116 18
4Mb/s 74 167 59
6Mb/s 6 112 182
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Figure 2.18. Scatter plot of final
training dataset for the NN using per-
centile restrictions
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Figure 2.19. NN prediction based on
the final training dataset

bitrate.

After training the NN, its performance is tested using the same testing samples as
shown in Fig. 2.13. Results are reported in Fig. 2.19, while the summary of the up-
graded/downgraded samples for each class is presented in Table 2.2. For example, out of
300 samples for 1 Mb data, 18 and 116 samples were upgraded to 6 Mb/s respectively 4
Mb/s class, and 166 samples were neither upgraded nor downgraded. Graphical illustra-
tion of this example is shown in Fig. 2.21 and 2.22 which shows NNs ability in correctly
classifying 1 Mb samples into its respective classes, that is, lower the attenuation, higher
the bitrate.

Qualitatively, it can be observed that the NN is able to correctly suggest the class of a
given sample, so that it reflects the performance expected from the training set. Looking
at the number of upgrades/downgrades and correlating this information with the actual
line attenuation, we observe that the suggested operation is sound.

Comparison of Fig. 2.19 and Fig. 2.17 shows the higher ability of NN in successfully
classifying the ADSL data rates into their respective classes, which reflects the better
training set properties.
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Figure 2.20. Contour plot of the final training set for the NN using percentile restriction
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Figure 2.21. Testing set containing
samples of 1Mb/s class
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Figure 2.22. NN prediction for 1Mb/s class

2.3.4 Increasing the Number of Input Attributes

In this section we evaluate the benefit of increasing the number of attributes that charac-
terize samples, i.e., by feeding the NN the SNR information as well, as shown in Table 2.3.

Figure 2.23 depicts the information carried by the SNR margin information. Different
dots/colors represent the sample class in the {SNR up, SNR down} plane. The same
samples as in the previous experiment are used for training. Note the coarse set of values
exposed by the SNMP information. The intuition is that the overlap among samples of
different classes is large, so that it is hard to predict the benefit of the information carried
by the SNR margin attributes.

After training, the NN performance are evaluated using the testing dataset. Result
is shown in Fig. 2.24. Compare it against Fig. 2.19 which shows the prediction of a
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Table 2.3. NN input and output relationship

Input Output

Attenuation up,
Attenuation down,
SNR margin up,

SNR margin down

Downstream bitrate from
{1, 4, 6}Mb/s classes

5 10 15 20
8

10

12

14

16

18

20

22

24

26

 

 

SNR up in dB

S
N

R
 d

ow
n 

in
 d

B

Training Set using SNR parameter1 Mb Data
4 Mb Data
6 Mb Data

Figure 2.23. Characteristics of SNR
down parameter of the training set
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Figure 2.24. NN performance using 4
parameters against the testing set

NN that considers only attenuation attributes. Results show that the NN that considers
attenuation only attributes performs slightly better than the NN with 4 parameters. The
reason for this inefficient performance is due to the fact that NN trained with 4 parameters
contains more samples of false or misleading data then in the 2 parameter training.

2.3.5 Considering more classes

So far we considered only 3 possible classes. What happens if the number of classes is
increased? Is the NN still able to correctly classify samples? To answer this question, we
considered ADSL2+ lines, and 5 data rate classes in {1,4,6,12,16}Mb/s set. The training
set considers the same two input attributes, and includes samples that have been filtered
discarding the bottom 10-percentile and top 90-percentile similar to the ones in Fig. 2.18.

Similarly, the testing set includes 300 randomly chosen samples for each of the 5 classes,
whose characteristics are shown in Fig. 2.25, which shows the noisy distribution of samples
among classes. Fig. 2.26 reports instead the NN prediction. Results suggest that the NN
performs well even for an increased number of classes.

The summary of the upgraded/downgraded samples for each class is detailed in Ta-
ble 2.4. In summary, the NN performance results show the best accuracy when using
attenuation as a attributes for the training. Moreover, it is very important to consider a
training set that does no contains any biased samples.
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Figure 2.25. Testing set used to test
NN prediction ability
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Figure 2.26. NN prediction in classify-
ing five classes

Table 2.4. NN prediction of expected data rate (5 classes)

Expected Data Rate

1 Mb/s 4Mb/s 6Mb/s 12Mb/s 16Mb/s

Current
Data Rate

1Mb/s 166 102 25 3 4
4Mb/s 71 163 40 20 6
6Mb/s 6 96 94 62 42

12Mb/s 0 47 98 109 46
16Mb/s 0 1 44 118 137

2.4 Conclusion

For the first time to the best of our knowledge, we faced the problem of predicting the
ADSL maximum stable downstream data rate. We have analyzed a large dataset of ADSL
lines which shows that predicting the actual ADSL or ADSL2+ data rate is a complex
problem. By exploiting a Neural Network predictor, we showed the importance of carefully
selecting the training set and attributes to be adopted. Training set plays an important
role in the performance of Neural Network, since the presence of outliers can easily poison
the result. Other factors that influence performance are training time, number of hidden
layers, number of neurons etc. However, in the considered scenario all these factors play
a minor role compared to selection of the training set. The results suggest that, NN can
be successfully employed to predict the expected ADSL/ADSL2+ data rate.
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Part II

Energy Efficient Networks





Chapter 3

Comparison of Energy Efficiency

in PSTN and VoIP systems

3.1 Introduction

There has been a wave of keen interest in saving energy due to increase in consumption
by ICT industry [1], which leads to increased operational costs and higher CO2 emissions.
Continuous rising trend in energy consumption essentially depends on new services being
offered, as well as on an increase of the number of devices and traffic.

Previous works dealt with power consumption of copper and fiber-based systems where
different states of telephone systems are analyzed theoretically [6]. In our work, we focus
on the comparison of two common architectures deployed in large voice communication
infrastructures, that are: traditional circuit-switched technology used in PSTN and the
VoIP technology. Many companies are moving away from the PSTN technology to ob-
tain more functionalities for their voice systems while lowering the operational costs due
to shared data-voice infrastructure as well as using IP to transfer long-distance calls.
Switching from PSTN technology to VoIP technology could lead to an increase of power
consumption, so the question is which architecture out of these two alternatives is more
energy efficient? The two technologies follow two opposite design choices: on the one
hand, complex structured circuit-switched technology utilizes centralized switching and
group switching among Private Branch Exchanges (PBX) that implements all intelligence
interconnecting very simple phone devices; on the other hand, the VoIP technology uses
simple Ethernet switches and a gateway to interconnect intelligent phones that implement
all advanced features.

Studies have shown a swift increase of the number of VoIP users over the past few
years [15, 16]. With this constant growth of VoIP users and power consumption being a
critical issue, the question would be, how much energy efficient are these VoIP systems
as they require continuous consumption of energy [5]. And, can VoIP replace the tradi-
tional circuit switch technology without increasing operative cost due to higher energy
consumption?
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Figure 3.1. Number of users at Politecnico’s PBX

3.2 Private Voice Systems

3.2.1 Traditional Circuit Switched System

We consider the telephone system of our university campus as reference to compare VoIP
and PSTN architectures. The configuration implemented at Politecnico PSTN consists of
14 PBXs, serving 3120 phones. These phone lines are divided into 2787 analog and 333
digital lines. The already known distribution of number of lines at all 14 PBXs is shown
in Fig. 3.1 and the basic view of Politecnico’s telephone network is shown in Fig. 3.2. All
14 PBXs are connected to the Group Switch (GS) located at Central Node. The Group
Switch provides connection between all 14 PBXs and the external telecom network.

The maximum capacity of each PBX is around 500 phones with flexibility to increase
the number of phones by inserting new line cards. Each line card can handle up to 16
phones. There is a different line card for analog or digital phone lines with different power
consumption values.

3.2.2 VoIP system

We consider as a reference the VoIP system deployed at Istituto Superiore Mario Boella
(ISMB), a laboratory close to Politecnico campus. Its architectural view is shown in
Fig. 3.3. Interestingly, the architecture is simple and does not need large scale infras-
tructure like in the case of the traditional phone system. We can observe 4 Power over
Ethernet (PoE) switches (3 switches with 24 ports and one with 48 ports) and a PC with
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Asterisk software1 to act as a communication server. The referenced architecture serves
around 120 users with the ability to make phone calls, and also provide data services. This
means that the VoIP architecture utilizes shared infrastructure of Ethernet that provides
data services, which seems to be a good option in terms of energy saving.

1http://www.asterisk.org/
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Figure 3.4. PSTN: Power consumption - Weekdays

3.3 Measurement and Modeling

The power consumption values of PBX or VoIP switches are measured locally at regu-
lar intervals by local devices. Later, the measurement data is transmitted to a central
server (youMeter) through a wireless transmitter connected to the measurement device.
The collected data is then stored in a database for statistical analysis. This measure-
ment activity involves the collection of certain parameters like Real/Reactive Power, RMS
Voltage/Current.

3.3.1 PBX measurements

Two PBXs (LIM 9 and LIM 13) are under power measurement2 present at central node 5.
The monitoring of power consumption of these two PBXs collected over the span of two
weeks (4−15/04/2011) is shown in Fig. 3.4; Fig. 3.5 shows the power consumption during
weekends. The three curves with green, black and red color represent, respectively, the
maximum, average and minimum power consumption samples for 24 hours collected over a
span of working days and weekends. Power consumption is constant during weekends and
its around 137 Watts in case of LIM 9, even if there is no user activity. During weekdays,
and when the system is carrying phone calls, the system consumes around 10% more of
the overall consumption. Note that the measurements are vendor specific (Ericson model
in our case), so the results we provide may not be representation for every scenario, but
rather could be generalized to provide good estimates. For example, similar experiments
were conducted over AASTRA’s new generation PBX, where empty PBX (no phones or
line cards connected) resulted with 66 Watts of consumption.

2Power measurement of PBX includes power consumed by UPS/transformer that transforms 220 Volt
to 48 Volt DC (which is part of PBX).
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Figure 3.5. PSTN: Power consumption - Weekends

3.3.2 PSTN power modeling

We extrapolate a simple mathematical model from the acquired real measurements to
estimate the per user consumption. Using this estimate, one can approximate an overall
consumption for a given number of users in any campus or corporate scenario. Considering
minimum power consumption when the system is in idle state, we assume that the power
consumed by analog/digital line cards, as well as phones, is approximately the same;

PP BX + X · Plc + K · Pph = PT OTP BX
(3.1)

The above expression divides total power consumption as the sum of minimum constant
PBX power consumption, PP BX , plus the power consumed by line cards Plc and phone
lines Pph. X and K represent respectively the number of line cards and phone lines
connected to specific PBX. Based on the number of interfaces and phone lines connected
to each PBX, we obtained the following two equations,

{

LIM9, PP BX + 11Plc + 158Pph = 135.10 W
LIM13, PP BX + 18Plc + 242Pph = 180.06 W

(3.2)

In order to solve the equations we need to get the value of one of the variables. For that
purpose, we decided to directly measure the power consumption of phones lines by adding
ten new phones to the PBX and observe their effect on the PBX power consumption.
Figure 3.6 shows the results of such experiment during night time. We observe the average
power consumption by single phone user (ON-hook) to be Pph = 0.53 W.

Later on, the same ten new phone lines were made to call each other during the weekend
in order to measure the on-call power consumption. while the power consumption during
calls is 2.28W

By solving (3.2), we get power consumption of line card and PBX;

{

LIM9, PP BX + (11) Plc = (135.10 − 158 ∗ 0.53)
LIM13, PP BX + (18) Plc = (180.06 − 242 ∗ 0.53)

(3.3)
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Therefore, we obtain;

PP BX = 50.6686 W, Plc = 0.0629 W (3.4)

3.3.3 VoIP measurements

Two switches (namely SW-2 and SW-3 which are used exclusively for connecting VoIP
phones) with model HP Pro-Curve are kept under power measurement in the VoIP system.
The distribution of the number of phones on SW-2 consists of 12 non-PoE3 phones and
5 PoE phones. SW-3 has 9 non PoE phones and 12 PoE phones. The monitoring and
collection of power consumption data is done as mentioned above. The 24 port switch
under measurement can provide up to 370 watts of power to PoE devices, which in turn
means all 24 ports deliver at an average of 370/24 = 15.4 watts per port. Figure 3.7 shows
the actual power consumption behavior of PoE switches observed over the same duration
of two weeks (4 − 15/04/2011). Differently from the PSTN system, we observe a constant
power consumption, which is independent on user activity (notice the range of the y-axis
of the plot).

3.3.4 Formulation

A similar criterion is used to extrapolate a simple mathematical model to estimate per
user consumption.

3Power is drawn from an adapter locally connected to the VoIP phones.
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Figure 3.7. VoIPs Power consumption

PSW + K1PP oE + K2PP oE = PT OTV oIP
(3.5)

PSW is the minimum constant power consumption of the Ethernet switch, K1 and K2

represent the number of PoE and non-PoE phones. Lastly, PP oE and PP oE represent the
power consumption figure of PoE and non-PoE phones. Assuming non-PoE phones do not
require power from the switch, we have PP oE

∼= 0

{

SW − 2, PSW + 5PP oE = 64.81 W
SW − 3, PSW + 12PP oE = 82.67 W

(3.6)

Solving the equations, we have PSW = 51.88 W and PP oE = 2.6 W. In order to verify
the results, we conducted another experiment in which SW-3 offered connectivity to only
16 PoE phones and SW-2 to only 19 non-PoE phones. The results showed that SW-2
and SW-3 gave 53.2 W and 90.7 W respectively. These numbers complied with the results
derived from previous calculations.

3.4 Analysis

Using the formulation mentioned above for both the architectures, rough estimate of the
power consumption values for a generic PSTN system is computed from,

PP ST N =

⌈

NTlines

Nusers/P BX

⌉

PP BX + NTlines
· Pph (3.7)

where NTlines
is the number of phone lines and Nusers/P BX is the number of phones

a PBX can host (500 in our case). Similarly, P ′

V oIP is the equivalent estimated power
consumption of the VoIP system:

P ′

V oIP =

⌈

NTlines

Nports/switch

⌉

PSW + NTlines
· PP oE (3.8)
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where Nports/switch is the number of ports available on a specific switch (24 in our
case). Note that (3.7) and (3.8) represent a lower bound on power consumption since they
assume to fill completely a switch before adding a new one.

3.4.1 Energy saving schemes

Current Scenario - The power consumption of PBX and equivalent VoIP architecture for
certain number of users is computed using (3.7) and (3.8). The results consider the total
average consumption of the system during 24h period of time. They are reported with
the solid black and red lines in Fig. 3.8 (notice the ylog-scale); They clearly indicate that
VoIP solution consumes more power for the considered architectures, but this is strongly
dependent on the devices used for implementing the phone infrastructure. Yet, VoIP
systems have the flexibility to be made energy efficient by adding some sort of energy-
wise schemes. For example, one possibility to save energy would be to put VoIP phones
into sleep mode when there is no user activity using the standard Wake-on-LAN (WOL)
Ethernet feature; a second possible space to save energy would be during inactivity period
of ongoing call [17]. In the following text, we describe various scenarios to save energy
along with their results.

Scenario-1 - We use the already deployed LAN connection infrastructure along with
VoIP phones that are powered through Ethernet, thus eliminating the need to add and
power up extra Ethernet switches (PSW = 0). The power consumption is shown with a
green line in Fig. 3.8.

PV oIP1 = NTlines
PP oE (3.9)

Scenario-2 - Smart VoIP is the option where we put both the VoIP enabled Ethernet
switches and phones into sleep mode when there is no user presence. Assuming 8 hours of
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working time, 5 days per week. PV oIP2 is calculated using the values of P ′

V oIP from (3.8)
as:

PV oIP2 = P ′

V oIP (8/24) (5/7) (3.10)

Scenario-3 - The combination of VoIP phones and already deployed Internet connec-
tion infrastructure with power saving scheme defined in (3.10). The power consumption
PV oIP3 is computed.

PV oIP3 = PV oIP1 (8/24) (5/7) (3.11)

Scenario-4 - Use of softphones, i.e., devices connected to the user’s PC that consume
virtually no power, and existing Internet connection to set up voice communication. We
assume softphones do not consume any power consumption. In this case, power consump-
tion is zero (PSW = 0 , PP oE = 0).

VoIP at Politecnico

In practice, it may not be possible to offer all user a softphone. For example, some users
may be reluctant to have a softphone to be connected to their laptop. Given certain
number of users, an interesting question is then to find how many VoIP phones can be
accommodated so as to not exceed the power consumed by the equivalent PBX system
deployed at our campus. The rest of the users are accommodated with softphones that
consume no power. We assume to use the same LAN switches as in (3.9). The results of
such distribution shown in Fig. 3.9 show that about 1/3 of lines could be real VoIP phones
at each switch.

PV oIPph
(x) 6 PP ST N

PV oIPph
=

{

2.6 W V oIPphone : (x)
0 W Softphone : (NTlines

− x)
(3.12)

Comparison

Figure 3.8 illustrates graphically the power consumption of PBX and the equivalent VoIP
architectures along with the comparison between energy saving VoIP scenarios. Results
show that VoIP solutions are more energy expensive, unless aggressive power saving
schemes are in place. For example, noticeable difference in power consumption is due
to the fact that scenario 3 uses power consumption of VoIP phones only (not the switches)
and sleep mode is aggressively exploited.

3.5 Conclusion

We have identified the main lines of intervention to introduce energy efficiency in two
architectures for telephony, namely a traditional architecture and a VoIP solution. The
analyzed results suggest that the VoIP architecture is energy hungry and thus requires,
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to be competitive in terms of energy efficiency, the implementation of aggressive energy
saving schemes. Newer generation of PBX and switches might lead to completely different
results. To have a deeper analysis, we intend to differentiate the power consumption of
analog and digital phones and compare the results with newer generation of PBXs, switches
and VoIP phones. For this purpose we are currently measuring power consumption of
AASTRA’s new generation PBX, which are replacing Ericson’s PBXs installed in our
university campus.
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Chapter 4

Modeling The Interaction between

TCP and Rate Adaptation

4.1 Introduction

The increase of energy cost and the environmental concerns related to the intensive use
of energy have pushed, in recent years, the research on new solutions and technologies for
reducing energy consumption in all the fields of Information and Communication Tech-
nology (ICT). Indeed, the increase of the traffic generated by a larger population of users,
often running bandwidth intensive applications, combined with the massive diffusion of
smart phones, has enlightened that ICT [1] is consuming a huge amount of energy, and
drastic actions are needed to both reduce operational costs of the networks and make
sustainable future communications.

Among the segments of the network, the access networks have shown to be the main
responsible for energy consumption; this is due to the combination of two factors. On
the one side, the increase of link rates needed to sustain the traffic has raised the energy
consumption of links; on the other hand, at the periphery of the network, the number of
networking devices is huge. Most of the traditional networking devices present a consump-
tion profile that is very little load proportional, meaning that the devices consume, at low
load or when idle, a large fraction of what is consumed at full load. In other terms, the
energy cost of running a network depends on the capacity deployment rather than on the
actual capacity usage. This has brought to the proposal of a number of solutions based on
the use of some low consuming “sleep mode” that is entered by the devices when there is
no traffic, [18]. For instance, the IEEE Energy Efficient Ethernet 802.3az standard aims
at improving efficiency of the traditional Ethernet protocol, that requires that the trans-
mitter and the receiver remain continuously active even if there is no data to send, leading
to waste of energy (about 0.5W for 1GBase-T and 5W for 10GBase-T), by entering low
consuming sleep modes when there is no traffic. The adoption of the new standard allows
to save an amount of energy that, in the best case, i.e., when the transmission consists of
large data bursts and long silence gaps; in these case, the consumption becomes roughly
proportional to average link utilization [19].
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Sleep mode support provides quite significant reduction of energy consumption in
scenarios in which the traffic sources are very bursty with long idle periods. However, if
the traffic offered to a link is not too bursty, even if far below the link capacity, the use of
sleep mode becomes mostly ineffective [20]. In such scenarios, a quite promising approach
to save energy is “rate adaptation”. Based on the fact that less energy is needed when
lower transmission rates are used instead of high rates, the idea consists in adjusting the
data transmission rate (or capacity) according to traffic dynamics: when traffic increases,
the capacity is increased as well, but when traffic is low, low transmission rates, that
consume less energy, are used.

There is a possibility, however, that the rate adaptation mechanisms implemented in
the router negatively interact with other control mechanisms implemented at upper layers
of the protocol stack. In particular, we consider here the possible interaction between the
rate adaptation control loop and the loop implemented by TCP for congestion control [21].
The scenario is quite important, being TCP the transport protocol that carries most of
the Internet traffic. The control loop defined in TCP, i) linearly increases the amount of
traffic injected in the network when there seems to be enough bandwidth and, ii) performs
multiplicative decrease upon congestion indications, e.g., packet loss. On the opposite
side, the rate adaptation scheme at links has a control loop that is driven by the amount
of traffic injected in the network, as estimated by the queue size at links. Hence, the
data rates are adapted based on the offered load. If not properly designed and tuned,
the two control loops can negatively interact. For example, a rate reduction caused by
the rate adaptation algorithm might induce TCP to reduce injected traffic; in its turn,
the TCP traffic reduction results in a reduced offered traffic and might trigger further
rate reductions at the links. This interaction might lead, finally, to bad performance and
end-users Quality of Experience (QoE) deterioration.

Aim of this work is to investigate how these two control loops (rate adaptation and
TCP congestion control loops) interplay with each other and to look for parameter settings
that lead to high energy saving without compromising QoS. To understand the interplay
of the two control loops, we propose a fluid model analysis. We use a classical model of the
TCP Additive Increase-Multiplicative Decrease (AIMD) congestion control and combine
it with the model of two different queue-length driven rate adaptation schemes. Several
experiments are conducted through simulations to validate the results obtained from the
model. A steady state analysis and a deep investigation of the impact of parameter setting
are then performed through the proposed model.

Results show that, if not properly tuned and configured, rate adaptation controllers
can lead the system state to a configuration where links go to the minimum offered ca-
pacity, severely impairing throughput. We derive the conditions to avoid this unfortunate
scenario, and, furthermore, we show that accurate parameter tuning is required to prop-
erly minimize transients during which the system moves from low bit rate states to the
maximum bit rate. Transients can last orders of seconds, thus sensibly impairing the
download time of short lived flows. We, finally, show that, when traffic is present, savings
are possible only if the relation between energy consumption and current rate follows a
super-linear law.
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4.2 Related work

This section describes the main approaches proposed for energy efficient transmission,
followed by an overview of related work done to evaluate the impact of rate adaptation
schemes on the network performance and its interaction with TCP.

Among the first works that appeared in the literature to introduce rate adaptation at
links, [19] proposes to use a queue length based control scheme with a predefined set of
discrete transmission rates along. Similar approaches are investigated through simulation
in [22] and [23] that suggest that, to improve TCP throughput, a rate adaptation scheme
should work as traffic pacer given that the network utilizes small buffers. Whereas [24]
reports real-time measurements obtained from an hardware based Adaptive Link Rate
(ALR) system and suggests that the link rate switching time to vary from 10 ms to 100
ms with link rate switching power consumption in the range of 1 to 2 Watts. Furthermore,
the paper proposes a step-down technique to switch link rates in discrete small steps rather
than one large step to ultimate target rate; this results to be efficient in terms of switching
time and power consumption. None of the previous works includes sources that perform
congestion control.

From the perspective of modeling of rate adaptation scheme and evaluation of its
performance, in [25], a Markov model is used to describe the ALR scheme. System perfor-
mance is evaluated through the computation of packet delay and time spent in low data
rates. Traffic is assumed to follow a Poisson process, and, thus, congestion control is not
considered.

There is a considerable literature see, for example, [26], [27], [28] regarding the model-
ing of TCP’s congestion control. However, to the best of our knowledge, no work addresses
the detailed interaction of rate adaptation with TCP congestion control mechanism from
a mathematical modeling perspective. Only [29] presents some preliminary investigation
of the interplay between rate adaptation scheme and TCP congestion control mechanism,
through simulation. The results pinpoint the negative impact on QoS in the presence of
capacity scaling algorithms that reduce power consumption.

Our analysis is based on a fluid model approach, and it gives us deep insight into
the interaction between the two control mechanisms, in terms of both the steady state as
well as the transient behavior of the system in various parameter settings. A preliminary
version of our work has been presented in [30]. In this work, we extend the model to
consider different scenarios, complete the parameter sensitivity and steady-state analysis,
and we also estimate achievable energy savings.

4.3 Fluid model

The setting up of a rate adaptation scheme requires the modeling of TCP behavior. Hence,
a set of coupled Delay Differential Equations (DDEs) are derived to describe the basic
TCP evolution. We build upon the differential equations proposed in [28] that depict the
well known TCP congestion control mechanism by modeling it as a Additive Increase-
Multiplicative Decrease (AIMD) algorithm. The solution of the model provides the time
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Table 4.1. Parameters and variables

Description Symbol Value Unit

TCP congestion window W 1 : 150 packets

Queue length Q 0 : 100 packets

Estimated queue length Q̄ 0 : 100 packets

Capacity C 100 : 1000 packets/sec

Initial capacity C0 200 packets/sec

Capacity controller threshold Qoc 5 : 25 packets

Loss controller threshold Qol 20 packets

Propagation delay Ro 0.02 seconds

Delay of loss indication τ RT T seconds

Round Trip Time RT T Ro + Q/C seconds

Q̄ sampling interval (model) δm 1/1000 seconds

Control interval (simulator) δs 1/10000 seconds

Loss scaling factor Kl 1/80 −

Capacity scaling factor Kc 1 : 5000 −

Smoothing factor α 0 : 1 −

Loss rate L 0 : 1 −

evolution of TCP as well as the evolution of network parameters such as window size, queue
length and capacity. The framework uses the fluid based model, wherein the parameters
evolve as a continuous process.

We consider a generic scenario which consists of a TCP sender and a receiver connected
through a router as shown in Fig. 4.1. The TCP sender, namely the Server, sends a file
as a bulk data transfer. Since on the backward path only acknowledgements are being
sent, we model the rate adaptation mechanism on the forward path queue only. Table 4.1
reports the list of variables used.

4.3.1 Rate adaptation

We describe here the model of the rate adaptation algorithm, i.e., of the strategy with
which the transmission rate is adapted to the offered traffic. We consider schemes where
the estimation of the current offered load is obtained from the measurement of the actual
queue size as typically proposed in the literature. In particular, we focus on two slightly
different controllers: in the first one, the rate is adapted to the instantaneous queue length,
in the second one a weighted average of the queue length is used as control parameter.
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Client Server

Router

delay = 0.02s
max. data-rate = 1000×1452×8 bps

Figure 4.1. The considered topology.

Rate controller I

The idea is to design a simple rate controller that adapts the link rate according to the
instantaneous queue length evolution. In other words, the service rate or capacity, C(t),
increases (decreases) if the instantaneous queue length grows above (below) a threshold
Qoc. Based on the value of threshold, the controller can quickly move and operate at
maximum capacity and achieve minimal energy saving while maintaining high QoS (low
values of Qoc); or it can reduce energy consumption at the expense of possibly compro-
mising QoS (high values of Qoc). In control theory, this results in a simple proportional
controller. The rate controller can be modeled by:

dC(t)

dt
= Kc(Q(t) − Qoc) for Cmin 6 C(t) 6 Cmax (4.1)

where Kc represents the capacity scaling factor and Qoc the queue length threshold, with
the rate controller being bounded between minimum and maximum capacity constraints.

Rate controller II

In this case, we consider a second type of rate controller which adapts the rate to the
average queue length, and, in particular to the Exponentially Weighted Moving Average
(EWMA) queue length. The purpose is to possibly make the controller more stable by
adapting the rate to queue length variations more slowly. In control theory, this results
in an proportional integral controller.

The EWMA smooths the variations of the queue length through a smoothing factor,
α, with 0 6 α 6 1. A queue length sampling interval equal to δm is used. The value of δm

is fixed and it is set to 1/Cmax, which means the value is updated at almost every packet
transmission. Hence, as shown in [28], the equation describing the evolution of EWMA
queue length is:

dQ̄(t)

dt
=

log(1 − α)

δm
Q̄(t) −

log(1 − α)

δm
Q(t) (4.2)

where Q̄(t) represents the average queue length.
Therefore, the rate controller based on estimated queue length can be described by:

dC(t)

dt
= Kc(Q̄(t) − Qoc) for Cmin 6 C(t) 6 Cmax (4.3)
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4.3.2 TCP model

The TCP model focuses on the evolution of the congestion window size, that we denote
by W (t). We explicitly build on the work presented in [28] to which we refer the reader
for more details. We consider the congestion avoidance mechanism of TCP, since this is
what mainly determines the performance of long-lived TCP flows. Furthermore, since we
consider, as typical, a low loss regime, the time-out behavior is neglected. However, the
model could be extended to include both the initial slow start and time-out loss recovery.

The evolution of the congestion window size in congestion avoidance consists of two
parts: the additive increase of the congestion window by one MSS (Maximum Segment
Size) every RTT, and the multiplicative decrease in case of loss indication. In our case, only
losses detected by Triple Duplicate (TD) ACKs are considered. The TCP sender receives
the loss indication after τ seconds, that is roughly one RTT. Thus, a loss indication received
at time t means that a loss actually occurred in the router at time t − τ .

Similar to [28], we consider a scenario in which a Random Early Detection (RED)
queue management algorithm is used in the router. Thus, losses occur according to the
RED mechanism that depends on the queue length. Further description about RED queue
management algorithm can be found in [31]. By setting RED parameter appropriately, it
is possible to approximate also drop-tail queue management.

Let the loss rate at time t be denoted by L(t). Given TCP delay in detecting losses,
at time t, TCP perceives a loss rate equal to L(t − τ). The number of losses is thus given
by the product of the loss rate and the number of packets on the fly, that, in its turn, is
given by ratio between the congestion window size and the round trip time; the number
of losses is thus equal to L(t − τ) W (t−τ)

RT T (t−τ) .

Under the fluid model based framework, the RED queuing policy can be modeled by
making losses proportional to the average queue length, according to the following,

L(t − τ) = Kl(Q̄(t − τ) − Qol) for 0 6 L(t) 6 1 (4.4)

where L(t − τ) represents the loss rate, and Kl is the loss rate scaling factor that defines
the growth of the drop probability function in the RED queue. Qol is the loss threshold
thereafter the RED queue starts to drop packets. Similarly, Q̄(t−τ) represents the current
average queue length at time t − τ .

The evolution of the round trip time takes the following form,

RT T (t) = Ro +
Q(t)

C(t)
(4.5)

where Ro is the total propagation delay and the fraction Q(t)
C(t) corresponds to the queuing

delay measured in seconds. Similarly, RT T (t − τ) = Ro + Q(t−τ)
C(t−τ) .

Combining the above equations, the TCP congestion avoidance behavior can be mod-
eled by the following DDE,

dW (t)

dt
=

1

RT T (t)
−

1

2
W (t)

(

L(t − τ)
W (t − τ)

RT T (t − τ)

)

(4.6)
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where the derivative dW (t)
dt represents the evolution with time of the window size measured

in packets.

The differential equation that describes the queue length evolution can be written as
the difference between the arrival rate of packets at the queue, represented by the term

W (t)
RT T (t) , and the rate at which the packets are served, represented by the capacity C(t),

dQ(t)

dt
=

W (t)

RT T (t)
− C(t) for 0 6 Q(t) 6 Qmax (4.7)

The differential equation is bounded between 0 and Qmax, so that the serving of packet
occurs when the queue length is greater than zero.

4.4 Model validation

In this section we first describe the kind of results that can be obtained by the model
and provide a first analysis of them; we then validate the analytical model by comparison
against simulation results.

4.4.1 Time evaluation

The system of differential equations, (4.1), (4.2), (4.6), (4.7), is solved numerically to get
the evolution in time of the mentioned parameters. To derive a first set of results, we
choose the model parameters as follows: the initial starting capacity is C0 = 200 packets
per second (pps); Cmin = 100 pps to Cmax = 1000 pps. The capacity controller threshold
parameter is set to Qoc = 5 packets, while, the RED loss threshold is Qol = 20 packets.
The queue length is bounded in the region of Qmin = 0 to Qmax = 100 packets. The loss
scaling factor Kl = 1/80, which is equivalent to RED dropping starting at Qol = 20 packets
up to Qmax = 100 packets with the packet discard probability function taking the value of
1, when the queue length is equal to Qmax. The propagation delay is fixed to Ro = 0.02 s
and the loss delay indication factor to τ = RT T (t).

Figure 4.2 illustrates an example of the evolution of the parameters based on rate
controller I. From top to bottom, we report the capacity, window size, instantaneous
queue length, average queue length, and the loss rate. Observe that the capacity, after
some transient period, achieves, as desired, the maximum possible value. However, about
60 s are required to complete the initial transient. The congestion window size, as well
as the queue length, continuously vary in time and it oscillates, as is expected from long-
lived TCP flows mimicking the classic congestion avoidance behavior. Last two figures
represent the smoothed version of queue length (EWMA queue length) and RED loss rate
evolution. As expected, the queue length oscillates, while losses occur in bursts.

4.4.2 Validation

To validate the rate adaptation models, a simple network topology is simulated through a
discrete event simulator developed in OMNeT++. We consider the same topology as the
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Figure 4.2. Example of evolution of the parameters based on the fluid model.

one in Fig. 4.1. The two nodes, namely the client and the server, communicate with each
other using a TCP Reno connection with default TCP parameters. The communication
happens in sessions and, during a session, the client sends a FTP-like request for a file of a
given size to the server and waits for the reply to complete before sending a new request.
The simulation ends if either simulation time limit is reached, or if the number of requests
gets complete. In our case, we chose the file size to be long enough so that only one transfer
is considered, and the simulation ends due to time limit constraint, which is set to 500 s.
Simulation parameters are chosen as those used earlier for the analytical model. Thus,
nodes are connected with link capacity of 1000 pps (packet size of MSS = 1452 bytes) and
propagation delay equal to 0.02 s. The downlink, represented with the path from server
to client, is heavily loaded, whereas the uplink path is lightly loaded as it transports only
ACKs. A RED queue management algorithm is used with lower and upper bound limits
of 20 and 100 packets and linear growth of the packet discard probability from 0 to 1.
The router along the path implements the rate adaptation algorithm at queues as detailed
below.

Rate Controller I

To validate the fluid model for rate controller I presented in Section 4.3.1, we have im-
plemented the equivalent rate control mechanism on the router using the OMNeT++
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simulator. The implementation of rate control mechanism on link layer is described by
the following discrete time equation:

C(n + 1) = C(n) + K
′

c(Q(n) − Qoc)δs (4.8)

The parameters are chosen similar to the mathematical model described earlier. Further-
more, the capacity is bounded in the region of Cmin = 100 to Cmax = 1000 pps with the
initial starting capacity set to C0 = 200 pps. The δs in the simulator is the time interval
wherein the controller checks the queue condition and updates the rate, i.e., the discrete
time used to emulate the continuous time in the fluid model. We have chosen δs = 0.1 ms
to be small enough to react adequately towards the changes in queue length. This action
can be compensated if the value of K

′

c is chosen to be high enough. Indeed, the product
of K

′

cδs is equivalent to the Kc parameter used in the fluid model.

Simulation results - long flow Since the differential equation solution neglects a
number of TCP mechanisms (slow start phase, time-outs, and so on), while the simulator
has a detailed model of the TCP protocol, we expect to see some different behavior,
especially during the initial transient phase due to TCP slow start. Furthermore, the
differential equation model provides solution as continuous increments, while the simulator
works in discrete steps.

Figure 4.3 illustrates the behavior of rate controller evolution implemented using OM-
NeT++ simulator for different values of K

′

cδs along with its comparison with fluid model
based rate controller with proper value of Kc. Overall, the comparison of results shows
that the fluid model is very accurate, and follows closely the trail of capacity evolution
obtained through simulations. For Kc = K

′

cδs = 100, we observe the impact of slow start
in the simulator allows to quickly terminate the initial transient.
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Figure 4.3. Capacity controller based on instantaneous queue length.

Simulation results - short flow We now choose the file size to be small, such that
the client sends only a single request for a file and waits for a reply to complete. Thus,
unlike the previous case the request gets complete before the end of simulation time limit.
However, like before the connection gets closed due to simulation time limit constraint.
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The Fig. 4.4 illustrates the behavior of rate controller evolution implemented using
OMNeT simulator for different values of Kc along with its comparison with fluid model
based rate controller for short flow, more specifically a 10 MByte of data transfer. Observe
that the rate controller pushes its capacity to Cmin, once the file transfer completes. Again,
the results obtained through simulations validate the model quite well.
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Figure 4.4. Comparison between simulator and fluid model based rate controller I for short flow

Rate Controller II

We repeat the experiments described in previous section with the same parameters but
for the rate controller that evolves based on the EWMA queue length. The evolution of
estimated queue length is computed using the following expression,

Q̄(n + 1) = (1 − α)Q̄(n) + αQ(n) (4.9)

The parameter α represents the smoothing factor ranging between 0 and 1, where the value
α = 1 represents the case of no averaging, i.e., of instantaneous queue length. Hence, (4.8)
becomes,

C(n + 1) = C(n) + K
′

c(Q̄(n) − Qoc)δs (4.10)

Simulation results Figure 4.5 shows the behavior of rate controller based on EWMA
queue length and its comparison with the fluid model. Also in this case the simulation
results show that the model captures quite well the dynamics of capacity evolution for
different values of Kc. The usage of the average queue length has two impacts on the
evolution: i) the capacity controller changes are smoother, and ii) the initial transient the
system takes to start increasing the offered capacity is longer than when using a simpler
proportional controller. We discuss difference further in the next section.

Overall, the simulations show that the model is quite accurate. As such, in the re-
maining part of the work, we use only the model to study the properties of the system.
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Figure 4.5. Capacity controller based on average estimated queue length.

4.5 Comparison between the controllers

In this section we make a direct comparison between the performance of the two rate
adaptation controllers. To do so, we run the analytical models for 200 s and we take
the average value of the capacity in the whole period; the computed average includes the
transient phase as well as the steady state phase. Figure 4.6 shows the comparison of the
results for the two controllers, for a wide range of values of Kc.

The results show that the rate controller based on estimated queue length yields to
smoother and more stable results with respect to the rate controller based on instantaneous
queue length. While this is quite intuitive, it is important to emphasize that this smoother
behavior is achieved at the cost of larger amount of losses (see Fig. 4.7) and slower response
to queue length variations, that might, in general, in their turn deteriorate the QoS (higher
delay variance, possibility of multiple losses and therefore difficulties in reacting to losses,
and so forth). However, the differences are not that large in absolute terms. Finally, for
very large values of Kc, the controller I suffers from much larger oscillations than controller
II (see also Fig. 4.9). This turns into a decrease of the average capacity. However, looking
at Fig. 4.7, we observe a decreasing trend of the average loss rate in case of controller I
with respect to controller II.

To have better insight, we evaluate the performance of the two controllers for short
flows, i.e., for small file sizes. In this case, we evaluate the file completion time ratio,
which we define as the ratio of the file download time in a system which enables rate
adaptation to the minimum file download time that would be required in a system that runs
always at maximum capacity Cmax. Thus, a ratio greater than 1 represents a performance
degradation. We let the parameter Kc vary between 50 to 150 while keeping the other
parameters constant. The rate controller in this case evolves with initial capacity equal to
C0 = Cmin = 100, (i.e., emulating a new download that starts when the system is in idle
state). Cmax = 1000, as usual.

Figure 4.8 shows the comparison of controllers performance for small file sizes. First,
notice the possible large degradation that the adoption of rate controllers can have on
short file download times, i.e., the initial transient of the capacity controller plays a key
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role here. This slow-down reduces with the increase in file size, since the initial transient
weights less in the latter case. To reduce performance degradation for short files, larger
values of Kc are required. Looking at Fig. 4.6, we see that a choice of Kc close to 100
guarantees good performance for both short and long lived files. Second, we see that the
rate controller I (solid lines) performs better than controller II (dotted lines) for any given
value of Kc.

While, in general, the performance of the two controllers are roughly similar, the
comparison shows that controller II is slightly better for long file sizes, whereas, one would
prefer controller I for short file sizes. From now on, we use rate controller I, since rate
controller II is shown to have more performance impairments for short files.
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Figure 4.8. Performance comparison between the two controllers.

4.6 Steady state and stability analysis

The steady state analysis of the fluid model allows us to analyze the fundamental rela-
tionships between the parameters of the model. To investigate the steady state of the rate
adaptation scheme described in section 4.3.1, we derive the equilibrium condition of the
set of differential equations, (4.1), (4.2), (4.6), (4.7).
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At the steady state, assuming Q̄e − Qol > 0, when the derivatives are null, we have the
following steady states, with subscript ‘e’ denoting the equilibrium,

We =

√

2

Kl(Q̄e − Qol)
, Ce =

We

RT Te
,

Q̄e = Qe = Qoc

(4.11)

From these expressions, we observe that, as expected and as typical of TCP behavior,
the window size is loss dependent and the mean queue length settles to the value of Qoc,
that is the threshold parameter of capacity. Lastly, the capacity is scaled according to the
instantaneous offered load.

Considering that the capacity is bounded within Cmin and Cmax, we have the following
steady state equation for capacity, which basically shows two regimes:

Ce =



















min

(

We

RT Te
, Cmax

)

, for Qoc < Qol

max

(

We

RT Te
, Cmin

)

, for Qoc > Qol

(4.12)

These expressions suggest that if the control of capacity kicks in before the control of
TCP, that occurs through losses (i.e., Qoc < Qol), the capacity reaches Cmax if the steady
state capacity We

RT Te
is larger than Cmax. However, capacity is scaled according to the

instantaneous offered load. If, instead, losses occur when capacity controller has not yet
entered into play (Qoc > Qol), the TCP control loop shrinks the window, without actually
letting the capacity grow. This eventually means that the ratio W

RT T becomes smaller and,
therefore, the capacity regime is forced to stabilize at the minimum bound Cmin, given, of
course, that We

RT Te
is smaller than Cmin.

A fundamental guideline to the design of the interaction between the rate adaptation
and the TCP control loop is thus to make TCP control loop act when the capacity control
is already effective. In terms of parameter settings, this means ensuring that Qoc is smaller
than Qol.

Extending the steady state analysis to rate controller II is simple, and the conclusions
are similar to those discussed above. The only difference is that instead of the queue
length, Q settling around the Qoc, the rate controller adjusts its capacity in such a way
that the estimated queue length Q̄ settles around the value of Qoc.

To get further insights, we evaluate the stability of our non-linear model by approxi-
mating it with a linear system near the equilibrium points. The model is thus linearized
by evaluating its Jacobian matrix at steady states. We evaluate the characteristic poly-
nomial of the Jacobian matrix and utilize Routh-Hurwitz stability criterion to determine
the stability of the system. The outcome is a 4th order polynomial, which requires four
conditions to be satisfied for the system to be stable (see Appendix A for details).

Considering arbitrary values of parameters (as in the case previously evaluated with
Qe = 15, Ce = 430, Ro = 0.02, RT Te = τ = 0.0367, Kc = 1, Kl = 1/80, α = 0.002,
δm = 1/1000), all the coefficients should be greater than zero as well as satisfying all the
necessary and sufficient conditions for the system to be stable. The results demonstrate
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that the model is stable given the system has sufficient capacity to eliminate packets in
queue as described by condition I in Appendix A. Whereas condition II is always true for
any positive value of the parameters. Condition III and IV are complex to simplify and
draw a straightforward conclusion. However, in nutshell, the linearized model suggests
that the small values of smoothing factor α, Kl, and Kc contribute to achieving stability
of the system; whereas, increasing capacity way far more than the ratio Q

RT T leads to
oscillatory response and system instability.

4.7 Parameter sensitivity

We report in this section the impact of parameters on the capacity evolution considering
the case where the controller is based on instantaneous queue length, namely rate controller
I. Sensitivity analysis based on rate controller II is omitted, as the conclusions are similar
to the ones obtained from rate controller I. In the following, we vary one parameter at a
time, while keeping the other ones constant. For simplicity, the values of parameters for
each experiment is indicated in the title of the corresponding figure.

Impact of Kc The capacity scaling parameter Kc symbolizes how aggressive the capacity
controller is towards the changes of the queue length. Figure 4.9 illustrates the impact
of Kc on the evolution of the capacity, i.e., on the performance of the controller. For low
values of Kc, the rate controller is slow in reacting and reaches maximum capacity in long
times (order of several tens of seconds). Large values of Kc are therefore needed to avoid
that the TCP performance deteriorates. However, for high values of Kc, the controller
reacts much faster, but it risks to follow too closely the variations of the queue length,
as indicated by the large oscillations that can be seen in the zoomed small picture in the
same figure.

To have better understanding of the impact of Kc on QoS, we evaluate file completion
time ratio for increasing values of Kc and for varying file sizes. The results of such experi-
ment are shown in Fig. 4.10, which shows that the file completion time ratio decreases with
the increase in the value of Kc. Moreover, small file sizes pay more in terms of completion
time ratio as opposed to large file sizes due to rate controller’s inability to complete the
initial transient before the download terminates.
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Impact of Qoc The parameter Qoc is the threshold for the rate adaptation capacity
controller to scale the capacity. The value of Qoc should be chosen smaller than Qol, so
that, before losses occur, capacity is allowed to increase and possibly avoid losses; a choice
of Qoc larger than Qol would make losses trigger the congestion control of TCP before
capacity is increased and would, thus, end up forcing the capacity to its minimum Cmin,
as seen in Section 4.6. The steady state analysis suggests that the capacity controller
tries to adjust capacity such that the mean queue length is kept around the value of Qoc.
The smaller the value of Qoc is, the more aggressive the capacity controller is in pushing
capacity to its maximum, Cmax.

This is confirmed by the results of the experiments that are reported in Fig. 4.11,
representing the impact of Qoc on capacity evolution. Notice from Fig. 4.11 that the
capacity is pushed to its minimum bound for about the first two seconds. This behavior
is due to the fact that, at the beginning, some time is needed to start building up the
queue and reach the threshold Qoc. Clearly, small values of Qoc are required to avoid
performance deterioration and lead to a more reactive control that makes the capacity
grow to the maximum in a short time. Small values allow also to avoid large oscillations
in C(t). Observe also the case previously mentioned with Qoc > Qol that converges to the
case of the capacity to its minimum value.

0 2 4 6 8 10
0

200

400

600

800

1000

1200

Capacity Evolution (K
c
=100, Q

ol
=20, K

l
=1/80, R

o
=0.02, τ=RTT)

Runtime (seconds)

C
ap

ac
ity

 (
pa

ck
et

s/
se

c)

 

 

Q
oc

=5

Q
oc

=10

Q
oc

=15

Q
oc

=19

Q
oc

=20

Q
oc

=25

Figure 4.11. Influence of Qoc.

Impact of Qol The parameter Qol represents the value of the queue size at which losses
start to occur. In terms of control, since losses act as input to the congestion control loop
of TCP, Qol represents the value of the queue at which the congestion control kicks in.

The impact of the parameter Qol is shown in Fig. 4.12, that reports the capacity
evolution for different values of Qol. High values of Qol results in high values of the
TCP window size, which eventually result in long queues. As previously discussed, when
the value of Qol is large, the capacity controller can act on the capacity and reach the
maximum before losses occur, i.e., before TCP control loop enters into play. Thus, the
capacity controller becomes more effective for higher value of Qol, as the difference between
Q(t) and Qoc in (4.1) gets higher. Large values of Qol means a more reactive controller,
as shown in the figure. Notice again the case in which Qol < Qoc, that is TCP congestion
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control mechanism comes into play before the capacity controller is effective, causing the
congestion window to shrink and, eventually, the capacity to be pushed towards Cmin.
Overall, the results are similar to those shown in Fig. 4.11.
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Figure 4.12. Influence of Qol.

Relationship between Qoc and Qol To further investigate the interplay between rate
adaptation and TCP control loop, we focus on the average capacity measured from each
simulation during the initial periods of 200 s. The measure is accounting the initial
transient growth, as well as the steady state capacity. We consider the rate controller I
and let the parameter Qoc vary between 5 to 25 while keeping Qol = 20 and Kl = 1/80.
Again, the rate controller evolves based on the same values of Cmin = 100, Cmax = 1000,
and C0 = 200. Results are reported in Fig. 4.13 for different values of Kc; to emphasize
the relationship between Qol and Qoc, we report on the x-axis the values of Qol − Qoc.

We observe that the capacity reaches Cmin for Qol − Qoc < 0, whereas the region with
Qol − Qoc > 0 represents those cases in which the capacity controller reacts to the changes
of the queue length before the congestion controller kicks in. It is interesting to observe
that the value Qol − Qoc has a stronger impact on results than the value of Kc, suggesting
that the understanding of interplay between TCP and rate adaptation control loops is
extremely important; carefully controlling the interaction between the two controls allows
to achieve larger capacity, while acting on the rate adaptation alone might be useless.

Impact of Ro The propagation delay Ro makes the control loop of TCP be more or less
closely coupled with the queue and with the rate adaptation control loop. Large values
of Ro make the TCP congestion control react slowly to the queue state and this ends up
inducing oscillations to the queue length and transmission rate. We, thus, perform some
experiments in which we let Ro vary and collect the results in Fig. 4.14.

When Ro is large, the congestion window grows slowly and less aggressively, and reacts
with a large delay to losses. This implies that many losses occur in the meanwhile and
TCP ends up reducing significantly the window size. This, in turn, causes less traffic to be
injected, allowing the capacity controller to reduce the rate. Notice, indeed, that for large
values of Ro, the system is slower in reaching Cmax with increase in oscillatory behavior.
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Figure 4.13. Average capacity considering transient and steady state.
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Figure 4.14. Influence of Ro.

Impact of Kl Analogous to Kc, the parameter Kl is the loss scaling factor that rep-
resents the reactivity of the loss control. Higher values of Kl result in higher losses, and
lower TCP window sizes. A small window size, in its turn, implies less traffic and smaller
capacity. The figure has been omitted due to lack of space.

4.8 Power consumption

We now focus on understanding the relationship of rate adaptation and its effect on power
consumption with QoS. The well known power management techniques already deployed in
mobile and computing devices are Dynamic Frequency Scaling (DFS) and Dynamic Volt-
age Scaling (DVS). The first one offers linear proportionality between power consumption
and performance states, while the latter offers cubical relationship. While it is obvious
that rate adaptation provides savings in case of no traffic, the case of low, but continuous,
traffic is more complex to understand. To investigate this, we consider the above men-
tioned two common technologies that either offer a simple linear or cubic proportionality
between capacity and power consumption.
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4.8.1 Linear power model

In this section we consider linear power consumption profile P ∝ C(t), i.e., an increase of
capacity corresponds to a proportional increase of power consumption. The total power
consumption is the sum of minimum constant power consumption used by the network
device to keep it running plus the capacity dependent power consumption. Thus, we
take into account only the relative scalable proportion of power consumption as a func-
tion of capacity to represent the energy savings and ignore the minimum constant power
consumption used by the network device.

The power consumption of a system based on rate adaptation scheme is evaluated
using the following expression,

Pl =
Pmax

Cmax

∫ t

0
C(t)dt (4.13)

where Pmax represents the maximum value of power consumption and the integration
limit from 0 to t represents the time to transfer a given amount of data with a given
rate controller. To evaluate the amount of saved energy, we compare it with a traditional
system with constant maximum capacity to transfer the same given amount of data in t′

seconds, where t′ 6 t. This can be expressed as,

P1 =

Pmax

Cmax

∫ t

0
C(t)dt

∫ t′

0
Pmax dt

=

Pmax

Cmax

∫ t

0
C(t)dt

Pmax

(

∫ t
0 C(t) dt

Cmax

) = 1 (4.14)

This result suggests that under a linear power consumption profile rate adaptation is
ineffective in saving energy while it degrades the performance in terms of QoS. Indeed,
the same amount of data is transferred at a lower rate (and hence at a lower consumption)
but takes longer to be transferred.

4.8.2 Cubic power model

We now consider a power consumption as a cubic function of capacity, P ∝ C3(t), con-
sidering again only the scalable portion of power consumption, in percentage so that a
hundred percent of power consumption corresponds to maximum utilization of capacity
for a specified duration. In case of idle state, where the controller’s capacity is pushed
to Cmin, this accounts to about 1% of power consumption using cubic profile, besides the
independent minimum constant power consumption used by the device.

The power consumption with a cubic profile can be represented as,

Pc =
Pmax

C3
max

∫ t

0
C3(t)dt (4.15)

Similarly to what done above, we compare the power consumption using cubic profile for
a given amount of data to transfer to the power consumption obtained using a constant
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capacity Cmax to transfer the same amount of data. We have,

P2 =

Pmax

C3
max

∫ t

0
C3(t)dt

Pmax

(

∫ t
0 C(t) dt

Cmax

) × 100 (4.16)

The denominator as in (4.14) represents the amount of energy needed by the non energy
aware solution to transfer the data.

To better visualize the amount of power consumption, we consider the model based on
rate controller I and let the parameter Kc vary between 1 to 100 while keeping Qol = 20,
Kl = 1/80. We again evaluate the file completion time ratio and its equivalent power con-
sumption in the form of percentage using cubic profile for varying file sizes and increasing
values of Kc. Again, the rate controller evolves based on the same values of Cmin = 100,
Cmax = 1000, C0 = 200 and Qoc = 5.

Figure 4.15 shows the relationship between the file completion time ratio and power
consumption in percentage using cubic profile. The results show the direct relationship
of QoS with power consumption for increasing values of Kc, and as a result show better
performance but less energy savings. Whereas the rate controller is less reactive for lower
values of Kc, and thus shows higher savings at the expense of performance degradation.
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Figure 4.15. Power consumption behaviour versus completion time.

4.9 Conclusion

We have proposed a mathematical model to analyze the interaction between TCP conges-
tion control and rate adaptation schemes implemented at the routers with the objective
of saving energy. The model is based on differential equations and simulation experiments
have validated the models as being accurate and suitable to predict the system perfor-
mance. The model accurately approximates TCP behavior despite the fact that a number
of TCP mechanisms, like timeouts and slow start, were disregarded.

Results indicate that the interaction between the rate controller and TCP is quite
critical, and improper setting of the parameters might lead to bad performance. It might

53



4 – Modeling The Interaction between TCP and Rate Adaptation

indeed happen that low rates are used in the router, with corresponding low through-
put for the connection. Fine tuning of the rate controller parameters is needed. When
properly tuned, the controller can be stable, leading to high capacity when needed with
good resulting performance for TCP, confirming that rate adaptation can reduce energy
consumption while maintaining high QoS, but at the cost of careful mechanism design.
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Chapter 5

General Conclusion

In this thesis, we have successfully solved the problem that ISPs face by designing a
machine learning tool to, (i) automatically create proper threshold for each class using
real time measurement data, and (ii) instantly suggest the expected stable bandwidth.
However, careful selection of proper training set and attributes are required. Training
time, number of hidden layers and neurons, architecture etc. are some of the other factors
that impact the performance of NN. In future, we intend to work with the ISPs to observe
how accurate is the prediction of the NN when applied to the actual users lines. Later,
compare its accuracy with the ones obtained by other methods.

In the second part of the work, we have shown that the plain VoIP solution consumes
more power as compared to equivalent PSTN solution through real power consumption
data. However deploying VoIP is simplest, same switches are used for data and voice
services. Moreover, we highlight that VoIP solution has the flexibility to be made energy
efficient by adding some sort of energy-wise schemes. Through various energy saving
schemes we have highlighted the possibility to reduce the power consumption of VoIP
system to a level approximately equal to PSTN solution. Furthermore, optimized VoIP
solution provides an additional capability of data services besides voice services at the
same cost of power consumption. Newer generation of cisco VoIP switches and PBXs
are yet to be deployed at our campus and we intend to compare the results with newer
generation of PBXs, VoIP switches and phones.

In the third part of the work, we have shown that our designed fluid model based rate
adaptation model validates through simulation experiments can be used to predict the
behavior of system. The steady state analysis provide some sort of good insight about
the interaction between TCP and rate adaptation scheme and results indicate that the
interaction between the rate controller and TCP is quite critical. Thus, improper setting
of the parameters might lead to bad performance. Finally, the controller is flexible and
based on parameter settings can operate to provide aggressive energy saving or minimal
energy saving while maintaining high QoS. As a future work, we plan to extend the model
to support other queue management schemes as well as capture the dynamics of stochastic
behaviour.
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Appendix A

Linearization of the model

We re-write the set of differential equations (4.1), (4.2), (4.6), (4.7) in the following form,

Ẇ = f(W, Q, Q̄, C) =
1

RT T (t)
−

1

2
W (t)

(

L(t − τ) W (t−τ)
RT T (t−τ)

)

Q̇ = g(W, Q, Q̄, C) =
W (t)

RT T (t)
− C(t)

˙̄Q = h(W, Q, Q̄, C) =
log(1 − α)

δm

Q̄(t) −
log(1 − α)

δm

Q(t)

Ċ = i(W, Q, Q̄, C) = Kc(Q(t) − Qoc)

Note that for W (t) ≫ 1, as in [32], the delay term can be ignored, thus W (t − τ) ≈ W (t),
similarly assuming RT T (t − τ) ≈ RT T (t) and Q̄(t − τ) ≈ Q̄(t). Finding the Jacobian
matrix of the system,

J(W,Q,Q̄,C) =
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Evaluating at operating points (We, Qe, Q̄e, Ce) and substituting, Kl(Q̄e − Qol) = 2
We

2 , we
have,























− 2
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0 − W 2
e Kl

2 RT Te
0

1
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From equation (4.11), substituting We = Ce RT Te,























− 2
Ce (RT Te)2 0 −Ce
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Evaluating the characteristic polynomial of the Jacobian matrix,

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

−
2

Ce (RT Te)2
− λ 0 −

Ce
2 RT Te Kl

2
0

1
RT Te

−
1

RT Te
− λ 0 Qe

Ce RT Te
− 1

0 −
log(1−α)

δm

log(1−α)
δm

− λ 0

0 Kc 0 −λ
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∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= 0

Simplifying the above, we get,

λ4 +

(

−
log (1 − α)

δm

+
1

RTTe

+
2

Ce RTTe
2

)

λ3 +

(

Kc +
2

Ce RTTe
3

−

log (1 − α)

RTTe δm

−

2 log (1 − α)

Ce RTTe
2 δm

−

Kc Qe

Ce RTTe

)

λ2 +

(

−

Kc log (1 − α)

δm

+

2 Kc

Ce RTTe
2

−

2 log (1 − α)

Ce RTTe
3 δm

−

2 Kc Qe

Ce
2 RTTe

3
−

Ce
2 Kl log (1 − α)

2 δm

+

Kc Qe log (1 − α)

Ce RTTe δm

)

λ +

(

−
2 Kc log (1 − α)

Ce RTTe
2 δm

+

2 Kc Qe log (1 − α)

Ce
2 RTTe

3 δm

)

= 0

Thus we have the form,

λ4 + a3λ3 + a2λ2 + a1λ + a0 = 0

According to Routh-Hurwitz Stability Criterion, the following conditions must be satisfied
for the 4th order characteristic polynomial to be stable. To simplify the approximation,
we arbitrarily choose to fix α = 0.002 and δm = 1/1000 as constant, so that the factor
log(1−α)

δm
= −2. While assuming Ce, Qe, RT Te, Kc, Kl take positive values. We have,

Condition I

a0 > 0
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(

−
2 Kc log (1 − α)

Ce RTTe
2 δm

+
2 Kc Qe log (1 − α)

Ce
2 RTTe

3 δm

)

> 0

(

4 Kc

Ce RTTe
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a2a3 − a1 > 0
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