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- Automatic execution of service chain 
- Automatic delivery of finished science product to desktop 

First experiments being conducted under auspices of 
Opengeospatial Consortium (OGC) Webservices Phase 4 
(OWS-4) testbed 

Sensor Planning Service (SPS) details 
availability of sensor (whether in-situ or 
provides automatic means for user to task sensor 
Sensor Observation Service (SOS) provides observation 

Web Processing Service (WPS) classified desired features 
Web Coverage Service (WCS) places features on map 
provided by Web Map Service (WMS) 
Language such as SensorML used to self-describe sensor 
capabilities and availability, thus enabling discovery of 

Other services as depicted on next slide fill in the 
architecture to allow the general array of services to work 
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e That Drives - SPS Includes 
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P\dd.~~SNAmes Unmanned ~ e r i i - 8 ~ s ~ e m  (UAS) 
to sensor web with services (see next two slides) 
Add a standardized set of sub-sewices to enable the 

$ i i m P S  ,l,f.2rJL^Tt. 
to be reconfigured in a plug and play manner 

-%&%se f&s! - Instrument Markup Language (IML) to control 
'rt-7 .+,L%, &$&, k arious sensors , ktp+:,, 
,. * *%reate a variety 
: 'the already avail 

EO-I such as thermal, clouds, floods, ice, etc. 
emonstrate ease of tas 





Data volume is greatly reduced since only virtual 
products stored and desired products produced on- 

Glossat y. 

m 
DSS - D$gision Support System 

ebRIM - Enterprise Business Registry InformJon 

sOS - SensQr Observation service 

CSW - Catatag Senrioes for  the Web 

SPS - Sensor Planning SewiGe 

GMSEC - Goddard Mission Services Evolution 
Center 

WCS - Web Coverage Service 

IML - Instrument Markup Language 

WCTS -Web Coordinate Transformation Service 

SAS - Sensor Alert Service (PubISub) 

WFS -Web Feature Service 

WMS -Web Map Service 
2 
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Flight Executive (cFE), an 
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cFE provides a framework that 
simplifies the development and . 
integration of applications 

l Layered Architecture -software of a r 
la er can be   hanged without 
a#ecting Re  software of otherlayers 
Components communicate over a 
standard messa e-oriented software 
bus, therefore, eliminating the need to 
know the details of the lower layers of 
inter-networking. 

l Software components can be 
developed and reused from mission 
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to mission. 
Developed by Flight SW Branch at 



4dvantages of SOA for Space 
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' Networked standardized interface LUI 11 I~LLIUI la, IUUJPI~ L,V 
% >  - - Components connected at run-time 
' : Enables discovery of services 

Hides details of how service performed (encapsulated implementation) 
" , Fault tolerant 

- Since connection occurs at run-time, if service not available, a component can 
find or "discover" an alternative service and if unavailable, can connect to 
another instance of the service if available - Troubleshooting is easier because information is provided at component and 
services level 

Highly reusable 
- Standardized, networked "plug and play" interfaces 

Scalable - Interactions between services and clients independent of location and numbers 
Sustaining engineering for constellation simplified 
- Can initiate new instance of service or alternative service and then 

d~sconnect old servlces 
Taken from: Hartman, Hoebel; "Lightweight Service Architectures for Space Missions", 

SMC-IT 2006, Pasadena, Ca 

"ey Capabilities Implemented to Enable EO-1 
Sensor Webs & Support "Backend" of SPS 



riow EO-I Sensor Web Experiments 
. . Conducted . . . 


