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Source of Acquisition
NASA Goddard Space Flight Center

Large Incidents - August 22, 2003

Terra (MODIS)

Sensor Planning
Services (SPS)
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* Lower cost of new Earth science products by:
— Sharing open source science algorithms

- Creating standard interfaces for tasking sensors via a
service oriented architecture

-~ Making sensor capabilities, data sources and algorithms
discoverable on the Internet

- Allowing users to create new algorithms out of existing
algorithm components
 Enable rapid and cost-effective reconfiguration of
new sensor webs via this architecture




Current Way Vision for New Way
Method to develop new Custom Open source building
algorithms blocks
Interoperability Low High
Time to create & implement Months Minutes
new algorithms/service chains
Cost to create & implement High Low
new algorithms/service chains
Data storage and transfer High: Store/archive |Modestto Low: Filter
requirements and transfer all and transfer only
sensor data needed features;
archive virtual products
Ease of finding and reusing Difficult Easy with automatic
existing algorithms discovery

Flrs@Sensor Web Experiment with EO-1

I_VJlonaI Priocity Wildfires:

Fire location confirmed
and selected for'i lmagu,agm.

Science Goal qu:tor

Identify NIFC-tracked s -
adds target to EO-

Wildfire Incidentsffj ~
Large Incidents - August 21, 2003 - grg::‘;l‘gdal‘ﬂ?r?grb't Ianl f

tasks EO-1

6 Correlate iéieét fire
location information

l!vith MODIS imagery

Aqua or Terra
MODIS data




Burned Area
Reflectance
Classification
(BARC) map -

used by Forestry
Service to efficiently
rehabilitate burned
areas

Assessment

Planning and

Implementation
Dowmlink data

Perform Level 0
processing

Perform Level 1
processing

tinps the Features Were Correlated or
erimos d-on I\/Iaps_

Burned areas — red
Unburned areas — green
Burn perimeter —blue _ S >~

MODIS Rapid Response i~
Active Fire Detections Map -




€8ded fo Implement Horizontal Sensor Data Fusion
Multlple Sensors suc%as for This Set of Images
if

rnia Wildfires -

Assets used:
* EO-1
« SPOT
* Aqua & Terra (MODIS)
 Terra (ASTER)
* Landsat 5
Landsat 5 * MASTER

* Aircraft (ER-2) based

MODIS & ASTER
» AirDas

Cedar/Paradise 2 {\irborne intrared

SPOT. »Si Disaster Assessment
System

AirDAS

Targets loaded to EO-1 tasking
website and ultimately uplinked
to EO-1 on-board planning &
scheduling system (CASPER) &

On-board
thermal
detection
algorithms
Univ of Hawaii Volcano 2 ;
Alert Webpage o Re-image in <8
s hours
e 40 Create browse
" images on-board
Q D/L to Hawaii

ASPEN monitors
volcanic “hot spots”
from MODIS, AVHRR
imagery & Insitu
sensors

In Situ Networked Sensors
Kilauea, Hawaii ...




gt How We Would Like to Do It

e The previous slides depicted a sensor webs that operated in
slow motion and were manpower intensive to coordinate
images and assemble finished science products

* The following slides are how we would like to do this same or
similar processes
— Discovery of data availability and algorithm availability
— Automatic tasking of sensors
— Easy specification of algorithm service chain
— Automatic execution of service chain
— Automatic delivery of finished science product to desktop
« First experiments being conducted under auspices of

Opengeospatial Consortium (OGC) Webservices Phase 4
(OWS-4) testbed

hieT@d. From Details By Services

« Sensor Planning Service (SPS) details or capability and
availability of sensor (whether in-situ or on-orbit) and
provides automatic means for user to task sensor

« Sensor Observation Service (SOS) provides observation
data to user

* Web Processing Service (WPS) classified desired features

« Web Coverage Service (WCS) places features on map
provided by Web Map Service (WMS)

 Language such as SensorML used to self-describe sensor
capabilities and availability, thus enabling discovery of
services

+ Other services as depicted on next slide fill in the
architecture to allow the general array of services to work
together




EO-1 Sensor Web Enablement (SWE) Experiment with OGC Standards
= 250 Science Product [;
R ST Wizard :
fRSCe Catalog Service “Dj " o
| . for Wegb (csw) 1 “Discover’ Geospatial Model g
Register” | | & Geospatial i
, [ » | Decision Support N
| Tﬁl.s.'fr.n_l | 2 ,‘TaSk System §
1 o
| -
= | “Register r
g | 4 “Order” I
1
g Google Maps :
= § ESRI ArcIMS 1
&2 : i Community 1
ol Mapbuilder(0GC) [ |
5|8 24 | Service(SAS) B o b 1
g 5 2 Sensor Planning}*| I
@ | 2|88 7 service(sPs) P 1
- e Service I
e Service(WFS) 1
1
3 X Sensor
||Y'6["| observation | :
| Sservice(s0s) | Lo
& ‘GEOTIFF
utm
EO1.GEOBLIKI
from WFS
{0:SAS "
ebRIM — Enterprise Business “ iha S\/i avas”?
Registry Information Model 6 “Subscribe 5“View

Tasking EO=1 Sensorsi{OGC OWS-4Demo)

EO1 Tasking
Use crasehalr tocito sehectlatteng from the map

EO1 GeoBlild

setings connections Keout

ek rcer whire>

A rew ED1 hyperion image has been gensrated for Trea [EDC/N] S654(
00 Toe A 22 19:45:20 UTC 2006 Links a8 456 0 £ Homs

Site

Latirede-166322

Longtuds= 15154

EO1 Feasthilties ¢ yptions

jaeanda
Backtotarhing My Taske

Posted burperiin I Tags oty birericn Ly comments Vour EO1 Day tasking feasibiiies options are:

Day 244 UTC 20060001 10:05:00 SZA 2982 Type WEST Cost $1320 10 (shew weather)
Day: 245 UTC. 0050903 (8 4500 SZA. 34 16 Typs EAST2 Cost: $1480 76 (sherw weathan

bred snireey wbinrecs Day 243 UTC 205096 100500 SZA 2874 Type VEST Cost $1079.43 {show weatheq

Dag 251 UTC. 20080905 03.47-00 SIA° 3415 Type. EAST2 Cost $B74.30 (chew sesthe)
A nzw EO1 4 mage has been genzrated for Tiva [(DC/N] 56540
o0 Tua Aug 22 19.45:28 UTC 2006 Links &8 8L 0rE91
Home Shie

Latrude-16 6322

Longrude-15154

Oay: 254 UTC. 0050311 10,07 00 SZA 2771 Typa WEST Cost §637.42 (show westhan)
Dy 29 UTC: 200503 13 03.48.00 SZA 3221 Type EAST Cost §51631 {zhow weather)
Dy ZBUTC 05016 10030 SIA 2676 Typs WEST Cost $ 37639 (show westher)

Day. 261 UTC 2005081809 4300 SZA 3133 Type EAST2 Cost § 304 83 (show weatteq
Dy 264 UTC. 200503-21 10:09:00 SIA Z5.92 Type: WEST Cost $ 2225 (show wasther)
Day. 265 UTC: 200603 3036000 SZA 355 Typs EASTZ Cost § 18003 {show westheg 12

Posted In 411 | Tags atl <3 Lue com

' EO-1 Tasking Menu Selecti

retum to main page




get E‘ij-.User Scgenario.for OWS-4

« Department of Homeland Security (DHS) analyst requests satellite
imagery in disaster area to validate potential site. Catalog returns EO-1
as possible source via Catalog Services for the Web (CSW):

- Access to high resolution EO-1 data is granted based on user/role
permission

« No data is available, so satellite tasking is required and achieved (at no
cost to DHS via SPS service).

« Analyst is notified via instant message that Hyperion/AL| data products
are available. High resolution imagery is retrieved via SOS, WCS and
WFS services.

processed
science
data

Science

Processing engineering

requests SOA Users

data St
; myees daily goals note that engineer and
mission planner removed|

Science

!
data Processing

E‘:.‘."E-—_—-———;—_.— >




Overflight .., - CASPER Planner

Times —response in 10s of minutes

*, Plans of Activities

4
£ High level
* (high level)

SI/C State
[nformation

L2 — Model-based
Mode Identification &
Reconfiguration SCL - response in seconds with rules, scripts

. 0 i Autonomous
SIC State (,:v’v"g“f;)s Sciencecraft
.....‘.....‘..‘l..Q"‘.........'.‘.O.l.......' 0000000000 OCCNOLODOLOLROLOS
EO 1 Conventional Flight Software Conventional

reflexive response Systems

Control Signals
. (very low level)

Spacecraft Hardware

Sensor Telemetry
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» Add NASA/Ames Unmanned Aerial System (UAS)
to sensor web with services (see next two slides)

« Add a standardized set of sub-services to enable the
SPS to be reconfigured in a plug and play manner

e Use Instrument Markup Language (IML) to control
various sensors

 Create a variety of WPS as standard services from
the already available onboard classifiers used on
EO-1 such as thermal, clouds, floods, ice, etc.

« Demonstrate ease of tasking and coordination of
multiple assets via SPS’s ;




12-Channel Wildfire Scanner S ecifications

Channel 1:  0.42 - 0.45 um
Channel 2:  0.45 -0.52 um
Channel 3: 0.52-0.60 um
Channel 4:  0.60 - 0.62 um
Channel 5:  0.63 - 0.69 um
Channel 6: 0.69 -0.75 um
Channel 7:  0.76 - 0.90 um
Channel 8: 0.91-1.05um
Channel 9: 1.55-1.75 um

Channel 10: 2.08 - 2.35 um

Channel 11: 3.60 - 3.79 um (VIIRS M12)

Channel 12: 10.26 -11.26 um (VIIRS M15)
FOV: 42.5 or 85.9 degrees (selectable)
IFOV: 1.25 mrad or 2.5 mrad (selectable)

IRAP 4ok

Spatial Res.: 3 - 50 meters (altitude dependanﬂ

detects.

« Activities in plan with AIST Pls

for Sens
and EO-1. e

=E

P

#1
Take off
from GA/
El Mirage.

At the request of California

Gov. Schwarzenegger, the
| FAA issued an emergency
N COA to fly the Altair UAS
¥ with the NASA WRAP
payload into civilian
"1 airspace to support the
| Esperanza Fire incide

« Targeting input from NIFC, MODIS Rapid Response, and GOES.
. Onboard, real-time geolocation and product generation for both imagery and fire

. Browse and fire detects available via Google Earth interface within ca. 4 minutes.
« CallVal coordination with MODIS Land Team and CEOSLPV

wininiy Wildfire Rseareh

General Atomics Altair UAS

Also compatible with the GA Mariner,
Predator-B & Cessna Caravan C208.

#2
Climb to
altitude using
Edwards AFB

Esperanza
Fire
96 images collected

\ (including conincident
with MODIS). _«




»~Conclusion.

-

- Integrating sensors with open source, interoperable
reusable science services facilitates the vision of
Global Earth Observing System of Systems

- Creating these open services, lowers the cost of
performing science analysis and creating new
methods

« With the OGC or similar standards, any set of
sensors can become a virtual sensor web

« Data volume is greatly reduced since only virtual
products stored and desired products produced on-
demand

19

Ay
> Glossary-

BPEL — Business Processing Execution Language

DSS -- Decision Support System

ebRIM -- Enterprise Business Registry Information
Model

SOS — Sensor Observation Service
CSW - Catalog Services For the Web
SPS - Sensor Planning Service

GMSEC - Goddard Mission Services Evolution
Center

WCS - Web Coverage Service

IML — Instrument Markup Language

WCTS ~ Web Coordinate Transformation Service
SAS — Sensor Alert Service (Pub/Sub)

WFS — Web Feature Service

WMS — Web Map Service

WPS — Web Processing Service

20
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Backup Slides

Uhdeglying "Plug and Play” Message Bus

' Arch|tecture-- Goddard Mission Se:vnces
ion Center GMSEC)

GMSEC architecture
provides a scalable and
extensible ground and
flight system approach

+ Standardized messages
formats

Plug-and-play
components

Publish/Subscribe
protocol

Platform transparency

ST5 first mission to be
totally GMSEC compliant

More info at: [ ﬁéﬂgl
http://lgmsec.gsfc.nasa.qov \—-g@]\

i
N\

22
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Usage Key:

e

T — gt Sage " Comnent
reos | # T
o |
i ——| Pt — — ||
= | || == =
& —"?Z"'_i]‘ 2
= =

| it

GMSEC approach gives users choices for the components in their system. The ST-5
mission rapidly selected key components from the GMSEC catalog.

23

#Core Flight Executive (cFE), an
Extensionfor GMSEC for Flight SW
cFE provides a framework that = ‘ .

simplifies the development and
integration of applications

« Layered Architecture — software of a
layer can be changed without /
affecting the software of other layers = fii-

« Components communicate over a '
standard message-oriented software
bus, therefore, eli

_ Middieware o
% /

ST f

Time, Events, Tables cFE Services |

eliminating the need to |

know the details of the lower layers of /S 98 abetniin, ~ = /f'
inter-networking. / Device Abstraction oo - /
» Software components canbe | St /
{jeve_loped and reused from mission / /051 /se /0sn | Operating Systems |
0 mission. ~ = L —1
. , . e - . - /
. 893\I/:ec|:oped by Flight SW Branch at /  gpeontus dan S—
B > \. — - S— - J
+ To be used on LRO HW
« More info at: il

http://gmsec.gsfc.nasa.gov

24

Messaging /

12



e A8El§ors .

Networked standardized interface connections, ioosely coupled
— Components connected at run-time

« Enables discovery of services

« Hides details of how service performed (encapsulated implementation)

» Fauit tolerant

- Since connection occurs at run-time, if service not available, a component can
find or “discover” an alternative service and if unavailable, can connect to
another instance of the service if available

— Troubleshooting is easier because information is provided at component and
services level
» Highly reusable
— Standardized, networked “plug and play” interfaces
» Scalable
~ Interactions between services and clients independent of location and numbers
- Sustaining engineering for constellation simplified
— Can initiate new instance of service or alternative service and then
disconnect old services .

Taken from: Hartman, Hoebel; “Lightweight Service Architectures for Space Missions”,
SMC-IT 2006, Pasadena, Ca

#"Advantages of SOA for Space

transfer and automated |
| product genaration {

7, . iy

= mﬁb 5
= o Ty er to EDO! 2
@S, = ’
e = — = R
} RS =]
| = Automated {oad generation = Automated maneuver and Image » Automated meta data {
. a Automated real-time uplink generation for Individual targets = Science data generation 14
% © Broadcast algorithm results = Acquisition tracking reporting
e & et T o Bl | T N K S SO [ S S
e ats Babali ‘ fmooe Target
Requests T T st i
i A $ { - — e = _,.,’I
Wiismet - Monltors ground sensors f i L Do }
e B e
| Teast cloudy altemats targets | Spacecrait Health and Sataty |

_ User Interface auto-sorts and prioritizes tasking |
requests and bullds goal file for upload $ |

13



arious EO-1 Sensor Web Experiments
.Conducted

Groumk

MOPSS: Mission Operations Pla;
gt i Shaiing SyRam(eec)
huu%mmiul s SGM: Sciance Goal monitor{8SFC)
mm".ﬁm ASPEN: Planning & schduling (IPL)

EPOS: Easth Phenomena Observing
System - Cloud screening (Draper)

On-board:

IS (e st ) ASE: Autonomous Scienoscraft

1‘7 fires, n'l:u'}m%d Experiment (JPL)

g0, usad for flood detection  Livingstone (Ames)

MODVOG 7, of Harwvall =

Rapicira(Uriv. of Md.) J Onboard diagnostic ool

Dartrmouth Food Observatory
Communication infrastructure:
Cellular based architecture for
using phassd array entennas (GSFC,GRC,
Ga Tech, Univ. of Colorack)

GOES/DMSP used for cdloud
screening near real-time




