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Abstract: We report a measurement of the time-dependent ratio of $D_0 \to K^+ \pi^-$ to $D_0 \to K^- \pi^+$ decay rates in $D^{*+}$-tagged events using 1.0 fb$^{-1}$ of integrated luminosity recorded by the LHCb experiment. We measure the mixing parameters $x' = (-0.9 \pm 1.3) \times 10^{-4}$, $y = (7.2 \pm 2.4) \times 10^{-3}$, and the ratio of doubly-Cabibbo-suppressed to Cabibbo-favored decay rates $RD = (3.52 \pm 0.15) \times 10^{-3}$, where the uncertainties include statistical and systematic sources. The result excludes the no-mixing hypothesis with a probability corresponding to 9.1 standard deviations and represents the first observation of $D_0 - D_{\overline{0}}^{-}$ oscillations from a single measurement.
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We report a measurement of the time-dependent ratio of $D^0 \rightarrow K^+ \pi^-$ to $D^0 \rightarrow K^- \pi^+$ decay rates in $D^{*+}$-tagged events using 1.0 fb$^{-1}$ of integrated luminosity recorded by the LHCb experiment. We measure the mixing parameters $\chi^2 = (-0.9 \pm 1.3) \times 10^{-4}$, $y^f = (7.2 \pm 2.4) \times 10^{-3}$, and the ratio of doubly-Cabibbo-suppressed to Cabibbo-favored decay rates $R_D = (3.52 \pm 0.15) \times 10^{-3}$, where the uncertainties include statistical and systematic sources. The result excludes the no-mixing hypothesis with a probability corresponding to 9.1 standard deviations and represents the first observation of $D^0 - \bar{D}^0$ oscillations from a single measurement.

In the analysis described in this Letter, $D^0 - \bar{D}^0$ oscillations are observed by studying the time-dependent ratio of $D^0 \rightarrow K^+ \pi^-$ to $D^0 \rightarrow K^- \pi^+$ decay rates [17]. The $D^0$ flavor at production time is determined using the charge of the soft (low-momentum) pion, $\pi^+_s$, in the strong $D^{*+} \rightarrow D^0 \pi^+_s$ decay. The $D^{*+} \rightarrow D^0 (\rightarrow K^- \pi^+) \pi^+_s$ process is referred to as right-sign (RS), whereas the $D^{*+} \rightarrow D^0 (\rightarrow K^- \pi^+) \pi^+_s$ is designated as wrong-sign (WS). The RS process is dominated by a Cabibbo-favored (CF) decay amplitude, whereas the WS amplitude includes contributions from both the doubly-Cabibbo-suppressed (DCS) $D^0 \rightarrow K^+ \pi^-$ decay, as well as $D^0 - \bar{D}^0$ mixing followed by the favored $D^0 \rightarrow K^+ \pi^-$ decay. In the limit of small mixing ($|x|, |y| \ll 1$), and assuming negligible CP violation, the time-dependent ratio, $R$, of WS to RS decay rates is approximated by [10]

$$R(t) \approx R_D + \sqrt{R_D} y \frac{t}{\tau} + \frac{x^2 + y^2}{4} \left(\frac{t}{\tau}\right)^2,$$

where $t/\tau$ is the decay time expressed in units of the average $D^0$ lifetime, $\tau$, $R_D$ is the ratio of DCS to CF decay rates, $x' = x \cos \delta + y \sin \delta$, $y' = y \cos \delta - x \sin \delta$, and $\delta$ is the strong phase difference between the DCS and CF amplitudes.

The analysis is based on a data sample corresponding to 1.0 fb$^{-1}$ of $\sqrt{s} = 7$ TeV $pp$ collisions recorded by LHCb during 2011. The LHCb detector [18] is a single-arm forward spectrometer covering the pseudorapidity range $2 < \eta < 5$, designed for the study of particles containing $b$ or $c$ quarks. Detector components particularly relevant for this analysis are the silicon Vertex Locator, which provides identification of displaced, secondary vertices of $b$- and $c$-hadron decays; the tracking system, which measures charged particles with momentum resolution $\Delta p/p$ that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c, corresponding to a typical mass resolution of approximately 8 MeV/$c^2$ for a two-body charm-meson decay; and the ring imaging Cherenkov detectors, which provide kaon-pion discrimination.

**Meson-antimeson oscillations are a manifestation of flavor changing neutral currents that occur because the flavor eigenstates differ from the physical mass eigenstates of the meson-antimeson system. Short-range quark-level transitions as well as long-range processes contribute to this phenomenon. The former are governed by loops in which virtual heavy particles are exchanged, making the study of flavor oscillations an attractive area to search for physics beyond the standard model (SM). Oscillations have been observed in the $K^0 - \bar{K}^0$ [1], $B^0 - \bar{B}^0$ [2], and $B_s^0 - \bar{B}_s^0$ [3] systems, all with rates in agreement with SM expectations. Evidence of $D^0 - \bar{D}^0$ oscillations has been reported by three experiments using different $D^0$ decay channels [4–8]. Only the combination of these measurements provides confirmation of $D^0 - \bar{D}^0$ oscillations, also referred to as charm mixing, with more than 5σ significance [9]. While it is accepted that charm mixing occurs, a clear observation of the phenomenon from a single measurement is needed to establish it conclusively.

Charm mixing is characterized by two parameters: the mass and decay width differences, $\Delta m$ and $\Delta \Gamma$, between the two mass eigenstates expressed in terms of the dimensionless quantities $x = \Delta m/\Gamma$ and $y = \Delta \Gamma/2\Gamma$, where $\Gamma$ is the average $D^0$ decay width. The charm mixing rate is expected to be small, with predicted values of $|x|, |y| \lesssim O(10^{-2})$, including significant contributions from nonperturbative long-range processes that compete with the short-range electroweak loops [10–13]. This makes the mixing parameters difficult to calculate and complicates the unambiguous identification of potential non-SM contributions in the experimental measurements [14–16].
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Events are triggered by signatures consistent with a hadronic charm decay. The hardware trigger demands a hadronic energy deposition with a transverse component of at least 3 GeV. Subsequent software-based triggers require two oppositely-charged tracks to form a $D^0$ candidate with a decay vertex well separated from the associated primary $p p$ collision vertex (PV). Additional requirements on the quality of the online-reconstructed tracks, their transverse momenta ($p_T$) and their impact parameters (IP), defined as the distance of closest approach of the reconstructed trajectory to the PV, are applied in the final stage of the software trigger. For the offline analysis, only $D^0$ candidates selected by this trigger algorithm are considered.

The $D^0$ daughter particles are both required to have $p_T > 800$ MeV/c, $p > 5$ GeV/c, and $\chi^2(\text{IP}) > 9$. The $\chi^2(\text{IP})$ is defined as the difference between the $\chi^2$ of the PV reconstructed with and without the considered particle, and is a measure of consistency with the hypothesis that the particle originates from the PV. Selected $D^0$ candidates are required to have $p_T > 3.5$ GeV/c and are combined with a track with $p_T > 300$ MeV/c and $p > 1.5$ GeV/c to form a $D^{**}$ candidate. Contamination from $D$ mesons originating from $b$-hadron decays (secondary $D$) is reduced by requiring the $\chi^2(\text{IP})$ of the $D^0$ and of $\pi^+_s$ candidates to be smaller than 9 and 25, respectively. In addition, the ring imaging Cherenkov system is used to distinguish between pions and kaons and to suppress the contamination from misidentified singly Cabibbo-suppressed decays are determined in each decay time bin using fits to the shapes of the three charged particles and the known $D^0$ and $\pi^+$ masses [19]; no mass hypotheses for the $D^0$ daughters enter the calculation, ensuring that all two-body signal decays have the same $M(D^0 \pi^+_s)$ distribution [20]. Events with multiple RS or WS $D^{**}$ candidates occur about 2.5% of the time, and all candidates are kept.

Figure 1 shows the $M(D^0 \pi^+_s)$ distribution for the selected RS and WS candidates. Overlaid is the result of a binned $\chi^2$ fit used to separate the $D^{**}$ signal component, with a mass resolution of about 0.3 MeV/c$^2$, from the background component, which is dominated by associations of real $D^0$ decays and random pions. The signal mass shape is modeled as the sum of one Johnson $S_U$ [21] and three Gaussian distributions, which account for the asymmetric tails and the central core of the distribution, respectively. The background is described by an empirical function of the form $[M(D^0 \pi^+_s) - m_0]^a e^{-b(M(D^0 \pi^+_s) - m_0)}$, where the threshold $m_0$ is fixed to the sum of the known $D^0$ and $\pi^+$ masses [19]. We reconstruct approximately $3.6 \times 10^6$ WS and $8.4 \times 10^6$ RS decays. To determine the time-dependent WS/RS ratio, the data are divided into thirteen $D^0$ decay time bins, chosen to have a similar number of candidates in each bin. The decay time is estimated from the distance $L$ between the PV and the $D^0$ decay vertex and from the $D^0$ momentum as $t/\tau = m_{D^0}L/p\tau$, where $m_{D^0}$ and $\tau$ are the known $D^0$ mass and lifetime [19], respectively. The typical decay-time resolution is $\sim 0.1\tau$. The signal yields for the RS and WS samples are determined in each decay time bin using fits to the $M(D^0 \pi^+_s)$ distribution. The shape parameters and the

![Figure 1](color online). Time-integrated $D^0 \pi^+_s$ mass distributions for the selected RS $D^0 \rightarrow K^- \pi^+$ (left) and WS $D^0 \rightarrow K^+ \pi^-$ (right) candidates with fit projections overlaid. The bottom plots show the normalized residuals between the data points and the fits.
yields of the two components, signal and random pion background, are left free to vary in the different decay time bins. We further assume that the \( M(D^0\pi^+)^{-1} \) signal shape for RS and WS decays are the same. Hence, we first perform a fit to the abundant and cleaner RS sample to determine the signal shape and yield, and then, use those shape parameters with fixed values when fitting for the WS signal yield. The signal yields from the thirteen bins are used to calculate the WS/RS ratios, shown in Fig. 2, and the mixing parameters are determined in a binned \( \chi^2 \) fit to the time-dependence according to Eq. (1).

Since WS and RS events are expected to have the same decay-time acceptance and \( M(D^0\pi^+) \) distributions, most systematic uncertainties affecting the determination of the signal yields as a function of decay time cancel in the ratio between WS and RS events. Residual biases from noncanceling instrumental and production effects, such as asymmetries in detection efficiencies or in production, are included in our mass fit. These effects, discussed below, are expected to depend on the true value of the mixing parameters that is much smaller than the measured value. The value of \( f^{RS}(t) \) is constrained to the measured value, obtained by fitting the \( \chi^2 \) distribution of the RS \( D^0 \) candidates in bins of decay time. In this fit, the promptly-produced component is described by a time-independent \( \chi^2 \) shape, which is derived from data using the candidates with \( t < 0.8\pi \). The \( \chi^2 \) shape of the secondary component, and its dependence on decay time, is also determined from data by studying the subsample of candidates that are reconstructed, in combination with other tracks in the events, as \( B \to D^+(3)\pi, B \to D^+\mu X \), or \( B \to D^+\mu X \). The measured value of \( f^{RS}(t) \) increases almost linearly with decay time from \((0.0 \pm 0.5)\% \) up to \((14 \pm 5)\% \), for a time-integrated value of \((2.7 \pm 0.2)\% \). We checked on pseudoexperiments, before fitting the data, and then also on data that such a small contamination results in a shift on the measured mixing parameters that is much smaller than the increase in the uncertainty when the secondary bias is included in the fit.

Background from incorrectly reconstructed \( D \) meson decays, peaking in the \( M(D^0\pi^+) \) distribution, arises from \( D^{*+} \) decays for which the correct soft pion is found but the \( D^0 \) is partially reconstructed or misidentified. This background is suppressed by the use of tight particle identification and two-body mass requirements. From studies of the events in the \( D^0 \) mass sidebands, we find that the dominant peaking background is from RS events that survive the requirements of the WS selection; they are estimated to constitute \((0.4 \pm 0.2)\% \) of the WS signal. This contamination is expected to have the same decay time dependence of RS decays and, if neglected, would lead to a small increase in the measured value of \( R_D \). From the events in the \( D^0 \) mass sidebands, we derive a bound on the possible time dependence of this background, which is included in the fit in a similar manner to the secondary background. Contamination from peaking background due to partially reconstructed \( D^0 \) decays is found to be much smaller than \(0.1\% \) of the WS signal and neglected in the fit.

The \( \chi^2 \) that is minimized in the fit to the WS/RS decay-time dependence is

\[
\chi^2(r_i, t_i, \sigma_i | \theta) = \sum_i \left( \frac{(r_i - R(t_i | \theta)[1 - \Delta_D(t_i | \theta)]) - \Delta_p(t_i | \theta)}{\sigma_i} \right)^2 + \chi^2_{\text{RS}}(\theta) + \chi^2_{\text{IP}}(\theta),
\]

where \( r_i \) and \( \sigma_i \) are the measured WS/RS ratio and its statistical uncertainty in the decay time bin \( i \), respectively.
The decay time, \( t_f \), is the average value in each bin of the RS sample. The fit parameters, \( \theta \), include three mixing parameters (\( R_D \), \( y' \), \( x^2 \)) and five nuisance parameters used to describe the decay time evolution of the secondary \( D \) fraction (\( \Delta \rho \)) and of the peaking background (\( \Delta \rho_p \)). The nuisance parameters are constrained to the measured values by the additional \( \chi^2_{\Delta} \) and \( \chi^2_{\Omega} \) terms, which account for their uncertainties including correlations.

The analysis procedure is defined prior to fitting the data for the mixing parameters. Measurements on pseudoexperiments that mimic the experimental conditions of the data, and where \( D^0 \to \bar{D}^0 \) oscillations are simulated, indicate that the fit procedure is stable and free of any bias.

The fit to the decay-time evolution of the WS/RS ratio is shown in Fig. 2 (solid line), with the values and uncertainties of the parameters \( R_D \), \( y' \) and \( x^2 \) listed in Table I. The value of \( x^2 \) is found to be negative but consistent with zero. As the dominant systematic uncertainties are treated within the fit procedure (all other systematic effects are negligible), the quoted errors account for systematic as well as statistical uncertainties. When the systematic biases are not included in the fit, the estimated uncertainties on \( R_D \), \( y' \), and \( x^2 \) become, respectively 6\%, 10\%, and 11\% smaller, showing that the quoted uncertainties are dominated by their statistical component. To evaluate the significance of this mixing result, we determine the change in the fit \( \chi^2 \) when the data are described under the assumption of the no-mixing hypothesis (dashed line in Fig. 2). Under the assumption that the \( \chi^2 \) difference, \( \Delta \chi^2 \), follows a \( \chi^2 \) distribution for two degrees of freedom, \( \Delta \chi^2 = 88.6 \) corresponds to a \( p \)-value of \( 5.7 \times 10^{-20} \), which excludes the no-mixing hypothesis at 9.1 standard deviations. This is illustrated in Fig. 3 where the 1\% confidence regions for \( x^2 \) and \( y' \) are shown.

As additional cross-checks, we perform the measurement in statistically independent subsamples of the data, selected according to different data-taking periods, and find compatible results. We also use alternative decay-time binning schemes, selection criteria or fit methods to separate signal and background, and find no significant variations in the estimated parameters. Finally, to assess the impact of events where more than one candidate is reconstructed, we repeat the time-dependent fit on data after randomly removing the additional candidates and selecting only one per event; the change in the measured value of \( R_D \), \( y' \), and \( x^2 \) is 2\%, 6\%, and 7\% of their uncertainty, respectively.

In conclusion, we measure the decay time dependence of the ratio between \( D^0 \to K^+ \pi^- \) and \( D^0 \to K^- \pi^+ \) decays using 1.0 \( \text{fb}^{-1} \) of data and exclude the no-mixing hypothesis at 9.1 standard deviations. This is the first observation of \( D^0 \to \bar{D}^0 \) oscillations in a single measurement. The measured values of the mixing parameters are compatible with and have substantially better precision than those from previous measurements [4,6,23].
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