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Abstract

Recently, the possibility of testing statistical hypotheses through the estimate of the reproducibility probability (i.e. the estimate of the power of the statistical test) in a general parametric framework has been introduced. In this paper, we provide some results on the stochastic orderings of the Wilcoxon Rank Sum (WRS) statistic, implying, for example, that the related test is strictly unbiased. Moreover, under some regularity conditions, we show that it is possible to define a continuous and strictly monotone power function of the WRS test. This last result is useful in order to obtain a point estimator and lower bounds for the power of the WRS test. In analogy with the parametric setting, we show that these power estimators, alias reproducibility probability estimators, can be used as test statistic, i.e. it is possible to refer directly to the estimate of the reproducibility probability to perform the WRS test. Some reproducibility probability estimators based on asymptotic approximations of the power are provided. A brief simulation shows a very high agreement between the approximated reproducibility probability based tests and the classical one.
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1. Introduction

In the context of clinical trials, the power of a test is sometimes referred to as Reproducibility Probability (RP). This terminology was introduced by Goodman (1992) and it is due to the fact that the power is estimated only after a statistical test has been performed, in order to evaluate the reproducibility of the test result. Roughly speaking, once a statistical test is computed referring to data from a particular experiment, the RP is the probability of obtaining the same test result in a second, identical experiment. In detail, if we accept $H_0$ in the first experiment, $1-RP$ is the probability to accept $H_0$ even in the second experiment. Otherwise, if we reject $H_0$ in the first experiment, the probability of a further rejection is the RP itself. Then, the RP is an indicator of the stability of the test result and its estimate can be used to measure the reproducibility of the outcome of an experiment. The evaluation of the reproducibility of the outcome of an experiment is a pillar of the experimental method (alias Galilean method). For this reason the RP-Estimation (RPE) is a very important tool whereas the experimental method is applied. For example, the evaluation of the reproducibility is very important in the context of clinical trial. For a discussion on this topic see Goodman (1992) and Shao and Chow (2002).

Recently, De Martini (2008) showed that RPE can also be used for testing parametric statistical hypotheses. In particular, it is shown that the point estimate of the RP is greater than 1/2 if and only if the null hypotheses is rejected. This leads to the simple and intuitive decision rule “accept $H_0$ if the estimate of the RP is lower or equal to 1/2 and reject $H_0$ otherwise” which is equivalent to the commonly used rules based on the $p$-value and on the direct evaluation of the test statistic. In general, the rule based on the $p$-value is preferred to the one based on test statistic. This is due to the fact that the $p$-value can be used not only to reject/accept $H_0$ but it can also be viewed as a measure of the degree to which the data support or contradict $H_0$ (i.e. $p$-values measures the evidence against or in favor to $H_0$).
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The evaluation of the evidence is important since it allows the researcher to understand how much stable the decision taken is, shedding light on the reproducibility of the test result. However, there are some arguments suggesting that the rule based on the RP is better than those based on the $p$-value. The first argument stems from the work of Goodman (1992) who showed that a small $p$-value can overstate the evidence against the null hypotheses and it can thus lead to an underestimation of the variability of the test result (i.e. to an overestimation of the reproducibility). Indeed, unlike the RP, the $p$-value is not a direct measure of reproducibility. As a further argument, it should be noted that the $p$-value is a very misinterpreted measure. In particular, as pointed out by several authors (see, e.g., Goodman (1992), Berger and Sellke (1987) and Hubbard and Bayarri (2003)) the $p$-value is often confused with the Type I error rate and erroneously interpreted as the “observed $\alpha$". On the contrary, in our opinion, the use of the RP avoid all these misunderstandings since its interpretation is easier and more direct.

The technical result obtained in De Martini (2008) holds for a large class of parametric tests (e.g. those whose test statistic has Gaussian, or $\chi^2$, or $t$, or $F$ distribution) and it is based on the key assumption that the test statistics is stochastically strictly ordered by the parameter under testing. Consequently, in the case of one-sided hypotheses, the power function of the test is strictly monotone in the parameter under testing and the test is strictly unbiased. These are the necessary properties that assure the possibility of making “RP-testing”, i.e. they assure that the RPE can be used for testing statistical hypotheses.

In this paper we focus on the Wilcoxon Rank Sum (WRS) test in order to provide the regularity conditions that make RP-testing possible. The problem arising in the nonparametric context of the WRS test consists in the absence of the parameter under testing which, in this case, is a distribution. As a consequence, the power is not a function but a functional, and the extension of the results given in De Martini (2008) is not immediate. Then, we show that the WRS statistics is stochastically strictly ordered for the stochastically strictly ordered distributions, and we use this result to show that the WRS test is strictly unbiased. Moreover, we find the regularity conditions under which the WRS test has a continuous and strictly monotone power function. In doing that, we analyze first the case of the well known location shift model and later the more general context of the strictly stochastically ordered alternative hypothesis. Finally we apply these results to RP-testing for the WRS test. We remark that the above results concerning the WRS statistic and the WRS test are of general theoretical interest even if they were mainly derived in order to study the RP-testing.

The paper is organized as follows. Section 2 recalls the WRS test and the asymptotic distribution of its test statistic. In section 3 some general qualitative features of the WRS test statistic are stated and proved. These qualitative features concerns the stochastic orderings of WRS statistics, the power and the unbiasedness of the WRS test. In Section 4 the RP-testing result given in De Martini (2008) is extended to the nonparametric context of the WRS test. In section 5 an application of the results of section 4 and a brief simulation are provided.

2. Recalling WRS test

Let $X$ and $Y$ be absolutely continuous random variables with distribution functions $F$ and $G$, respectively. Further, let $X_1, \ldots, X_m$ and $Y_1, \ldots, Y_n$ be independent random samples from $F$ and $G$, respectively. We want to test the null hypothesis that $X$ and $Y$ are equal in distribution against the alternative that $Y$ is stochastically strictly greater than $X$:

$$H_0 : X \overset{d}{=} Y \quad \text{vs} \quad H_1 : Y >_\text{st} X$$

To test these hypotheses it is possible to use the WRS test, which is based on the following statistic (written in the Mann-Whitney form):

$$W_{XY} = \# \{(X_i, Y_j) : X_i < Y_j ; i = 1, \ldots, m \quad j = 1, \ldots, n\}$$

For a given level of the type I error ($\alpha$), the WRS test is

$$\Phi_{\alpha}(W_{XY}) = \begin{cases} 1 & \text{if } W_{XY} > w_{1-\alpha} \\ 0 & \text{if } W_{XY} \leq w_{1-\alpha} \end{cases}$$

where $w_{\alpha}$ is the $\alpha$-quantile of the null distribution of $W_{XY}$ (hereafter denoted by $W_0$). The null distribution $W_0$ depends only on the sample sizes $m$ and $n$ and it has been widely studied. In particular, $W_0$ can be exactly computed using the recurrence relations known in literature (see Di Bucchianico (1999) and references therein) and implemented,
for example, in \( \mathbb{R} \). Approximated values of \( W_0 \) can be obtained through the well known normal approximation

\[
W_{XY} - mn/2 \stackrel{a}{\sim} \mathcal{N}(0,1).
\]

(4)

Further, in Bean et al. (2004) it is shown that the previous normal approximation can be improved by an Edgeworth approximation or a saddlepoint one.

Unlike \( W_0 \), the distribution of \( W_{XY} \) under the alternative hypothesis, denoted by \( W_{FG} \), depends not only on the sample sizes \( m \) and \( n \), but also on \( F \) and \( G \). For this reason, it is more difficult to study \( W_{FG} \) than \( W_0 \). In detail, due to analytical difficulties, the exact expression of \( W_{FG} \) has been derived just in some particular cases. For example, Haynam and Govindarajulu (1966) derived the exact expression of \( W_{FG} \) for the exponential and uniform shift alternatives. A similar result is given in Lehmann (1953) for the so called Lehmann’s alternatives. For some other references on this subject see Lehmann (1998), pp. 98-99. However it is well known that \( W_{XY} \) is asymptotically normally distributed also under \( H_1 \) (see Lehmann (1951)). In particular, when \( m \) and \( n \) diverge, and \( 0 < p_1 = P(X < Y) < 1 \), we have that

\[
W_{XY} - mn p_1 \sqrt{V(p_1 - p_2, p_3)} \stackrel{a}{\sim} \mathcal{N}(0,1).
\]

(5)

where \( V(p_1, p_2, p_3) = mn p_1(1 - p_1) + mn(1 - p_1)p_2 + mn(m - 1)p_2 - p_3^2 \), with \( p_2 = P(X < Y \wedge X < Y') \) (\( Y' \) and \( Y \) i.i.d.), and \( p_3 = P(X < Y \wedge X' < Y') \) (\( X' \) and \( X \) i.i.d.). This last approximation can be improved by the Edgeworth approximation given in Witting (1960) and it is very useful in order to study the power of the WRS test. In particular, let \( n \) denotes the couple of sample sizes \((m,n)\) and let \( \pi_{n,\alpha}(G,F) = P(W_{XY} > w_{1-\alpha}) = 1 - \pi_{W_{FG}(w_{1-\alpha})} \) denotes the power of the test (3). From approximation (5) it follows that (see Lehmann (1998), p. 71):

\[
\pi_{n,\alpha}(F,G) \equiv \Phi \left[ \min \left( p_1 - \frac{1}{2}, \frac{z_{1-\alpha}}{\sqrt{\frac{mn}{2} + 1}} \right) \right].
\]

(6)

In the following, we will refer to the power \( \pi_{n,\alpha}(F,G) \) as to the Rp of the test (3) (see De Martini , 2008, Definition 1).

3. Main results

First, we introduce some notations. Let \( \mathcal{F} \) be the set of all absolutely continuous distribution functions. \( S_L \) is the support of a distribution function \( L \in \mathcal{F} \). Let \( K \) and \( T \) be two random variables with distribution functions \( L \in \mathcal{F} \) and \( M \in \mathcal{F} \). \( W_{KT} \) denotes the Mann-Whitney statistic defined, according to (2), on the basis of two independent samples \( K_m \) and \( T_n \) from \( L \) and \( M \), respectively. We denote with the lower case \( w_{kt} \) the realization of \( W_{KT} \) corresponding to the realizations \( K_m \) and \( T_n \) of \( K_m \) and \( T_n \), respectively. \( W_{LM} \) is the distribution function of \( W_{KT} \). \( G_L \) is the set of the distributions of all the absolutely continuous random variables strictly dominating \( K \) in the sense of the usual stochastic order, that is: \( G_L = \{ M \in \mathcal{F} : M(x) \leq L(x) \ \forall x \in \mathbb{R} \ \wedge \ \exists x : M(x) < L(x) \} \). \( G_L \) denotes the set of all the absolutely continuous random variables strictly dominated by \( K \) in the sense of the usual stochastic order, that is: \( G_L = \{ M \in \mathcal{F} : M(x) > L(x) \ \forall x \in \mathbb{R} \ \wedge \ \exists x : M(x) > L(x) \} \). Finally, hereafter we rewrite hypotheses (1) as follows:

\[
H_0 : \ G = F \ \ \text{vs} \ \ H_1 : \ G \in G_F .
\]

(7)

We can now state the following theorem.

Theorem 1. Let \( X,Y \) and \( Z \) be absolutely continuous random variables with distribution functions respectively given by \( F \), \( G \) in \( \{ G_F \cup F \} \) and \( H \in G_G \). Suppose that \( Y \) and \( Z \) are independent on \( X \) and let \( X_m , Y_n \) and \( Z_n \) be random samples from \( F \), \( G \), and \( H \), respectively. Let \( W_{XY} \sim W_{FG} \) be the WRS statistic defined, according to (2), on the basis of \( X_m \) and \( Y_n \). Similarly, \( W_{XZ} \sim W_{FH} \) is the WRS statistic defined on the basis of \( X_m \) and \( Z_n \).

If the following condition holds

\[
\exists x \in S_F : G(x) > H(x) ,
\]

(8)

then \( W_{FG}(w) > W_{FH}(w) \) for all \( w \in [0,mn] \).
\[ Z_j^* = H^{-1}(G(Y_j)) \quad j = 1, \ldots, n \]  \hspace{1cm} (9)

where \( H^{-1} \) indicates the generalized inverse of \( H \). The components of \( Z_n^* \) are i.i.d. with distribution \( H \). Further, \( Z_n^* \) is independent on \( X_n \) thanks to the independence of \( X \) and \( Y \). Then the theorem can be proved by referring to the distribution of \( W_{XZ} \). Now, consider the realizations \( x_m \) and \( y_n \) and the realization \( Z_n^* \) obtained from \( y_n \) through the transformation (9). Further, let \( w_{xy} \) and \( w_{wz} \) be the values of \( W_{XY} \) and \( W_{XZ} \) corresponding to \( x_m \) and \( z_n^* \). By construction, \( z_j^* \geq y_j \) for every \( j = 1, \ldots, n \) and \( w_{xy} \leq w_{wz} \) for all the \( x_m \) and \( y_n \) in the sample space. As a consequence \( P[W_{XY} \leq W_{XZ}] = 1 \) and

\[ P[W_{XY} \leq w] - P[W_{XZ} \leq w] = \sum_{j=1}^{m} \frac{P[W_{XY} = j] - P[W_{XY} = 0 \cap W_{XZ} = mn]}{P[W_{XY} = w]} \quad \forall w \in [0, 1]. \]  \hspace{1cm} (10)

From expression (10) it follows that the statement of Theorem 1 can be proved by showing that \( P[W_{XY} = 0 \cap W_{XZ} = mn] > 0 \). To do this, let us first note that \( w_{xy} < w_{wz} \) if and only if \( y_j < x_i < z_j^* \) for at least one couple \((i, j)\). The chain of inequalities holds true if \( y_j < x_i < z_j^* \) coincide with \( x_i < H^{-1}(G(y_j)) \) which is equivalent to \( y_j > G^{-1}(H(x_i)) \). To see why, we recall that if \( Y \) is absolutely continuous then the generalized inverse \( G^{-1} \) is strictly increasing and satisfies the following relations: \( G(G^{-1}(q)) = q \) for all \( q \in (0, 1); G^{-1}(G(y)) \leq y \) for \( y \in \mathbb{R} \) with equality if \( Y \in \mathcal{S}_G ; G(y) < q \) if \( y < G^{-1}(q) \), \( q \in (0, 1) \) (similar relations hold for \( H^{-1} \)). Then, being \( y_j \in \mathcal{S}_G \) we have \( x_i < H^{-1}(G(y_j)) \Leftrightarrow H(x_i) < G(y_j) \Leftrightarrow y_j > G^{-1}(H(x_i)) \). Putting together the inequalities \( y_j > G^{-1}(H(x_i)) \) \( y_j < x_i \) we obtain that \( w_{xy} < w_{wz} \) if and only if \( y_j \in (G^{-1}(H(x)), x_i) \) for at least one couple \((i, j)\). Now, let us introduce the set \( E = \{ x \in \mathcal{S}_F : G(x) > H(x) \} \). Thanks to condition (8), the set \( E \) is nonempty. Moreover, the continuity of \( G \) and \( H \) (assured by the absolute continuity of \( Y \) and \( Z \)) ensures that the set \( E \) contains at least one interval. Without loss of generality, let us assume that \( E \) is an interval and let \( x^* \in E \). Then \( x^* \) is an interior point of \( \mathcal{S}_F \) and \( (G^{-1}(H(x^*)), x^*) \cap \mathcal{S}_F = (x^*, \tilde{x}) \) where \( \tilde{x} \geq G^{-1}(H(x^*)) \). Analogously, the set \( (G^{-1}(H(x^*)), x^*) \cap \mathcal{S}_G \) contains at least an interval, say \((y^*, y_o)\), since

\[ P(Y \in (G^{-1}(H(x^*)), x^*)) = G(x^*) - G(G^{-1}(H(x^*))) = G(x^*) - H(x^*) > 0. \]  \hspace{1cm} (11)

Now, assume that \((y^*, y_o) \cap (\tilde{x}, x^*) = \emptyset \). In that case \( y_o < \tilde{x} \). Furthermore, if \( Y_j \in (y^*, y_o) \) for all \( j = 1, \ldots, n \) then \( Z_j^* < x^* \) for all \( j = 1, \ldots, n \). From expression (11) it follows that \( P[Y_j \in (y^*, y_o) \forall \ j = 1, \ldots, n] = P[Y \in (y^*, y_o)]^n > 0 \). Consequently \( P[Y_j \in (y^*, y_o) \cap X_i \in (\tilde{x}, x^*) \forall i, j] = P[X_i \in (\tilde{x}, x^*)] \forall i \] \( P[Y_j \in (y^*, y_o) \forall \ j] > 0 \). Moreover, if \( Y_j \in (y^*, y_o) \cap X_i \in (\tilde{x}, x^*) \forall i \) then \( W_{XY} = 0 \) but \( W_{XZ} = mn \). If the intervals \((y^*, y_o)\) and \((\tilde{x}, x^*)\) intersect and \( y_o < \tilde{x} \) the last passages can be made by referring to the intervals \((y^*, \tilde{x})\) and \((\tilde{x}, x^*)\). Finally, if the intervals \((y^*, y_o)\) and \((\tilde{x}, x^*)\) intersect and \( y_o > \tilde{x} \) the last passages can be made by referring to the intervals \((y^*, \frac{y^* + y_o}{2})\) and \((\frac{y^* + y_o}{2}, x^*)\). Then \( P[W_{XY} = 0 \cap W_{XZ} = mn] > 0 \) and this completes the proof.

**Remark 1.** Roughly speaking, Theorem 1 shows that, being \( F \) set, it is sufficient that \( G \) is greater than \( H \) over an interval contained in \( \mathcal{S}_F \) to assure that \( W_{FG} \) is always greater than \( W_{FH} \).

**Remark 2.** If the distributions of the random variables \( X, Y \) and \( Z \) have common support, condition (8) is superfluous thanks to the definition of \( \mathcal{G}_F \) and \( \mathcal{G}_G \). In the other cases, condition (8) is necessary in order to guarantee the validity of Theorem 1. This is obvious if \( \sup(\mathcal{S}_F) \leq \inf(\mathcal{S}_G) \). In fact, in that case we have that \( W_{FG}(w) = W_{FH}(w) = 0 \) for all \( x \in [0, mn] \). Furthermore, if \( G(x) = H(x) \) for every \( x \in \mathcal{S}_G \) then \( W_{FG}(w) = W_{FH}(w) \) for all \( w \in [0, mn] \).

**Remark 3.** If the sample size for \( Z \) (say \( n_z \)) is lower than the sample size for \( Y \) (say \( n_y > n_z \)), Theorem 1 does not hold because \( W_{FH}(mnz) = 1 \) while \( W_{FG}(mnz) < 1 \). On the contrary, if \( n_z > n_y \) then Theorem 1 still holds since, keeping fixed \( F, H \) and \( m \), the random variable \( W_{XZ} \) is stochastically increasing in \( n_z \).
We shall now show a first application of Theorem 1. In Lehmann (1951) it is shown that the WRS test is unbiased against the alternatives (7). Namely: \( \pi_{n,a}(F, H) \geq a \) for all \( H \in \mathcal{G}_F \). Thanks to Theorem 1 it is now possible to refine this latter result.

**Corollary 1.** The test (3) for testing hypothesis (7) is strictly unbiased: \( \pi_{n,a}(F, H) > a \) for all \( H \in \mathcal{G}_F \).

The corollary follows directly from the Theorem 1 specialized to the case \( F = G \). In more detail, if \( F = G \), Theorem 1 states that \( W_0(w) > W_{FH}(w) \) for all \( w \in [0, mn] \). Consequently \( 1 - W_0(w_{1-a}) < 1 - W_{FH}(w_{1-a}) \). The corollary now follows observing that \( a \leq 1 - W_0(w_{1-a}) \) and remembering the definition of \( \pi_{n,a}(F, H) \).

For completeness, we state the following theorem concerning, in a sense, the opposite situation of Theorem 1.

**Theorem 2.** Let \( X, Y \) and \( Z \) be absolutely continuous random variables with distribution functions respectively given by \( F, G \in (\mathcal{G}_F \cup \mathcal{F}) \) and \( H \in \mathcal{G}_F \). Suppose that \( Y \) and \( Z \) are independent on \( X \) and let \( X_m, Y_n \) and \( Z_m \) be random samples from \( F, G, \) and \( H \), respectively. Let \( W_{XY} \sim W_{FG} \) be the WRS statistic defined on the basis of \( X_m \) and \( Y_n \).

Similarly, \( W_{XZ} \sim W_{FH} \) is the WRS statistic defined on the basis of \( X_m \) and \( Z_m \).

If the following condition holds

\[
\exists x \in \mathcal{S}_F : G(x) < H(x),
\]

then \( W_{FG}(w) < W_{FH}(w) \) for all \( w \in [0, mn] \).

The proof of Theorem 2 is omitted because it is quite similar to the proof of Theorem 1.

Theorems 1 and 2 can be used as starting points for a more detailed study on the features of \( W_{FG} \). Thanks to Theorems 1 and 2, keeping fixed \( F \), \( G \in \mathcal{G}_F \) can be seen as a function of \( w \) and \( \Delta \). For this reason, in the context of the lsm, we write \( W_{F}(w; \Delta) \) rather than \( W_{FG}(w) \). The following Corollary describes the features of \( W_{F}(w; \Delta) \) as a function of \( \Delta \).

**Corollary 2.** For a given \( w \in [0, mn] \) and \( F \in \mathcal{F} \), the function \( W_{F}(w; \Delta) \) is continuous and strictly decreasing in \( \Delta \) over the range \(-r < \Delta < r \), where \( r = \sup[\mathcal{S}_F] - \inf[\mathcal{S}_F] \) if \( \mathcal{S}_F \) is bounded and \( r = \infty \) otherwise.

Thanks to Theorems 1 and 2, keeping fixed \( F \), the function \( W_{F}(w; \Delta) \) is strictly decreasing in \( \Delta \) over the range \(-r < \Delta < r \) for every \( w \in [0, mn] \). To prove the continuity, note first that the monotonicity of \( W_{F}(w; \Delta) \) in \( \Delta \) implies that the following limits exist for every \( w \in [0, mn] \):

\[
\lim_{\Delta \to -\Delta} W_{F}(w; \Delta) = a_w, \quad \lim_{\Delta \to r} W_{F}(w; \Delta) = b_w.
\]

For a given, arbitrary small \( \epsilon > 0 \), let \( \{\Delta_n^\epsilon\}_{n \in \mathbb{N}} \) be a monotone increasing succession of values in \( (\Delta - \epsilon, \Delta) \subset (-r, r) \). Further, let \( \{\Delta_n^\epsilon\}_{n \in \mathbb{N}} \) be a monotone decreasing succession of values in \( (\Delta, \Delta + \epsilon) \subset (-r, r) \). Suppose that \( \lim_{n \to \infty} \Delta_n^\epsilon = \Delta = \lim_{n \to \infty} \Delta_n^\epsilon \). We prove the continuity of \( W_{F}(w; \Delta) \) by showing that \( \lim_{n \to \infty} W_{F}(w; \Delta_n^\epsilon) = W_{F}(w; \Delta_n^\epsilon) \).

For that purpose, the following notation is introduced:

\[
G_{\Delta}(x) = F(x - \Delta), \quad G_{\Delta^\epsilon}(x) = F(x - \Delta^\epsilon).
\]

Consider the random samples \( X_m \) and \( Y_n \) drawn from \( F \) and \( G(x) = F(x - \Delta) \), respectively. Further, let \( Y_{n,-} \) and \( Y_{n,+} \) be the random samples obtained from \( Y_n \) through the transformations

\[
Y_{j,n,-} = G_{\Delta}(F(Y_j)) \quad \text{and} \quad Y_{j,n,+} = G_{\Delta^\epsilon}(F(Y_j)), \quad j = 1, ..., n.
\]

By definition, the distribution of

\[
W_{XY} = \# \{(X_i, Y_{j,n}) : X_i < Y_{j,n} ; i = 1, ..., m \quad j = 1, ..., n \}
\]
is $W_F(\cdot; \Delta_n^i)$ for all $h \in \mathbb{N}$. Analogously, the distribution of
\[
W_{XY}^i = \# \{(x_i, y^i_j) : x_i < Y_{i,j}^i ; i = 1, ..., m, j = 1, ..., n]\]
is $W_F(\cdot; \Delta_n^i)$ for all $h \in \mathbb{N}$. Now, consider the realizations $x_m$ and $y_n$ and the sequences of realizations $\{y^i_{n, h}\}_{h \in \mathbb{N}}$ and $\{y^i_{m, h}\}_{h \in \mathbb{N}}$ obtained from $y_n$ through the transformations (14). Further, let $w_{xy}$, $w_{xy, h} \in \mathbb{N}$ and $w_{xy, h} \in \mathbb{N}$, the corresponding realizations of the WRS statistics. Finally, let us introduce the following subsets of the sample space:
\[
E_{XY}(w) = \{(x_m, y^i_n) \in S^n_F \times S^m_G : w_{xy} > w\},
\[
E_{XY,y}(w) = \{(x_m, y^i_n) \in S^n_F \times S^m_G : w_{xy,y} > w\},
\[
E_{XY, y}(w) = \{(x_m, y^i_n) \in S^n_F \times S^m_G : w_{xy,y} > w\}.
\]
By construction $w_{xy} \leq w_{xy,y} \leq w_{xy,y}$ for all $(x_m, y^i_n) \in S^n_F \times S^m_G$ and for all $h \in \mathbb{N}$. In addition, $w_{xy} \leq w_{xy,y} \leq w_{xy,y}$ for all $(x_m, y^i_n) \in S^n_F \times S^m_G$ and for all $h \in \mathbb{N}$. Consequently, we have that $E_{XY,w}(w) \geq E_{XY,y}(w) \geq ... \geq E_{XY,y}(w) \geq E_{XY, y}(w) \leq ... \leq E_{XY, y}(w)$. Furthermore
\[
\bigcup_{h=1}^{\infty} E_{XY,y}(w) = E_{XY}(w) = \bigcup_{h=1}^{\infty} E_{XY, y}(w) \quad \forall w \in [0, mn].
\]
Observing that $W_F(w; \Delta_n^i) = 1 - P \left[ E_{XY,y}(w) \right]$ and $W_F(w; \Delta_n^i) = 1 - P \left[ E_{XY, y}(w) \right]$, the equality of the limits $a_n$ and $b_n$ follows from the continuity properties of a probability measure. Then, the corollary is proved.

Under the $lsm$ it is also possible to define the power function. In particular, the function $\pi_{n,a}(\Delta; F) = 1 - W_F(w_{1,a}; \Delta)$, considered as a function of $\Delta$ over the range $-\infty < \Delta < \infty$, is the power function of the WRS test under the $lsm$. It is known (see Lehmann (1998), pp. 65-69) that the power function $\pi_{n,a}(\Delta; F)$ is non-decreasing in $\Delta$. Thanks to the Corollary 2 it is now possible to refine this result, as formalized in the following proposition.

**Proposition 1.** Under the location shift model, the power function of the test (3) for testing hypotheses (13) is continuous and strictly increasing in $\Delta$ for all $\Delta \in (-r, r)$.

P . Immediate consequence of the Corollary 2.

Following the same scheme of proof, similar results to those given in Corollary 2 and Proposition 1 can be stated also for the models described below.

1. **Lehmann’s Alternatives.** Under the Lehmann’s alternative hypotheses (see Lehmann (1953)) it is assumed that $G \in G^i_F$ where
\[
G_F^i = \{ G \in G_F : G(x) = F(x) \} \quad \forall x \in \mathbb{R}, \quad q > 1 \}
\]
The testing problem then becomes:
\[
H_0 : G = F \quad \text{vs} \quad H_1 : G \in G_F^i.
\]
In this context we shall denote $W_{FG}(w)$ by $W_F(w; g)$. Following the scheme of proof of Corollary 2, it can be shown that $W_F(w; g)$ is continuous and strictly decreasing in $h$ over the range $(0, \infty)$. Then, the power function $\pi_{n,a}(g; F) = 1 - W_F(w_{1,a}; g)$ is continuous and strictly increasing in $g$ over the range $(0, \infty)$.

2. **Rescaling model.** Assume that the random variables $X$ and $Y$ are positive. The alternative hypothesis of the rescaling model is $H_1 : G \in G^i_F$, where $G_F^i = \{ G \in G_F : G(x) = F(x/k) \} \quad \forall x \in \mathbb{R}; \quad k > 1$. Even for the rescaling model it can be shown that $W_F(w; k)$ is continuous and strictly decreasing in $k$ over the range $(a, b)$, where $(a, b) \equiv (0, \infty)$ if $\inf(S_F) = 0$ and/or $\sup(S_F) = 0$ and $(a, b) \equiv (\inf(S_F)/\sup(S_F), \sup(S_F)/\inf(S_F))$ otherwise. Consequently, the power function $\pi_{n,a}(k; F) = 1 - W_F(w_{1,a}; k)$ is continuous and strictly increasing in $k$ over the range $(a, b)$.
3. Probit shift alternative. The probit shift alternative has been recently proposed by Rosner and Glynn (2009). The alternative hypotheses of this model is \( H_1 : G \in \mathcal{G}' \) where

\[
\mathcal{G}' = \{ G \in \mathcal{G} : G(x) = \Phi(\Phi^{-1}(F(x)) + \mu) \forall x \in \mathbb{R}; \ \mu > 0 \}
\]

and \( \Phi(\cdot) \) denotes the standard normal cdf. It can be shown that \( W_F(w; \mu) \) (or \( \pi_{n, \mu}(\mu; F) \)) is continuous and strictly decreasing (respectively, increasing) in \( \mu \) over the range \((0, \infty)\).

In order to extend to a more general context the results proved for the location shift model and outlined for the three models described above, it is useful to highlight some common features of these models. For this purpose, consider first the \( Ism \) and suppose, for simplicity, that \( S_F = \mathbb{R} \) (in this case \( r = \infty \)). Further, let us introduce the following set of distributions

\[
\tilde{\mathcal{G}}^\Delta = \{ G \in \tilde{\mathcal{G}} : G(x) = F(x - \Delta) \forall x \in \mathbb{R}; \ \Delta < 0 \}
\]

and let \( \mathcal{D}' \) be totally ordered with respect to the usual stochastic ordering. Note that the set \( \mathcal{D}' \) is totally ordered with respect to the usual stochastic ordering. Analogously, for every couple of distributions \((L, M) \in \tilde{\mathcal{G}}^\Delta \times \mathcal{G}^\Delta \) with \( L \neq M \) the condition (8) is satisfied. These last properties makes the alternative hypotheses of this model is

\[
H_0 : G = F \quad \text{vs} \quad H_1 : G \in \mathcal{G}'
\]

where \( \tilde{\mathcal{G}}^\Delta = \{ G \in \tilde{\mathcal{G}} : G(x) = F(x - \Delta) \forall x \in \mathbb{R}; \ \Delta < 0 \} \). Also \( \mathcal{D}' \) is totally ordered with respect to the usual stochastic ordering. In addition, for every couple of distributions \((L, M) \in \tilde{\mathcal{G}}^\Delta \times \mathcal{G}^\Delta \) such that \( L \neq M \) one of the conditions (8) and (12) is satisfied. Then, Theorem 1 and Theorem 2 can be applied in order to show the strict monotonicity of \( W_F(\cdot; q) \) in \( q \). The same observation can also be made concerning the sets of distributions \( \mathcal{D}' \) and \( \tilde{\mathcal{D}}^\Delta \) associated to the rescaling model and to the Probit Shift Alternatives, respectively.

Each of the models just described has its own natural parameter. In detail, \( \Delta \) is the natural parameter for the location shift model while \( q, k, \) and \( \mu \) are the natural parameters for the Lehmann’s Alternatives, the Rescaling Model, and the Probit Shift Alternatives, respectively. Nevertheless, all the models considered can be described using the parameter \( p_1 = \int FdG = p_1^*(F; G) \) which is particularly meaningful in the context of the WRS test. In more detail, in Lehmann (1998) (p. 70) and Newcombe (2006) it is argued that \( p_1 \) can be viewed as the effect size in the context of the WRS test. It should also be noted that \( W_{y'/y} \) is, in practice, the natural estimator of \( p_1 \). Consequently, the statistics \( W_{y'}/W_{y} \) can even be used for testing hypotheses on \( p_1 \) (e.g. \( H_0 : p_1 = 1/2 \) vs \( H_1 : p_1 > 1/2 \)) as shown in Zaremba (1962).

For these reasons, in the general context described below we study the characteristics of \( W_{FG} \) and \( \pi_{n, \mu}(F, G) \) in respect of \( p_1 \).

Let \( \mathcal{D}' \) be the set of distributions generated by a particular model starting from \( F \). Suppose that \( \mathcal{D}' = \tilde{\mathcal{G}}^\Delta \cup \tilde{\mathcal{G}}^\Delta \cup F \) where \( \tilde{\mathcal{G}}^\Delta < \tilde{\mathcal{G}} \) and \( \tilde{\mathcal{G}}^\Delta < \tilde{\mathcal{G}} \). The testing problem of interest is:

\[
H_0 : \ G = F \quad \text{vs} \quad H_1 : \ G \in \mathcal{D}'
\]

**Corollary 3.** Let \( \mathcal{D}' = \tilde{\mathcal{G}}^\Delta \cup \tilde{\mathcal{G}}^\Delta \cup F \) be totally ordered with respect to the usual stochastic ordering. Further, assume that for every \((L, M) \in \tilde{\mathcal{G}}^\Delta \times \tilde{\mathcal{G}}^\Delta \cup \tilde{\mathcal{G}}^\Delta \times \tilde{\mathcal{G}}^\Delta \) such that \( L \neq M \), one of the following relations holds:

1. \( L(x) \leq M(x) \quad \forall x \in \mathbb{R} \quad \land \quad \exists x \in S_F : \ L(x) < M(x) \)
2. \( L(x) \geq M(x) \quad \forall x \in \mathbb{R} \quad \land \quad \exists x \in S_F : \ L(x) > M(x) \)

Let \( \text{Im}_p(\mathcal{D}') \) be the image of \( \mathcal{D}' \) under \( p_1^* \), keeping fixed \( F \): \( \text{Im}_p(\mathcal{D}') = p_1^*(F; \mathcal{D}') \). Let \( W_F(w; p_1) \) denote the distribution \( \mathcal{W}_{FG}(w) \) when \( p_1^*(F, G) = p_1 \) and \( G \in \mathcal{D}' \).

If \( \text{Im}_p(\mathcal{D}') \equiv (c, d) \) then \( W_F(w; p_1) \) is continuous and strictly increasing in \( p_1 \) over the range \( (c, d) \) for all \( w \in [0, \infty) \).

**Proof.** Keep \( F \) fixed and observe that, thanks to conditions 1. and 2., the functional \( p_1^*(F, \cdot) \) is a bijection from \( \mathcal{D}' \) to \( \text{Im}_p(\mathcal{D}') \). This assures that, for every \( w \in [0, \infty) \), \( W_F(w; p_1) \) is a function of \( p_1 \) over the range \( (c, d) \). Thanks to conditions 1. and 2., we can apply Theorems 1 and 2 obtaining that \( W_F(w; p_1) \) is strictly increasing in \( p_1 \) over \( (c, d) \). Thanks to the hypotheses that \( \text{Im}_p(\mathcal{D}') \) is an interval, the continuity of \( W_F(w; p_1) \) can now be proved following the method described in the proof of Corollary 2.
As a direct consequence of Corollary 3 we have the following result.

**Proposition 2.** Under the conditions of Corollary 3, the power function of the test (3) for testing hypotheses (15) is continuous and strictly increasing in \( p_1 \) for all \( p_1 \in (c, d) \).

### 4. Reproducibility probability estimation for the WRS test.

In this section we show that the WRS test (3) can be performed using a properly defined RP estimator as test statistic. In order to demonstrate the equivalence between the RPE-based test and the classical one, we follow the methodological scheme outlined in De Martini (2008): a point/conservative RP estimator is defined starting from a point/conservative estimator of the parameter of interest and then by applying the plug in principle to the power function. Finally, it is shown that the RP estimator so defined can substitute the test statistics in order to perform the test.

As observed earlier, in the context of the WRS test, it is natural to choose \( p_1 \) as the parameter of interest. Then, we first provide a point/conservative estimator of \( p_1 \).

**Lemma 1.** Let \( D_p \) satisfy the conditions of Corollary 3 and let \( \gamma \in (0, 1) \). If \( \text{Im}_{p,(D_p)} \equiv (0, 1) \), then the solution \( \hat{p}_1^\gamma \) of the equation \( W_F(W_{XY}; \hat{p}_1^\gamma) = 1 - \gamma \) is a lower bound at level \( (1 - \gamma) \) for \( p_1 \). In particular:

\[
P(\hat{p}_1^\gamma \leq p_1) \equiv 1 - \gamma
\]

**Remark 4.** As highlighted in (16), the random variable \( \hat{p}_1^\gamma \) is a lower bound for \( p_1 \) at level just approximatively equal to \( (1 - \gamma) \). This is due to the fact that \( W_{XY} \) is a discrete random variable.

Thanks to Proposition 2, the random variable \( \hat{p}_n,a(\hat{p}_1^\gamma, F) \) is a conservative RP-estimator at level \( (1 - \gamma) \). That is:

\[
P(\hat{p}_n,a(\hat{p}_1^\gamma, F) \leq \pi_{n,a}(p_1, F)) \equiv 1 - \gamma .
\]

As formalized in the following proposition, the conservative RP-Estimator just introduced defines a test equivalent to the WRS test.

**Proposition 3.** Under the conditions of Corollary 3, if \( \text{Im}_{p,(D_p)} \equiv (0, 1) \) the test

\[
\Phi_{\alpha}(\hat{p}_n,a(\hat{p}_1^\gamma, F)) = \begin{cases} 
1 & \text{iff } \hat{p}_n,a(\hat{p}_1^\gamma, F) > \gamma \\
0 & \text{iff } \hat{p}_n,a(\hat{p}_1^\gamma, F) \leq \gamma
\end{cases}
\]

for testing hypotheses (15) is equivalent to the test (3).

\[
\Phi_{\alpha}(\hat{p}_n,a(\hat{p}_1^\gamma, F))
\]

The equivalence of tests (17) and (3) is proved by showing that \( \hat{p}_n,a(\hat{p}_1^\gamma, F) \leq \gamma \) if and only if \( W_{XY} \leq w_{1-a} \). We begin by proving the first implication: if \( \hat{p}_n,a(\hat{p}_1^\gamma, F) \leq \gamma \) then \( W_{XY} \leq w_{1-a} \). By definition, if \( \hat{p}_n,a(\hat{p}_1^\gamma, F) = \gamma \) then \( \hat{p}_1^\gamma \) satisfies the equation \( W_F(w_{1-a}; \hat{p}_1^\gamma) = 1 - \gamma \) and Lemma 1 assures that \( W_{XY} = w_{1-a} \). Analogously, if \( \hat{p}_n,a(\hat{p}_1^\gamma, F) < \gamma \) then \( W_F(w_{1-a}; \hat{p}_1^\gamma) > 1 - \gamma \). Further, Lemma 1 asserts that \( \hat{p}_1^\gamma \) is the solution of \( W_F(W_{XY}; \hat{p}_1^\gamma) = 1 - \gamma \). Consequently, the inequality \( W_{XY} < w_{1-a} \) holds because \( W_F(w; p_1) \) is non-decreasing in \( w \) for all \( p_1 \in (0, 1) \). The first implication is then proved. We now focus on the second implication: if \( W_{XY} \leq w_{1-a} \) then \( \pi_{n,a}(\hat{p}_1^\gamma, F) \leq \gamma \). Let \( W_{XY} = w_{1-a} \).
In this case, Lemma 1 assures that $\hat{p}_1^γ$ is the solution of the equation $W_F(w_{1-α}; \hat{p}_1^γ) = 1 - γ$ and, consequently $\hat{h}_{n,α}(F) = γ$. Analogously, let $W_X < w_{1-α}$. In this case, Lemma 1 asserts that $\hat{p}_1^γ$ is the solution of the equation $W_F(W_X; \hat{p}_1) = 1 - γ$ and the inequality $\hat{h}_{n,α}(F) < γ$ holds because $W_F(w; p_1)$ is non-decreasing in $w$ for all $p_1 \in (0, 1)$. Then, also the second implication is proved.

The proof of Proposition 3 is similar to the proofs of Corollaries 1 and 2 in De Martini (2008). However, these last two corollaries concern the special cases $γ = α$ and $γ = 1/2$, respectively, while Proposition 3 concerns the general case $γ \in (0, 1)$.

5. Example of application

The result given in Proposition 3 is merely theoretical because the exact distribution of $W_{XY}$ under $H_1$ and, consequently, the exact power of the WRS test are, in practice, unknown. However, for practical purposes, it is possible to use the asymptotic distribution of $W_{XY}$ given in (5). This latter large sample distribution can be used in order to define a lower bound for $p_1$ by the inversion method showed in Lemma 1 and it can be used to approximate the power of the WRS test (as shown in (6)). Clearly, the use of the asymptotic approximation implies that Proposition 3 holds only approximately, i.e. the classical WRS test (3) and the RP-based test (17) do not exactly correspond.

In order to obtain the lower bounds for $p_1$, we adopt method 5 in Newcombe (2006), since it provides good coverage accuracies. In detail, the conservative estimator $\hat{p}_1^γ$ is derived inverting the asymptotic distribution of $\hat{p}_1$ (stemming from (5)) obtained under the assumption that $X$ is exponentially distributed and $Y \equiv kX$ with $k > 1$ (i.e. under the rescaling model with exponential distribution). See Newcombe (2006) for details. Here, it is interesting to note that the conservative estimator $\hat{p}_1^{1/2}$ coincide with the point estimator $\hat{p}_1$.

As regard the RP estimators, the following alternatives can be considered:

1. Let $\hat{p}_2$ and $\hat{p}_3$ be consistent estimators of $p_2$ and $p_3$, respectively. The following RP estimator can be defined by applying the plug in principle to the power approximation (6):

$$\hat{h}_{n,α}(\hat{p}_1^γ, \hat{p}_1, \hat{p}_2, \hat{p}_3) = \Phi \left[ \frac{mn (\hat{p}_1^γ - \frac{1}{2}) - z_{1-α}}{\sqrt{V(\hat{p}_1, \hat{p}_2, \hat{p}_3)}} \right]$$

(18)

2. Following Noether (1987), we can assume that the difference between $F$ and $G$ is quite small. Consequently, the variance of $W_{XY}$ is well approximated by the value it takes under $H_0$, i.e. $V_0 = \sqrt{mn(m + n + 1)/12}$. Replacing $V(p_1, p_2, p_3)$ with $V_0$ in expression (5) and plugging $\hat{p}_1^γ$ into the resulting formula, the following RP estimator is obtained:

$$\hat{h}_{n,α}(\hat{p}_1^γ) = \Phi \left[ \frac{12mn}{n + m + 1} \left( \hat{p}_1^γ - \frac{1}{2} \right) - z_{1-α} \right]$$

(19)

3. Following the method 5 of Newcombe (2006), we hypothesize the rescaling model with exponential distribution. In this case $p_2 = p_1/(2 - p_1)$ and $p_3 = 2p_1^γ/(1 + p_1)$ and the variance $V(p_1, p_2, p_3)$ becomes

$$V^E(p_1) = mn p_1 (1 - p_1) \left[ 1 + (n - 1)\frac{1 - p_1}{2 - p_1} + (m - 1)\frac{p_1}{1 + p_1} \right].$$

Replacing $V(p_1, p_2, p_3)$ with $V^E(p_1)$ in expression (5) and plugging $\hat{p}_1^γ$ into the resulting formula, we obtain the following RP estimator:

$$\hat{h}_{n,α}(\hat{p}_1^γ) = \Phi \left[ \frac{mn (\hat{p}_1^γ - \frac{1}{2}) - z_{1-α}}{\sqrt{V^E(\hat{p}_1^γ)}} \right]$$

(20)

Note that, for the three estimators proposed above, we have that $\hat{p}_1^{1/2} > 1/2$ if and only if $\sqrt{(w_{XY} - mn)/2}/\sqrt{mn(m + n + 1)/12} > z_{1-α}$. We can, therefore, conclude that the test (17), defined assuming $γ = 1/2$ and using one of the estimators just proposed, is equivalent to the WRS test when the critical value is determined through
the asymptotic approximation (4). Compared with the exact WRS test, there is, however, some slight disagreements. For example, when \( m = n = 20 \) and \( \alpha = 0.05 \), the exact WRS test leads to the rejection of \( H_0 \) if \( w_{xy} \geq 262 \). Nevertheless, when \( w_{xy} = 261 \) the pointwise estimates of the power are equal to 0.5020752 and 0.5022004, by applying the (19) and the (20), respectively. Consequently, \( H_0 \) is accepted by the test (3) but it is rejected by the test (17) when it is defined starting from the RP-estimators (19) and (20). Indeed, all the differences between the exact WRS test and an approximated RPE-based test are explained by their joint distribution

\[
\begin{pmatrix}
1 & 0 \\
\Phi_\gamma(\tilde{\alpha}_{m,n}) & \Phi_\gamma(W_{xy})
\end{pmatrix}
\begin{pmatrix}
\pi - \epsilon_1 & \epsilon_1 \\
\epsilon_2 & 1 - \pi - \epsilon_2 \\
\pi' & 1 - \pi'
\end{pmatrix}
\]

(21)

where \( \pi \) and \( \pi' \) denotes the power/level of the WRS test and the power/level of the RP-based test, respectively. The probability of disagreement between the two tests is given by \( d = \epsilon_1 + \epsilon_2 \). Here, we present a brief simulation study (with 10,000 replications) in order to evaluate the magnitude of the possible differences between the RPE-based tests and the classical one. In the simulation we analyze the features of the tests based on (18), (19), and (20) in the following scenario:

1. **Model**: uniform distribution under location shift model;
2. **Sample sizes**: \( m = n = 20 \) and \( m = n = 60 \);
3. **Significance level**: \( \alpha = 0.05 \);
4. **Shifts**: \( \Delta = 0; 0.1; 0.2; 0.3 \) when \( m = n = 20 \) and \( \Delta = 0; 0.055; 0.11; 0.165 \) when \( n = m = 60 \). The \( \Delta \) values for the two sample sizes are chosen in order to give approximately the same power levels (ranging from \( \alpha \) to 0.9) for both the sample sizes (see the values in bold in the third line of Table 2). Moreover we avoid the situation in which both the WRS test and the RP-based test have power 1 (or, very close to 1) since, in that situation, there is no disagreement (or, there is a very low disagreement) even if the two tests are not equivalent.

Then, the simulation study analyses \( 2 \times 4 \times 3 \times 3 = 72 \) different combinations of sample sizes (2 values), \( \Delta \) values (4 values), \( \gamma \) values (3 values), and RP-based tests (3 different tests). For each combination we simulate the joint distribution (21) and, then, we calculate the simulated disagreement rate (i.e. 100 \( \times \) d\%) and the simulated powers (\( \pi \) and \( \pi' \)). The results concerning the disagreement rate and the power of the two tests are given in Table 1 and Table 2, respectively. As it can be noted from the Table 1, the disagreement rates are very low, and in 11 cases out of 72 they are lower than 0.1%. Moreover, as the sample size increases the magnitude of disagreement diminishes, whatever RP-Estimator is used. It can be observed that for “intermediate” values of \( \Delta \) (and then for intermediate levels of the power) the disagreement is a bit higher. When \( \gamma = 0.5 \), all the RPE-based tests have the same disagreement. When \( \gamma \) decreases some differences appear. In particular, for a given value of \( \Delta \), the tests defined on the basis of the estimators (19) and (20) have approximately the same disagreement for all the \( \gamma \)’s considered. To the contrary, as regards the test defined on the basis of the RP-estimator (18), for a given \( \Delta \) the disagreement is quite variable in \( \gamma \). In general, the magnitude of the disagreement can be considered negligible, except for the estimator (18) when \( n = m = 20 \) and \( \gamma = \alpha \). In Table 2, we give the simulated powers of the WRS test (in bold in the third line of Table 2) and the simulated powers of the RPE-based tests. From that table it turns out that the simulated powers and levels of the RP-based tests are very close to those of the classical test and that they are generally a bit higher. Then, in the scenario considered, the test (17) defined through the estimators (19) or (20) approximates very well the classical test (3).

To conclude, we remark that the power of the WRS test can be approximated in many different ways, and that (17), (18) and (19) represent just a few of them. In a further study, we aim comparing some other RP estimators on some different scenarios, in order to provide a reliable tool for RP estimation and testing in the context of the WRS test.
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### Table 1: Simulated rate of disagreement of the RPE based tests defined according to (18), (19), and (20).

<table>
<thead>
<tr>
<th>γ</th>
<th>RP-Estimator</th>
<th>$m = n = 20$</th>
<th>$m = n = 60$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Δ</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>0.5</td>
<td>(18)</td>
<td>0.20%</td>
<td>0.79%</td>
</tr>
<tr>
<td></td>
<td>(19)</td>
<td>0.20%</td>
<td>0.79%</td>
</tr>
<tr>
<td></td>
<td>(20)</td>
<td>0.20%</td>
<td>0.79%</td>
</tr>
<tr>
<td>0.3</td>
<td>(18)</td>
<td>0.12%</td>
<td>0.11%</td>
</tr>
<tr>
<td></td>
<td>(19)</td>
<td>0.20%</td>
<td>0.79%</td>
</tr>
<tr>
<td></td>
<td>(20)</td>
<td>0.20%</td>
<td>0.79%</td>
</tr>
<tr>
<td>α</td>
<td>(18)</td>
<td>0.48%</td>
<td>2.36%</td>
</tr>
<tr>
<td></td>
<td>(19)</td>
<td>0.20%</td>
<td>0.79%</td>
</tr>
<tr>
<td></td>
<td>(20)</td>
<td>0.20%</td>
<td>0.79%</td>
</tr>
</tbody>
</table>

### Table 2: Simulated level and power of the WRS test (in bold in the third line of the table) and of the RPE based tests defined according to (18), (19), and (20).

<table>
<thead>
<tr>
<th>γ</th>
<th>RP-Estimator</th>
<th>$m = n = 20$</th>
<th>$m = n = 60$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Δ</td>
<td>Power</td>
<td>Power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>0.5</td>
<td>(18)</td>
<td>0.0525</td>
<td>0.2713</td>
</tr>
<tr>
<td></td>
<td>(19)</td>
<td>0.0525</td>
<td>0.2713</td>
</tr>
<tr>
<td></td>
<td>(20)</td>
<td>0.0525</td>
<td>0.2713</td>
</tr>
<tr>
<td>0.3</td>
<td>(18)</td>
<td>0.0517</td>
<td>0.2645</td>
</tr>
<tr>
<td></td>
<td>(19)</td>
<td>0.0525</td>
<td>0.2713</td>
</tr>
<tr>
<td></td>
<td>(20)</td>
<td>0.0525</td>
<td>0.2713</td>
</tr>
<tr>
<td>α</td>
<td>(18)</td>
<td>0.0459</td>
<td>0.2404</td>
</tr>
<tr>
<td></td>
<td>(19)</td>
<td>0.0525</td>
<td>0.2713</td>
</tr>
<tr>
<td></td>
<td>(20)</td>
<td>0.0525</td>
<td>0.2713</td>
</tr>
</tbody>
</table>
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