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Abstract

With increasing demand for modern technology in deenmunication systems, antenna
arrays have attracted much interest in the areaadod broadcasting, space communication,
weather forecasting, radar and imaging. Antennayawith controlled low or ultralow
sidelobes is of particular importance and it hasnban on-going challenge for the antenna
design engineers in the past few decades, asutresga high dynamic range of excitations.
Another desired feature provided by an antennayasahe ability to perform electronic

beam steering and adaptive interference suppression

These benefits can be achieved with the use of koagd feed network and expensive
phase shifters and it can only found in the spmsadl military systems. Therefore this has
motivated the research into the development ofnaple and low cost system for the

commercial applications.

The idea of time modulation was proposed to progucantenna pattern with controlled low
or ultralow sidelobe level, as well as achievingl igme electronic beam scanning without
the use of phase shifter. However, a fundamentddlem of this concept is the generation of

undesired harmonics or sidebands as they wasterpowe



This dissertation mainly focuses on the two imparizharacteristics - pattern synthesis and
multiple beams scanning of the time modulated ar#tesrray and evaluates its potential

application in the communication system.

The first main chapter of this research proposes hevel approaches to successfully
suppress the sideband radiation and hence impealation efficiency. The following part of
the study introduces a way of combining the eleatrdoeam scanning with the controlled
low or ultralow sidelobes and applies the null stegtechnique in the time modulated linear
array. The final but most important attribute oistthesis is to propose the concept of time
redundancy and evaluate the potential feasibiitgroploying smart antenna technology into
the time modulated antenna array for a two-chacoimunication system, where individual
adaptive beamforming can be performed to extracirel® signal while suppressing

interference from separate sources independently.
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CHAPTER 1 1

Chapter 1 Introduction

1.1 Overview

With the expansion of modern electronics technologiyeless communication has
grown significantly over the past couple of decad&stennas, which are used to
transmit and receive radio waves in the free spaeegradually becoming one of the
most essential components in the system. Theredotenna design has been studied
extensively and widely used in various areas, ranfiom mobile phones to medical

treatment [1].

In certain cases, multiple antennas are integiatecan array to meet the requirement
of long distance communication. An antenna array th@ advantage of providing
higher radiating directivity and gain over a singlement, so it can be exploited to
perform beam scanning or beam forming [2]. In ortterachieve a better system
performance, conventional antenna arrays shoulé hawvarrower beamwidth, lower
sidelobe levels and fast tracking ability. Thesallemges have placed a rigorous
requirement in the design of the feed network aterance control. However, as the
introduction of an additional dimension — time irttee antenna design, an antenna
array is able to generate a radiation pattern wathtrolled sidelobe level and achieve
real time electronic beam scanning simply througliching on-off array elements in
a predetermined way. In fact, this technique, weddhe Time Modulated Antenna

Array (TMAA), provides more freedoms for the desgnsince the parameter — time
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can be controlled electronically, thus making gieaand more accurate to implement

in reality.

The following section will briefly review the reseh background of time modulated
antenna arrays and then discuss the difficultiescmstraints that are present in the

practical design. The outline of the thesis willgreen at the end of this chapter.

1.2 Resear ch Background

Some system specifications may demand an antensna\aith a radiation pattern of
sidelobe level less than -30dB to suppress sigf@s interfering receivers.
Therefore, the most critical part will be how tdotdate the excitation amplitudes and
phase delays of each array element accuratelycora@evith the system requirements.
The conventional technique is to apply a predefioatent distributions to each array
element so that the radiation pattern of the aw#iyhave a low or ultralow sidelobe
levels (normally less than -30dB). Dolph-Chebyslaed Taylor [3-4] are the two

most well-known distributions to be used amonguigous techniques.

With the advent of powerful modern computers, aetgrof optimisation algorithms
like Genetic Algorithm [5-8], Simulated Annealin®-10] and Particle Swarm
Optimisation [11-12] have found their broad apgdimas in the pattern synthesis of
the antenna array. However, the challenge is hovputethese theoretical concepts
into practice. For example, a 16 element unifornedr antenna array with -40dB

sidelobe Taylor distribution requires the amplituale excitation current from the
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outer most to the central array element with a dynaange from 0.122 to 1.0 [3].
For a -50dB sidelobe Taylor distribution, the dymamange of excitation currents is
from 0.065 to 1.0 [4]. Therefore, the system regmi@a complicated hardware design
and a delicate error control, which are difficudtachieve from a practical point of

view.

A breakthrough occurred in the late 1950s, whennkhaand Bickmee [13]
originally proposed a theoretical model of a timedulated array antenna to produce
a beam pattern with low or ultralow sidelobe levigle physical system configuration
is that each radiating slot was individually cofiad by ferrite switches which are
driven by a square wave generator. As a resul, ikiv approach generates many
independent beam patterns corresponding to theipiesit of the modulating
frequency. Moreover, the detecting system congista ranger of proper filters to
extract the desired output. The introduction obarth dimension - time can be used
to relax the design constraints and improve syspemfiormance. In 1961, Shanks
extended the analysis of time modulation into tkal time electronic scanning
function [14], which has demonstrated a theoretuzasibility of providing multiple

beams scanning at various angles.

In 1962, Kummer et al. [15] at the US Hughes Aific2ompany published a paper
on time modulation antenna array. An eight-elensdoit antenna array was designed
to obtain radiation patterns with ultralow sidelsbeTwo sets of results were
considered in [15]: one is to reduce an initiakist@attern with -30dB sidelobes to

-40dB through a time sequence, the other is toedser an initial static pattern with



CHAPTER 1 4

-13dB sidelobes directly to -39.5dB by a differdithe sequence. In [15], the
experimental array was consisted of a corporatesigiit-element slot radiator which
was connected to a diode switch. The time of swital controlled by a programmed
external circuitry. The second test assumes thenaat array with a uniform
amplitude distribution, thus variable attenuatorsravnot necessary to be used.
Measurement results have shown that the sidelofe¢ d¢ an array at the fundamental
frequency can be reduced to nearly -40dB by pesadlyi modulating the array
element. Therefore, this proposed technique hasat geslvantages over the
conventional method, since the additional parametéime is easier and more

accurate to control instead of mechanical adjustmen

In 1962, Kummer et al. [16] performed another ekpent to validate the theoretical
idea of electronic beam scanning developed by S$hi4, where a five-element and
a twenty- element receiving array system were biliitte measured array patterns
illustrate that multiple beams scanning at différangles were achieved through
periodically modulating the array elements on affid vathout the use of phase
shifters. Two decades later, Lewis and Evins[1#pishuced a new analytical way for
reducing unwanted echoes that enter the radar. Bgnm of Doppler Effect, the
antenna array’s phase centre can be shifted aadaf receiver’s detecting range and
the sidelobe of unwanted signal is suppressed. Fmother point of view, Lewis’s
proposed technique can be regarded as by peritdssaitching on and off the array

elements. In 1985, Bickmore summarised the fund#aheprinciples of time
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modulated antenna array or TMAA based on the stufiem many researchers

[13-17] in the Microwave Scanning Antennas [18].

Generally, the utilisation of time in antenna desigt only produces beam pattern
with controlled sidelobes levels but can also penfeimultaneous beam scanning
operation. However, due to limitation of switchirgppeed of RF switches and
computing resources, these drawbacks restrictedhititerical development of time

modulated antenna array in the old days.

As a result of rapid growth of electronic technglag recent years, the switching
speed of the RF switches has improved significafmigdulation frequency must be
much lower than the carrier frequency for the pagpof simple filtering process). In
2002, Yang [19] was the first to propose the apilon of an optimisation algorithm
into the time modulated antenna array (TMMA) in effort to suppress undesired
harmonic levels introduced by time modulation pescdn the following year, Yang
[20] published another paper with the same optitlmeatechniquefor the power

patterns synthesis in the TMMA.

In 2004, Yang [21] derived a mathematical formwadalculating the directivity and
gain in various types of TMAAs and then validatéeé toncept with experimental
results. In addition, Tennant [22] applied the @picof time modulation to a two-
element direction finding antenna array in 2007 tiAs topic became more and more
popular in the recent years, many researchersedtéstexplore other applications of

TMAAs [23-30].
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From the above discussion, it can be concluded Th4AA has two important
characteristics: 1) sidelobe suppression - it edaxhe design constraint of the
conventional system and has a great flexibilityhi@ control of excitation currents; 2)
electronic beam scanning - it generates multiplenise pointing at different angels
without the use of phase shifters and dramatigaltiices the system costs. However,
the time modulation process produces harmonicsidabands at the multiples of
modulation frequency, this drawback results ingaftthe power is redistributed into
sidebands and it lowers the radiation directivitg gain at the fundamental frequency.
In recent years, considerable efforts have beeren@deduce undesired harmonic
radiations of TMAAs using various types of optimiea algorithm, but so far no
successful attempt has been made to combine therdsaof pattern synthesis and
electronic beam scanning together. Furthermoragethas not got any exploration

into the applications of TMAA in communication systs.

1.3 Original Contributions

The main innovations in thesis are summarised below

a) Unlike using conventional optimisation algorithms suppress sideband
levels in the TMMAs, this thesis proposed an inrivea and
straightforward approach based on reducing thécstéément weights of

the outer elements of a linear array using simge Bower dividers [31].
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b)

d)

Proposed a new technique that utilises the fixediwadth of the radiating
elements of the array to act as band-pass fileesppress the out of band
harmonics generated by the time-modulation proc&se approach is
combined with a new element switching sequenceettuce sideband
radiation. This proposed method does not requieeude of complicated
optimisation procedures to generate the switchiegusences and is
applicable to synthesise beam patterns with anyraied sidelobe level

[32].

Proposed a novel approach to combine electronimmbstaering and low
sidelobe levels operation in the time-modulatededmn arrays. This
technique relies solely on controlling the switchitime of each array
elements and does not require the use of additiamgdlitude weighting

function [33].

Proposed a new technique based on a signal progesgiorithm - Linearly
Constrained Minimum Variance (LCMV) to form a deeyll to attenuate
interfering signals from degrading the system peméBince. This method

does not need to use any phase shifters.

Proposed the concept of time redundancy — an efffi¢bpology in terms of

time utilization of the array elements.
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f) Proposed an innovative way to apply adaptive beamifig in the TMMASs
without the use of phase shifter and extend théysisainto a two-channel

commutation system in the presence of interferamcenoise [34].

1.4 Thesis Outline

This research work mainly focuses on the studyheftivo significant characteristics
of the TMMA: pattern synthesis and electronic besranning and evaluates the
feasibility of applying the proposed techniquesthie communication system. The

thesis is outlined as follows:

In Chapter 2 three types of general antenna argipemial, Dolphy-Chebyshev and
Taylor arrays are described first to serve as acbfsindation. The underlying
principles of time modulated antenna array areoduced in the later chapter. The
core idea behind four-dimensional antenna arrayTMAA is to periodically
switching on and off of the array element in a gescribed way through an external
programmed circuit, so that antenna radiation patean be controlled electronically.
This novel technique resolves the practical desmcerns of using complicated feed
network, but at the price of sacrificing radiati@fficiency at the fundamental

frequency.

In Chapter 3 two innovative techniques are propdeedinimise the power radiated
into harmonic patterns or sidebands. The first @@gm introduces a new array

topology based on simple 3dB power dividing netwonkhile the other utilises the
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fixed bandwidth of a radiating element to act asdpass filter to reduce the sideband

levels of the harmonics.

Conventional phased antenna arrays have the capalfiperforming real electronic
beam scanning by using costly phase shifter. ChaptiErst investigates a way to
realise multiple beam scanning without the usehafse shifters through periodically
delaying the switching on time of each array elemerma progressive manner. In the
real application, some strong interfering signaés/rdegrade the system performance,
even though the beam pattern can produce a sidééoie¢ of -30dB. Hence the
second part of this chapter implements Linearly Sf@ned Minimum Variance
algorithms to steer a deep a null towards the timecof the interference while

maintaining the main beam response.

From Chapter 4, we know that electronic beam scanoan be achieved through
controlling each array element in a pre-defined mean but this switching time
scheme is inefficient. Chapter 5 proposed a newlogy to exploit the redundancy of
the conventional time sequence and apply the caonoep simple two-channel time

modulated antenna array.

Having gained a solid understanding of the two irtg features of the TMAA, we
will start to investigate its application in thereless communication system. In the
beginning of Chapter 6, it derives the mathematmatel of the beamforming in a
time modulated antenna array. Following that itleip the feasibility of applying

smart antenna technology of the time modulated naatearray in the wireless
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communication system. Switched beam system of TM#Airst examined under
various scenarios and then adaptive beamformintesy®f TMMA for a single
output is introduced in the latter chapter. Finalhalysis is extended to a two-channel

adaptive beamforming scenario basing on the corafdphe redundancy.

A summary of the research works undertaken alorg thie achievements made so
far during the period of study are presented inpgidra7. Later in the chapter we will

discuss some possible works of the research cdorein the future.
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Chapter 2 Theoretical Background and

Literature Review

2.1 Introduction

Nowadays, due to the widespread applications of wiireless communication systems,
antenna design plays a more significant role indaily life. A single-element antenna has a
broad radiation pattern but with low directivityy some applications which may demand
much higher radiation energy in one certain digecto take account of long distance power

loss.

An easy and convenient way to achieve a high dueatdiation pattern is by grouping a

number of radiators with different current excivas and phase delays together in a certain
arrangement. This new configuration is regardedraantenna array, so it can not only lead
to greater gain but can also provide a importaatui@ - scanning the main beam in any

desired direction.

In this chapter, fundamental concepts of uniforrd aan-uniform amplitude linear arrays as
well as the idea of beamforming technique will besented. Subsequently, the theoretical
background and methodology of time modulated lireeaays will be discussed later in the

chapter.
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2.2 Conventional Antenna Array

An antenna array is normally classified into thnegn categories: linear arrays, planar arrays
and circular arrays [1-3] in terms of the elemeggemetrical arrangements. As a result of
simple structure and a better physical demonstrati@ only consider the case of linear array

in the following thesis.

2.2.1 Uniform Amplitude and Spacing Linear Array
A uniform linear array is defined as an array odntical elements along a line with equal
amplitudes and spacing [4], the generalised formN-element antenna linear array is shown

in Fig 2.1.

Incident wave

Antenna 1 W,

y(n)
W2 /
X

Wn-1

X

Antenna N

Fig 2.1. Uniform amplitude N-element linear arrayhaequal spacing.

Let us assume each element is an isotropic soundetl®e element spacing is a half
wavelength. An incident wave impinges on the lireaay, the total radiation pattern or array

factor (AF) can be obtained by the summation oheadividual element as given by [4]:
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N-1
AF(G) = 1 + é’(kdsin9+[3) +é2(kdsin9+[3) + .. +j@l-l)(kdsine+[3) E jrékdsine+p) (2 1)

n=0

where k = /A is the propagation constaffit,is the progressive phase delay between each
array element and is the incident angle against the horizontal liBg. multiplying both

sides by &, the normalised array factor can be reduced to:

sin(yg)
AF (0) = —21 (2.2)
Nsin(Ez//)

whereV¥ = kdsir® +f, the corresponding radiation pattern of the alexwgation is:

N
sin (=)

1
Main beam MNsin( 5‘4’}

Sidelobes

» Ange (8)
ATy 0 an

Fig 2.2. Corresponding radiation pattern of eque(ih?2).

The maximum value occurs wh&h= 0 or si® = O if all elements are in phagg £ 0), so
0=+ nx, where n is an integer. From Fig 2.2 it can bensiémat maximum radiation is
controlled by the phase deliybetween each element. Some applications may eedjuér
antenna array to scan the main beam in any dedirection, particularly in a radar system.

In order to accomplish this objective, the progresphase delay is derived as= kdsird+p
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= 0, thusB = -kdsir®. In this thesis, all the numerical examples ameutated using MATLAB
software, which is a matrix computing software daed for numerical modelling. An
example of 10-element uniform amplitude phasedyaataan incident anglé = 30 is shown

in Fig 2.3:

Gain (dB)

10 20 30 40 50 60 70 80 90
Angle (6)

Fig 2.3. 10-element uniform amplitude phased aat#y= 30.

Therefore, a phased array is determined by theeptalay between each array element. This
general concept lays the foundation for time magalantenna array which will be discussed

later.

2.2.2 Non-uniform Amplitude and uniform Spacing Linear Array

The uniform amplitude and spacing linear arrays diasussed in the previous section and
the results has illustrated that a linear arrayhvatual amplitude excitation produces a
radiation pattern with a maximum sidelobe levet18.5dB below the main beam. However,
some systems may demand a much lower sidelobesle$@tB or -40dB below the main

beam to reduce the level of interference. In tadien, we will examine three different types
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of well-known antenna arrays: binomial, Dolph-Ch&liogv and Taylor distribution. The array

factor of a non-uniform amplitude linear array witalf wavelength spacing can be written as:

AF(0) = w,1 + w, (kdsind+p) W, @idsino+p) " Q-1 (kdsird+p)

N-1
— d(kdsi+p) (2.3)
2 W

wherew, represents the array element coefficients or axajtation amplitudes.

2.2.2.1 Binomial Linear Array
Stone [5] proposed the idea of reducing the sideli@vel by relating the array elements
amplitudes according to the coefficients of a biradreeries:

1+ 3™ =1+ (- 1w+ (17D 2) _1)2(:‘ “Dyer (2.4)

where n is a discrete number from 1 to the givemlmer of elements N. Considering an
example of 16-element binominal array with half-ekngth spacing and zero phase delay
between each element. The amplitude coefficients rasulting radiation pattern for a 16

elements Binomial array are shown as follows:

Element Number 1 2 3 4 5 6 7 8

Amplitude 0.000Z 0.0023 | 0.0163| 0.0707| 0.2121| 0.4667| 0.7778| 1.0000

Element Number 9 10 11 12 13 14 15 16

Amplitude 1.0000 0.7778 | 0.4667| 0.2121| 0.0707| 0.0163| 0.0023| 0.0002

Table 2.1. Amplitude coefficients of a 16-elemeimioimial array.
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Gain (dB)

Angle (6)

Fig 2.4. Radiation pattern of 16-element binomrahg with uniform spacing.

Thus, the array elements amplitudes are derived flee expansion of binomial series. Apart
from the wide main beam, an ideal binomial arragsdnot have any sidelobes. According to
Table 2.1, binomial array requires a high dynamrge of excitation coefficients to produce
the corresponding radiation pattern shown in Fi} 20 the feed network is difficult to

fabricate in reality.

2.2.2.2 Dolph-Chebyshev Linear Array

It is often more preferable to have a radiationtgratwith lower sidelobe levels (below -

30dB) to attenuate the effect of interference, sottzer approach introduced by Dolph [6]
and later developed by other researchers [7-10m&®t this criteria. The excitation

coefficients in this type of array are determingdle Chebyshev polynomial, which is seen
as a compromise approach between uniform and baidmear arrays. There are a number
of ways to obtain the amplitude coefficients of @kebyshev array, but we will use the

following technique [8] in this thesis:
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N -2)! -
w, = z (-1)V9(z, ) (q+N-2)}(2N-1) for even number of elements n = 1,2,....N,
a=n (a-n)!(q+n-1)!(N-q)!
(2.5a)
N+1 _ |
w, =) (-1)V(z, )2 (a+N-2)I(2N) for odd number of elements n =
g=n £,(q-n)!(q+n-2)!/(N-q+1)!
1,2,....N+1, where, =2 forn =1¢,= 1 forn Z1. (2.6b)

where N is the number of elemenis=0.5[ (R +/ B -1 +(R { R -£y™ and

R, is the voltage ratio of major to minor lobe of tregliation pattern. An example of 16-
element Chebyshev array of -30dB maximum sidelelel$ with half-wavelength spacing is
considered. The excitation coefficients and radirapattern of a 16-element Chebyshev array

are given in Table 2.2 and plotted in Fig 2.5 dlofes:

Element Numbe 1 2 3 4 5 6 7 8

Amplitude 0.2910 0.3173| 0.4557| 0.6018| 0.7424| 0.8637 | 0.9528| 1.0000

Element Numbe 9 10 11 12 13 14 15 16

Amplitude 1.0000 0.9528| 0.8637| 0.7424| 0.6018| 0.4557 | 0.3173| 0.2910

Table 2.2. Excitation coefficients of 16-elemeneBishev array with -30dB maximum

sidelobe levels.

Gain (dB)

I
-k -+

I I

1 1 1

0 50 60 70 80 90

Angle (6)

Fig 2.5. Radiation pattern of 16-element Chebysdreay of -30dB maximum sidelobe levels.
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A Chebyshev linear array is achieved by equatiregatiplitudes of each array element to the
coefficients of Chebyshev polynomials. Althoughsthapproach effectively reduces the
maximum sidelobe level to -30dB below the main bebot the issue of non-continuous
current distribution will become more apparentfas mnumber of array elements increase to

20 in the design of feed network.

Element Number 1 2 3 4 5 6 7 8

Amplitude 0.3256 | 0.2856 | 0.3910 0.5046| 0.6203| 0.7315| 0.8310| 0.9124

Element Number 9 10 11 12 13 14 15 16

Amplitude 0.9701f 1.0000 | 1.0000 0.9701| 0.9124| 0.8310| 0.7315| 0.6203

Element Number 17 18 19 20

Amplitude 0.5046 0.3910 | 0.2856 0.3256

Table 2.3. Excitation coefficients of 20-elemeneBirshev array designed to produce -30dB

maximum sidelobe levels.

2.2.2.3Taylor Linear Array

In an effort to solve the problem of discontinuotsrent distribution occurred in the
Chebyshev array as the number of element getsr|aagether more advanced technique was
introduced by Taylor [11]. Chebyshev distributiorogluces a radiation pattern with desired
but constant minor lobe levels extended to infinkpwever, Taylor's technique is able to
generate a similar beam pattern but with steaddgagied sidelobes. The array excitation

coefficients are expressed as [11]:

e L ERel 27)

~ (n-1+m)!(n-1-m)i 1

n



CHAPTER 2 24

1 _ _
+ 24(n - =)? <n <
parametersy = = 7o \IA (n 2) l<n<n and g=——"_____ where
+nm n<n o ,/A2+(F1 -;)Z

1 = . . : .
A==cosh'R, n is the number of equal minor lobes chosen and fResvoltage ratio of
T

main beam to sidelobes. To examine the principlesyill use an example of a 16-element
Taylor linear array of half-wavelength inter-elerhepacing designed to produce of -30dB

sidelobe levels. The amplitudes of array elementksralated radiation patterns are shown as:

Element Number 1 2 3 4 5 6 7 8

Amplitude 0.2596) 0.3264| 0.4466| 0.5939| 0.7386| 0.8609| 0.9509| 1.0000

Element Number 9 10 11 12 13 14 15 16

Amplitude 1.0000 0.9509| 0.8609| 0.7386| 0.5939| 0.4466| 0.3264| 0.2596

Table 2.4. Excitation coefficients of 16-elemenyIba array with -30dB maximum sidelobe
levels whenn = 5.

Gain (dB)

10 20 30 40 50 60 70 80 90
Angle (0)

Fig 2.6. Radiation pattern of 16-element Tayloagmf -30dB maximum sidelobe levels.

with uniform spacing whem = 5.
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It can be noted from Fig 2.6 that Taylor distrilbatiproduces the desired radiation pattern

with a maximum sidelobe level of -30dB, while thenor lobes outside the range of
decreases at a rate of simj/ru compared with Chebyshev array shown in Fig 24.[The

relative amplitudes of the array elements do noy ea the number of elements increases.

Element Number 1 2 3 4 5 6 7 8

Amplitude 0.2559 | 0.2992 | 0.3804 0.4882| 0.6075| 0.7232| 0.8253| 0.9083

Element Number 9 10 11 12 13 14 15 16

Amplitude 0.9682 1.0000 | 1.0000 0.9682| 0.9083| 0.8253| 0.7232| 0.6075

Element Number 17 18 19 20

Amplitude 0.4882 0.3804 | 0.2992 0.2559

Table 2.5. Amplitudes of 20-element Taylor lineaag designed to produce a radiation
pattern with a -30dB maximum sidelobe levels wimer 5.

From the above discussion, we can conclude thderpasynthesis can be achieved by
controlling the excitation coefficients of the arrelements. The dynamic range of amplitude
ratios from the outermost to the central elementafd6-element array under three different
cases (binomial, Chebyshev and Taylor) are 1:0.00022910 and 1:0.2596 respectively.
Chebyshev and Taylor distributions are both widedgd classic technique to produce a beam
pattern with a controlled low or ultralow sidelobevels (equal or less than -30dB), but
Taylor array provides a smooth current distributficom the edge towards the centre as the

number of elements increases.
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2.2.3 Beamfor ming Basics

In a phased array system, beamforming is a sgdtaing technique that enhances radiation

in one direction while rejecting unwanted signaisni others. For a uniform linear array

structure that is shown in Fig 2.1, a narrowbargidient plane wave s(t) is transmitted from

the far field source. Since the signal is arrivatgthe first element of the array has a delay
compared to the second element, there is a progegsisase shift across the entire array. The

array response @) can be expressed in a complex vector form as:
a(H) — [1 e—jkdsin9 e—2jkdsin€ e—j N -1xd sir@ ﬂ (2.8)

where the superscripfl [ represents transpose afds the direction of arrival angle of the

signal. The transmitted signal s(t) from the faldi source in the vector form is written
ass()=[s®),s®,s ®),...,8 Ib. Therefore, we denote the received signal x(t) as
x(t) = a@®)s(t).

The output y(t) is the summation of the signal ne=e by individual element multiplied by a

set of complex weights given by [13]:

N-1

y(t) = D WX, (t) (2.9)
n=20
Denoting the array weight=[w, , W, , W, , ...., W, ], where {" represents the complex
conjugate, the signal received from all the elemeast(t) = [X,(t) , X, (1) , X, () , ..., X, (@,
the output of the array becomes [13]:
y(t) =w"x(t) =w"a@)s(t) (2.10)

where ()7 is the complex conjugate transpose. A uniform éunbé linear array is regarded
as a special case when=1[1, 1,1, 1,1, 1,1, 1,1, 1,1, 1, 1, 1, 17 1For a non-uniform

linear array, the array weights are normally deteet by either the coefficients of binomial
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expansion or Chebyshev polynomials coefficientsréfore, various beam patterns can be
designed by simply adjusting the proper array wisiglv according to the system
specification. Understanding this basic charadieris of great importance in studying the

next topic.

2.3 Theoretical background of Time Modulated Linear Arrays

From the preceding analysis, two significant chimastics, pattern synthesis and real time
electronic beam scanning, were accomplished by poéating the excitation coefficients or
the array weights of the array elements. For exapgpll6-element Chebyshev linear array
designed to generate -40dB maximum sidelobe ldvatsa normalised amplitude ratio of
0:1138 to 1 [8-9] from the®ito the &' element, while a 16-element Taylor linear array &a
current distribution of 0.1216 to 1 [11-12]. Bothtbese techniques require a complicated
feed network design. In addition, expensive digifahse shifters are essential components in
a phased array system to achieve electronic beeenirs. These can only be found in the
specialised military system, so it has motivateslrdsearch into developing a simple and low

cost array system for the commercial application.

In order to address the above concerns, an innevadiea of time modulation was firstly

proposed by Shanks and Bickmore [14] in the |[a®0%9A simple configuration of radiating

slots, ferrite switches and square-wave generaty used to demonstrate the concept. In
1961, Shanks [15] applied this analysis into a pHaarray system and established a
mathematical model of achieving electronic beanmsicay property without the use of phase
shifters. On the basis of this investigation, Kummteal. [16] presented experimental results
of an eight-element time modulated slot array dtaxd, it has shown that ultra-low sidelobe

levels of -39.5dB below the main beam were achie®d 961, another measurement of a
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twenty-element slotted array at X band was carmed by Kummer et al. [17] The

experimental results verified the possibility oélising real time electronic beam steering by
periodically modulating each array element. A fdacades later, Lewis and Evins [18]
extended the analysis to a radar system, and dmckla theoretical model for reducing
interference from entering the sidelobes of radamioving the phase centre of the receiver

array.

The essence of time-modulation is to periodicaMteh on and off each array element with a
high speed RF switch for a prescribed period oktly an electronic control circuit so that

the amplitude weighting functions of conventionatesana array can be synthesised in a
time-average sense. By the virtue of periodic tmmadulation, harmonics or sidebands are
generated at multiples of the switching frequeri2gsired antenna patterns with controlled
sidelobe levels can be obtained after proper iilteprocess. Sometimes harmonics are
unwanted as they waste power, but there are apiphsain which such harmonic beams can

be exploited to point in different directions.

Since each array element is connected to an RFclsvahd controlled by an external
programmed circuit, the use of time as an additipasameter is more flexible and accurate
to obtain the array weights compared with the cativeal method. It not only relaxes the
design constraint of feed network but also imprawessystem performance. In recent years,
the concept of time modulated antenna arrays (TMMA3 been studied extensively by
various researchers [19-36]. Much previous work feasised on exploring the potential
applications of TMMA in many areas can be foun@i3®-49]. In this section, we will briefly
introduce the fundamental principles of time motkdaantenna array. Two important
characteristics of TMAA as well as its potentiaplgations in the communication system

will be in the following few chapters.
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2.3.1 Sideband Reduction
Referring to Fig 2.1, if a narrowband plane waveawfangular frequenay impinges on the
array at an angle @f with respect to the broadside direction, the afa&yor of conventional

linear array with uniform inter-element spacingigressed as the sum of individual element:

AF (g,t) — ejmtzwnejkndsme (2.11)

n=0

where the beampattern is expressed as a functiondw let us assume the array weights
w, are a periodic function of time with a periog Much greater than the RF signal period
T=2w/n. According to the mathematical definition, anyipdic signal can be decomposed
into the sum of infinite oscillating functions [5030 w, can be represented in the Fourier

series form as:

w,(t) = > a,e™ (2.12)

m = —oo

wherew, = 21/T, << o is the angular modulation frequency and it ishi@ microwave range,
since , closes tow will cause serious interference between the caarel fundamental
frequency. The simplest way to realise time moduteis to periodically turn on and off one
or more array elements through high speed RF sesiclnence the array weights or

weighting functions ware defined by:

1 0<r1 <t<rt <T,
non no

w,(t) = { fi™ (2.13)

0 elsewhere
wheret,o, andthe are the on and off time of the nth elementgsisTthe switching period.

Then equation (2.11) can be rearranged as:
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~ N-L o o _ N-1 -
AF(Q,t) = ejmtzwn (t)ejkndsmé?: Z ej(m mmo)tz%ejkndsme (2.14)
n=0 m = —oo n=0
where Fourier coefficients,aare given by:
1% —ime
a. = T_-fo w_ (t)e Mol dt (2.15)
0

Substituting equation (2.13) into (2.15) leads to

0 Tnon
:i 1 [e_jmmot ]Tnoff
TO _ jm(l)o Thon
:i 1 (e—jm(DoTnoff _ e—jmwofnon )
T, - imo,
1 |

(e_ im2ntpop _ e im2nthon )

2m /o, mo,

— J (e—jm 2nTpoff e—jm 2TThon )

- J e_ jm2nthon [e_ jm 2n(tnoft ~Thon) — 1]
27rm

— J e‘jm 2mThon e‘jmﬁ(f noff ~Tnon) [e_jm“(T noff=T non) _ ejm“(T noff"T non ]
27rm

:_Ziim e_ijKTnone_jmT[(Tnoff_TnOn) (_ 2J Sln[rm(Tnoff — Tnon)])

1 - .
- m © e on non Enen sin [rm(THOff ~ Thon )] (2 16)
:(Tnoff —_ Tnon) Sin[r‘nn(":noff B Tnon)] e—jnm(rnoff +Tnon)

mn(rnoff - Tnon)

From equation (2.15), it can be noticed that oneriéo coefficient corresponds to one
angular frequency with respect to{mw,). Generally, the beampattern at the fundamental an

angular frequency (when m=0) is of interest (wherOmso the equation (2.14) reduces to:
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AF(G,t) — ejwtzaonejkndsme (2.17)
n=0
where
_ 1 Tnoff - jO0o,t
ay, = T—I w(t)e dt (2.18)
0 non

Substituting equation (2.13) into (2.18), we camume the Fourier coefficients at the

fundamental frequency:

Tnoff

1 .

aOn = T_JT e Jomotdt
0 non
1

- 1 noff
T [115er (2.1)

— Tnoff — Tnon

1-0
It also can be emphasised that Fourier coefficiantssimply the time average value of the
modulated array elements. This implies that thayanreights of a conventional antenna array
are controlled by the Fourier coefficients at thedament angular frequency, equation (2.17)

simplifies to

— jot ~ (Tnoff B Tnon) jknd sin@
AF(6,t) = e e —ente (2.20)
n=0 0

The term(rnoﬁ_l_;%“) in the time modulated linear array in equatior2@.is the same as the
0

static amplitude weights for a conventional arrag d is determined by the effective on-time
(toff - Ton) Of each array element. In fact, this techniquevad conventional array amplitude
weighting functions to be accomplished in a timerage sense at the fundamental frequency.
Switching an element on for a given period of tioogresponds to its excitation coefficients.

For an example, if a particular array element haslative amplitude weight of 0.5, then in
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the time modulation scheme, the element would beetlion for a time which is equal to the
half of the modulation period. In other words, aype of distribution functions such as

Chebyshev and Taylor can be easily achieved thrthighechnique.

The utilisation of time provides a more effectivedgrecise way to synthesise patterns with
controlled sidelobe level as well as relaxing thechanical design constraint. A simple N-

element time modulated linear array in the recemeele is illustrated in Fig 2.7.

1 2 3 4 N N-element array

ST

Electronic Control Circuit Board

Array output

Fig 2.7. N-element time modulated linear arraydtrce in the receive mode.

To aid the interpretation of the general concegitus first examine a simple situation of a 16-
element time modulated linear array, where all élements are switched on for an entire
switching period T with a common starting timer o, = 0). For simplicity, we will also

assume a normalised switching period=) and half wavelength inter-element spacing
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(d=0.5\). The time sequence of the array and correspondaafjation pattern at the

fundamental angular frequency are shown in FiggRd@Fig 2.9 respectively.

9 10 11 12 13 14 15 16

8
Element number

—

o
o

VD B
© o o o

Q N~ 9O
©o o o o
awin-uo JUsWa|e pasifewloN

o

Fig 2.8. Time sequence of 16-element time modurtesht array switched on for a entire

switching period T

10 20 30 40 50 60 70 80 90

Angle (degree)

0

Fig 2.9. Corresponding array factor of Fig 2.8.
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If all elements are energised for an entire modujaperiod, the radiation pattern simplifies
to the case of uniform amplitude linear arraytvfor all 16 elements). At the fundamental

frequency when m = Ogq,, =1, -7,,,= 1, but the Fourier coefficients at harmonics or

sidelobes (n# 0) equal zero, because sim(m0 for any given number of harmonics m.

We will now extend this analysis to implement -30dRBylor distribution to the time
modulated linear array. From the previous discussiee know that amplitude weighting
functions are determined by the effective on timmkarray elements, which in turn control
the radiation pattern at the operating frequendye fime sequence of a 16-element Taylor
array and its radiation patterns at fundamentajueecy and first positive three harmonics

are plotted in Fig 2.10 and Fig 2.11 respectively.

Normalised element on-time

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig 2.10. Time sequence of 16-element time modiithedr array designed to prodce a

beampattern with -30dB Taylor sidelobe level atftirlamental frequency.
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******************************

I
w N O

Gain (dB)

Angle (degree)

Fig 2.11. Corresponding array factors of Fig 2:0&Q refers to fundamental frequency, m=1
refers to the 1st harmonic, m=2 refers to the Zarthlonic and m=3 refers to the 3rd

harmonic).

It can be noticed from Fig 2.11 that the beampafEoduces a maximum sidelobe level of -
30dB at fundamental frequency, along with infimitember of harmonics at multiples of the
modulation frequency. Since sidebands consume pértise total input power, it tends to

degrade the system performance and is undesirRigleent works have been focused on
investigating appropriate techniques for suppreskarmonic radiations by various adaptive
optimisation algorithms [20-21, 25-26, 28-34]. W#l deal with this issue and discuss it in a

more detail in the following chapter.

2.3.2 Harmonic beam scanning
One of the most significant features of a phasealyaystem is the capability of performing
real-time electronic beam steering. By properlyuating the relative phase delay of each

element, the pattern is able to form a high divectnain beam in the desired direction. A
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variety of techniques, including true-time delayl][5ferroelectric phased array [52] and
frequency scanning array [53], have been studietl iawestigated for decades, but these
technologies are not yet well-developed to proadew-cost system. In 1959, Shanks and
Bickmore [14] proposed an idea of time modulatiord alemonstrated the mathematical
potential of implementing electronic scanning ie time domain. This approach is simple

and reliable, and most importantly it eliminates tise of costly phase shifters.

Referring back to equation (2.15), each Fourierffments a,, corresponds to a different
harmonic frequency. Therefore, there is a possihiti which each harmonic pattern can be

controlled to point to various spatial directions.

Fourier Transform theory dictates that a shiftia time domain is equivalent to a change in
phase in the frequency domain [54]. Thus in orderathieve the identical effect of a
progressive phase delay between each array eleasemt the conventional phased array
system, each array element in the time modulatéenana array has to be energised in a
similar way. The most straightforward form is thedyy switching (on or off) scheme. In this
case, a rectangular pulse shape is used for sithjpdération as is shown in Fig 2.12 and
defined by the equation (2.13):

w(t)

A

0 » Time (t)
Ton Toff

Fig 2.12. A rectangular pulse of N-element time olated linear array.
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1 O0<r1 <t<rt ﬁs T,
W, (t) = non no
0 elsewhere

wheret,, and 1o represent the element switching on and off tim@eesvely. In the next
step, we will examine the physical excitation agement for a N-element linear array. The
first antenna of the array is turned on for a srpaltion of a modulation period, Tdenoted
as N/ T) and then switched off immediately. Repeatingdime procedure across the entire
array, thus the corresponding excitation time efrith element is denoted as:

M oy (N*DT,
N N

(2)2

Using (2.21), we calculate the Fourier coefficiesss

a =

mn

J' noff e_jmmotdt

1
T Thon
(n+1)T,
i 1 [e-J'mwot] N
. nT,
T, JmCOO TO

o

.2 (n+1)T . 2Ty
1 1 cimg Sim T
_.— (e To N _ To N )
T, —Jmo,

1 H _j2mm(n+1) _j2mmn
L e v -e v
2mlo, mo,

j _j2mm(n+1) _ j2mmn
=———€ " -e V)
27mm

j _j2mmn _j2mm
=——e N (e M -1
2mm

_j2mn - _jaom jim jm

= J e N e N (e N _eN )
27mm
j2rmn - jm

S P P P sm@ ) (2.22)

2/mm
j2rmn - jrm
N

——sm@)e N e

Substituting (2.22) into equation (2.14) we caraght
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AF(Q t) — Z el(m’rmo)tzamnejkndsme

m= —co

_Jj2mn_jam
N

0 N-1
J((D“"‘mo)t Jkndsme N N
sm% &) e 2923
Z_ - Onm (2.23)
nm 0 —
—e _T Z el(m+mmo)t ' n% eJﬂﬂ(sm@
. h=0 ﬂm

_— . . .4 2m
The radiation pattern has a maximum responsiét = ZWm whered = sin* %). Thus for

a given number of elements, the phase angle idypdependant on the given number of
harmonics m. For example, the beampatterns atrfggative harmonic (m=-1), fundamental

frequency (m=0) and first negative harmonic (m=r&) expressed as:

, 1 _ —TT. im(sing+2)
AF(Q;t)mz_l = e‘(“"”’°)tzismﬁ)ej N
n=0 =77 N
N
AF(6,1), _, = ey —e™m (2.24)
n:ON
jrm(sine—%)

. N-1 1 T
AF(6,1),, = 7oy Zsin— e
n=0

From the knowledge gained in the non-uniform lin@amay section, equation (2.24) implies
that each individual Fourier coefficient determinles spatial characteristic of beampattern at
a specific harmonic frequency. The above discusgimvides a basic understanding of
realising electronic beam scanning in the time ntetdd antenna array without the use of
phase shifters. A spatial illustration of beam swag plotted in Fig 2.13. Considering an
example of 16-element linear array with d=0.%he time sequence and corresponding

radiation patterns at different harmonic frequesi@ee shown in Fig 2.14 and Fig 2.15.
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(N)
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.20 = 2
9: 12 e - O =qj 1
f=sin (=) " &) f=sn"Q)

Fig 2.13. Spatial illustration of beam scanning.
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Fig 2.14. Time sequence of 16 elements linear dode energised in a progressive way.
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Fig 2.15. Corresponding array factors of time seqaén Fig 2.14.( m=-2 relates t&"2
negative harmonic, m=-1 relates tbriegative harmonic, m=0 relates to fundamental

frequency, m=1 relates to 1st positive harmonic2metates to 2nd positive harmonic)

The beampattern at the fundamental angular frequenbhas a maximum response at the

boresight directioné0), while the beampatterns &tand 2° positive and negative sideband

steer the main beam towards the directiontsfn‘l(%)(or +7.18 ) and isin‘l(l%)(or

14.47 ) respectively. Hence the simulation results agrery well with the theoretical

model, where beampatterns can be controlled to scalfferent angles as a function of

harmonic number m.

Up to this point, we have concluded some cruciahggso 1) every harmonic or sideband has
same sidelobe level of -13dB as in the conventianédbrm linear array; 2) there are a finite

number of beams covering the full hemisphere ehenigh infinite numbers of harmonics
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are generated; 3) the sinc functigw% in equation (2.23) decreases in amplitude as
m

harmonic frequency m increases.

2.4 Conclusion

A brief introduction of the general theory behir tconventional uniform amplitude linear
array was given at the beginning of this chaptdire@ classic types of non-uniform
amplitude linear array models are discussed inaiee section. In the case of Binomial linear
array, the excitation coefficients can be obtaibgdthe expansion of binomial series and
array pattern generates no sidelobes. For the BOh#byshev linear array, the excitation
coefficients are determined by the Chebyshev patyats and it produces constant sidelobe
levels. For the Taylor linear array, the excitationefficients corresponds to Taylor

distribution and it yields a beam pattern with dechsidelobe level.

With these fundamental principles in mind, we egtéme analysis to a time modulated linear
array in the second part of the chapter. The essehtime modulation is the utilisation of
time as an additional parameter to control the attaristic of the radiation pattern at the
fundamental frequency. Unlike a conventional arsygtem, there are two distinguished
benefits provided by the time modulation technide@ttern synthesis can be accomplished in
a time average sense by periodically switching moh @f each array element in a prescribed
manner. This provides a more flexible and accunatg of producing desired beampatterns
with low or ultralow sidelobe level compared witietconventional methods. However, due
to the nature of periodic time modulation, the hamins are generated and consumed parts of
the input power. Another promising feature providhgdthe time modulated linear array is to

realise electronic beam scanning without the usexpiensive phase shifters. This is also
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achieved through periodically switching on and affay elements progressively across the

array.
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Chapter 3 Sideband Suppression in Time
Modulated Linear Array

3.1 Introduction

Because of increasing concern regarding the siguality and channel capacity in
communication systems, phased arrays antennascwittiolled low sidelobe level

have long been studied for commercial and militapplications over the past few
decades [1]. The challenge of the conventionalesysis how to generate proper
amplitude weighting functions for the array elenseahd produce a desired array
beampattern with controlled low sidelobe level.tlis case, the system must be

capable of having a very fine tolerance contrdhia design of feed network.

By introducing time as an additional parameter thievantenna design, the concern of
generating a radiation pattern with low or ultral@idelobe level can be easily
achieved by periodically modulating the array eleteen a prescribed sequence with
RF switches [2]. This novel approach provides dectiive way of obtaining the array
weights since time is easier and more accurateotdra. Despite of the benefits
offered by the concept of time modulation, harmsroc sidebands will be generated
and consume fractions of the total radiated powrich will degrade the system

performance.

In this chapter, two innovative approaches willibeoduced to suppress sideband

levels and hence minimise sideband radiations. fits¢ technique is based on
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reducing the static element weights of the outemeints of a linear array using
simple 3dB power dividers, while the other oneisg$ the fixed bandwidth of the

radiating elements of the array to filter out-ofadeharmonics.

3.2 Sideband suppression with half-power sub-array

techniques

As discussed in Chapter 2, the amplitude weightstime modulated linear array are
synthesised in a time averaged sense, so thatrithg ia controlled by an external
programmed circuit with a high degree of precisiBarthermore, a time modulated
array is an inherently adaptive system configucedampensate for power variations
in the feed networks to individual elements and &ls provide real-time pattern
control. However, as a consequence of periodic twéching, the array radiates

energy at multiples of the modulating frequency.

Much of the recent, and current, research into-tneglulated arrays has investigated
effective ways for reducing the wasted power radianto the sidebands, often by
employing various adaptive optimisation technigsiesh as Genetic Algorithms (GA)
[3-5], Differential Evolution (DE) Algorithm [6-9and more recently Particle Swarm
Optimisation (PSO) [10-15]. Other approaches totrotimg harmonic radiation
patterns have included unequal element spacing, [A§]well as asymmetrically

positioned pulses [17] and pulsing shaping techa{d8].

In this particular section, we will examine a neppeach based on reducing the
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static weights of the outer elements by using sem@iiB power dividers. This
approach allows the relative switch-on times of thder array elements to be
increased, which decreases the transients in te-domain output from the array

and results in lower sideband levels [19].

3.2.1 Mathematical model

In a conventional phased array, the static elemverghts may be chosen to produce a
prescribed low-sidelobe radiation pattern usinglvkelown distribution functions
such as Chebyshev or Taylor weights. However, thkatics weights in a
time-modulated antenna array are set to unity dments are energised to provide a
time-average equivalent weighting coefficients asraéhe array. The energisation
times correspond to the effective on-time of edement at the operating frequency,
that is & = thott — Tnon, Where g represent a prescribed normalised element wegyhtin
function. Although this approach produces the @esiow sidelobe pattern at the
fundamental angular frequenaoy it also generates significant harmonic, or sideba
components at multiples of the modulating angulegdencyw,. The total power P

radiated by the antenna array can be evaluated as:

Pr=R +Rs (3.1)

where R is the power at the fundamental frequency aggkdépresents the sideband
power losses. By definition, the total radiated povs calculated as the square of the

magnitude of the array factor, which is given by:
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2

00

Z ej(m+mwo)tNZ_lAna ejkndsina
mn

m = —o n=0

P.= |AF (8,1)[ = (3.2)

Removing the signal modulation (the exponentiah)eior the purpose of simplicity,

i NZ_:lAna ejkndsin@
mn

m = —-oc n=0

2

equation (3.2) reduces b = . In Bregains et al. [20],

the final closed-form expression of the power |lgsafter a series of derivations is
written as:

P= Z{W Z | } + 22{Re<AA> *sinck @, - d, )]Z cHl mn}

m=-co m=-co
gqzn

where sinc(x) = sin(x)/x. The sideband power in #t®ve equation (R 0 terms)

results in:
Pu= S AL 3 Al + 25| RAAR) *sinck 6, -0, 3" v

mz0 q¢n mz0

Substituting d = 0binto the above equation leads to:

N -

Pa= S HIAL S Jan’ +2Z R4AA) *sincr =113 aan,

n=0 m=-co m=—oco
mz0 q¢n mz0

H

The second term in the brackets is removed asinbdunction equals zero. The final

term can be obtained:

N-1

PSB: ‘Ah‘z Z ‘amn‘z (33)

=0 m=-—co
m#£0

>
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It can be seen that the sideband power lossesniredunction of two variables, the

static element weightsfand the harmonic Fourier coefficients.a

By definition, the directivity associated with amay factor of a linear array is given

by [21]:
DO— UmaX

Prad/4ﬂ

N-1 P

maxz A‘e]kndsme (3_4)
— n=0

1 pempnl] jkndsind|
e ) jo sinfdédg

where Unax IS the maximum radiation intensity ang,4As total radiated power. The

directivity of time modulated linear array is evated by [22]:

D0: U max
P.yl4m
ax Z Anamnejkndsme (35)
—_ = —oo nN=0
- 27 °° N-1 ) ) 2
I Aa_ e sinfdfdg
-0 n=0
The final closed form can be written as:
2
ejkndsine
D0= (ERE] sin kd (0 )
%Z(&%) [1+ ZZSIm? (may, )]+ZZ Aan)Aa, )R T d(n-t) (3.6)
n=0t=0 -

t#n

coskd f t)]{

g h 2" sind fmay, )sint gma, )cosim a, -, }]

m=1



CHAPTER 3 54

where g1, a=1, =0 for isotropic element, andis the element number that is not
equal to n. Assuming the element spacing d %,@&8uation (3.6) simplifies to:

2

N-1 ) )
maX{Z Aha()nejknd sin@
n=0

2, (Adw)1+2Y siné (may, )]

D,= (3.7)

The second term in the denominator goes to zercsiae term equals zero
(becauseain kd (0 -t)=sin %*0.5&(’:{)]: sin fr0 t)E C, where (n-t) is a positive

integer).

3.2.2 Design proceduresfor the feed network

A variety of approaches for reducing the sidebanetls in time-modulated antenna
arrays have been investigated, including the usgfefet element switching [23] and
the use of combined time-switching with variablatist weights [24]. The latter
approach introduces an extra degree of flexibihitp the design and has been used in
conjunction with adaptive optimisation techniquesdesign time-modulated arrays
with reduced sideband levels. The philosophy bettislapproach is to combine a set
of static weights with element energisation timegjich satisfy the following

relationship at the fundamental frequency:=An (Thoff — Thon)-

However, although the dynamic range of static wisighay be constrained, the actual
magnitudes of the weights may take any value withenrange. Consequently, in a

practical implementation of this design, the anoplés of static weights would need
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to be derived from a specific power dividing netigor by using a set of attenuators
- an approach which undermines the original sinitgliof the time modulated linear

array concept.

Hence we propose a new technique [19] in whichelleenents of a time modulated
array are designed to have fixed amplitude coeffits B given by 22 where X is

a positive integer indicating the level of the feestwork. Such a scheme can easily
be implemented using simple combinations of 3dB grodividing networks. Under
this modified scheme, the new relationship for #iement energisation times at

fundamental frequency becomes=aBn (Tnoft - Thon)-

We also note the constraint that the productRy - o) Must be less than or equal
to unity, which implies that 3dB power dividing metrks can only be applied to the
outer few elements of the array. The exact numbetements that can be driven with
power dividing networks will depend on the weigltifunction, but in general the
lower the prescribed sidelobe level, the greatdl vé the number of elements to
which the power dividing network can be applied. &ample topology employing

half-power sub-arraying is shown in Fig.3.1.
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Fig.3.1.Example topology of a time-modulated array withfpawer sub-arraying

(Case B).

To better illustrate the half-power sub-array tegha we consider three cases based
on a l16-element time modulated linear array witli-lvavelength element spacing,
each example is designed to produce -40dB Tayl@idbe levels at the fundamental
frequency of operation and all the examples arelampnted by using MATLAB

software.

Case A: A conventional time modulated array withfanm amplitude static

element weights (x=0).
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Case B: A time modulated array in which elemeni%ave uniform amplitude

and elements 1-4 and 13-16 are energised witraivelamplitude ofl—2 (x=1).

>

Case C: A time modulated array in which element2 Hrave uniform amplitude,
elements 3-4 and 12-13 are energised with a relaiwplitude of 0.5 (x=2) and

elements 1-2 and 15-16 with a relative amplitud®.86 (x=4).

3.2.3 Numerical examples

Normalised Element on-time

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig.3.2. Time sequence corresponds to -40 dB Tay#aghts. (Red — Case A, Blue —

Case B and Green — Case C)
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Fig.3.3. Normalised amplitude weighting correspotad=i0 dB Taylor weights. (Red

— Case A, Blue — Case B and Green — Case C)

The corresponding normalised element energisatiore tsequence and related
amplitude weighting function for each of the abmases are shown in Fig.3.2 and
Fig.3.3. For case A (uniform amplitude static wegyhthe normalised element
on-times relates to the Taylor distribution. Fose®, the on-times of the outermost 4
elements of the array are increased+® to account for the 3dB reduction in power.
Similarly, for case C, the on-time of the elematigen with relative power levels of

-6dB and -12dB has been increased by factors ati2aespectively.

To understand how this approach can reduce sidetzthdtion, we know that the
effective on-times i — thon) CcoONtrol the magnitude of the Fourier coefficierts
particular, asoff— thon) approaches 1 the amplitude of the Fourier caefiis (for

[m| >0) tends to zero, as described in [20]. Hdmcéncreasing the on-time of the
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array elements using 3dB power dividing networks,oan decrease the magnitude of
the Fourier coefficients and thus reduce the sidébadiation. An alternative and

perhaps more intuitive insight can be gained bymrerang the time domain output

from the array defined by:

N-1 i ]
S () =maxy B

n=0

(3.8)

Case A Case B
16 16¢

Case C

14¢

Output
Output
Output

0 . . . . ) ) ) ) . . . .
0 02040608 1 0O 02040608 1 O0 0.2 040608 1
One cycle One cycle One cycle

Fig.3.4. Time-domain array output signal at boressayer one switching cycle.

An example is given in Fig.3.4 which shows the attgignal from the array at the
boresight direction6=0) over one switching cycle for each of the ab8wmases (note
that 6=0 is the direction of maximum radiation intensitfdasic Fourier analysis
informs us that transients in the time domain gige to harmonics in the frequency

domain, so reducing time domain transients willsemguently decrease the harmonic

content of the signal.
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For case A, the output signal resembles a stainwaseform with a peak value of 16
which corresponds to all the elements of the apeigg simultaneously energised. As
in this example of static weights is unity, the puitfrom the array then reduces in
magnitude by units of 2 as pairs of elements aliécbed off. For case B, where the
outer elements of the array are energised Vatamplitude weighting, both the peak
output level and the transients in the output dign@ave been reduced compared to
case A. A further reduction of the transients ia time domain output signal is seen
for case C, where the amplitude weights have beegtiea to the outer elements of

the array increased by a magnitude of 2 and 4 ctispdy.

Gain (dB)
N
(&)

AL

-50
-90-80-70-60-50-40-30-20-10 O 10 20 30 40 50 60 70 80 90
0 (degree)

Fig.3.5. Array pattern at the fundamental frequehaycase A, B and C with -40dB

Taylor weighting function.
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Fig.3.5 shows the array pattern at the fundamesmagular frequencyo, obtained

from Cases A, B and C. In each case the desiredB-4fidelobe level has been
achieved. To quantify the effectiveness of the psggl scheme in reducing the
energy radiated in the harmonic frequencies, Fagadd Fig.3.7 show the maximum
sideband level and the average power level of #renbnic patterns for each of the
three example cases. The value of the average ptevet has been derived
numerically from pattern integration and the maximsideband level is obtained by a
simple numerical search algorithm. The samplingdency used to plot the radiation

pattern is chosen to be 20 samples per degree.

0
~ 5l -—+-- Case A |
Q —6— Case B
@ Case C .
>
o
- ]
c
@
o] i
[}
S
UJ —
= ~~e
3 ~
S ST ]
s TSe-3
= |

A
o
=

Number of harmonics

Fig.3.6. Maximum sideband level at the first 10rhanic frequencies. (Red — Case A,

Gray — Case B and Green — Case C)
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-15
-=4-- Case A
207 —6— Case B )
Case C

Average power level (dB)

Number of harmonics

Fig.3.7. Average power level at the first 10 harmdrequencies.

The radiation pattern of first harmonic for all eass shown in Fig.3.8. The power in

: : : , ower in all sidebanc
all the sidebands in percentage terms is deflneQBasp : .
Total radiated powel

each of the above three examples casgg, is 25.51%, 19.6% and 13.08%
respectively. It is worth mentioning that althouggme ports of the feed network are
terminated by loads, the total power radiated leyairay remains constant in Case A,
Case B and Case C, since the areas under eachicuiige3.4 are equal. On the other
hand, the improved efficiency can be better expliby calculating the directivity

using equation (3.7). The results are 9.1378, 2% 10.2808 respectively.
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Gain (dB)
N
6]

_50 I I | I I |
-90-80-70-60-50-40-30-20-10 0 10 20 30 40
0 (degree)

Fig.3.8. First harmonic radiation pattern for CAs® and C. (Red — Case A, Gray —

Case B and Green — Case C)

3.2.4 Summary

A new approach to reducing the sideband radiatiolow-sidelobe time-modulated
arrays has been described. The technique combame®istional time-switching with
272 static weights of selective array elements. Suchraplitude weighting scheme
is simple to implement using 3dB power dividingwetks in the array feed network.
When compared to a conventional time-switching sehethe new approach has
demonstrated a reduction in both the maximum sitegbavels and average power
levels at the harmonic patterns, and provides aifgignt improvement for
minimising the sideband radiation power from 25.5186 13.08%, as well as

increasing directivity from 9.1378 to 10.2808.
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3.3 Sideband suppression with fixed bandwidth elements

techniques

The utilisation of a TMLA with a simple 3dB poweiviling networks combined
with a conventional time sequence has a great &algarof reducing the sideband
levels and improving radiation efficiency. In thgection, another approach for
suppressing the sideband levels in time-modulatedat arrays (TMLA) with

uniform static weights is presented [25-26].

The technique utilises the fixed bandwidth of thdiating elements of the array to act
as band-pass filters to suppress the out of bardhdmacs generated by the
time-modulation process. It is combined with a newitching sequence which
divides the original switching sequence into sutpuemices that can be designed to
redistribute the dominant harmonic components & TMLA to predetermined
frequencies, which are outside the bandwidth ofatinay elements. This method does
not require the use of any optimisation algoritrongenerate the TMLA switching
sequences and is applicable to a TMLA configured simthesise arbitrary
low-sidelobe patterns. Numerical results are prieskrio illustrate the proposed
approach by considering a 16-element array of patdbnna elements designed to
provide a radiation pattern with a -30dB sidelobeels. A significant reduction of

sideband levels from -13.5dB to -28.7dB has be&iraed.

3.3.1 Theoretical background

Fourier coefficients in the Time modulated Anterreay is given by:
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sin [mn(rnoff — Tnon)] e jmm(tnoft +Tnon) (39)

amn = (Tnoff - Tnon)
mn(rnoff - Tnon)

wherethon andthes are the switched on and off time of the nth elemeaspectively.

Different Fourier coefficients correspond to diffat harmonic radiation patterns.

In (3.9), we can see that the magnitude of Fowuefficients are determined by the

sin[ma(t, ¢ = T,00)]
rmt(Tnoﬁ - Tnon)

effective on times of array elements and the sumaction

where sinc(x) = sin(x)/x. Bregains et al. [20] seggd a way of reducing the
sideband radiation by decreasing the magnitudeoafi€r coefficients and increasing

the angular frequency separation from the carreauency.

With a good antenna design in hand, the next stép design a proper time scheme
that is able shift harmonics outside the bandwadtthe receiving antenna. Dividing a
continuous time sequence into multiple equal sméihee steps provide the benefits
of controlling the radiation characteristics of manics. A representation of this

switching scheme is drawn below:

wit)
Same duration for each small pulse

N

........

[

" Time (t)

Tion Tioff T2on T2off T3on T3off TNon TNoff

Fig.3.9. A representation of the new switching scbe
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Considering a generalised case of dividing a notimed sequence into N equal steps,

the Fourier coefficients can be rearranged as:

— Sin[m[(Tloﬁ _Tlon)] e—jn'm(‘tloff +on) 4 Sin[m(TZOﬁ _T20n)] e—Jfrm(Tzoff +t20n)
e mn

(3.10)

....... + Sin[rm(TNOﬁ ~ Thvon )] e_jnm(fNoff +TNon)
mr

Such design technique is analogous to decreassngntidulation period by a factor of
X, S0 the harmonics are re-distributed over thespl@pending on the number of x (as

f=1T).

3.3.2 Design Procedures of new time sequence and patch antenna

The starting point for our investigation is a contienal 16 elements time modulated
linear array which is assumed to consist of isotroplements spaced by half
wavelength. Firstly a 16-element TMLA is designedptoduce a Chebyshev array
with -30dB sidelobe level at the fundamental fratpye Such a sequence is shown in
Fig.3.10 and it demonstrates that all the arraynelgs have a common switch on
time and a switch off time corresponding to the IGishev amplitude weighting
function. The maximum sideband levels producedhieytime sequence at the first 30
positive harmonic frequencies are drawn in Fig.3\fere it is observed that the

sideband levels of the first harmonic is relativieigh at levels of around -12dB.
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1
0.9
0.8
0.7
0.6
0.5
04
0.3
0.2
01

ol

Normalised element on-time

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig.3.10. Conventional time switching sequence.

Maximum sidebands level

Number of harmonics

Fig.3.11. The maximum sideband levels of the BG&positive harmonics produced

by the conventional and the proposed switching secg

Now consider a modification of the conventional tsiving sequence in which ‘on’
time of the array elements (excluding the 2 cerdl@ients) has been subdivided into
10 smaller energisation periods as shown in Fig.3His switching sequence still

maintains the beampattern with desired sidelobel lat/the fundamental frequency,
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but the distribution of energy within the harmorifequencies has been changed

significantly.

Normailised element on-time

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig.3.12. Modified time switching sequence.

-10 \ { { T T
A5\ - T .*4 ,,,,,,,, —#— Coventional Approach |
o0 X L === Proposed Approach

Maximum sidebands level

Number of harmonics

Fig.3.13. The maximum sideband levels of the B&positive harmonics produced

by the conventional and the proposed switching secg.
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In Fig.3.13, it can be noticed that the maximumeba&hd levels at the 30 positive
harmonics have been redistributed at an approxirf@ater of 10 compared to the

conventional approach.

To explore this concept, the next step is to detdd the design of the proper antenna
element. The simulation software used is CST Miengev Studi6, which is a
computing package based on Finite Integration Tigcten(FIT). It provides a good
solution for electromagnetic modelling like stdiled calculation, as well as the radio

frequency (RF) circuit design.

In this example, a simple patch antenna was siedlet the Transient Solver in CST
and it is designed to operate at 2.45GHz with edikandwidth of 30MHz. Slotted
lines are used to match the patch to the 50 Ohmostiip line with a width of 3mm.
The substrate material used in this design is noRRa4 with a thickness of 1.6mm
and a relativity permittivity of 4.5. Detailed geetry of the patch antenna and its

bottom view are described in Fig.3.14 and Fig.3edpectively.
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¢ 48mm

28mm =:

28.5 48mm

Fig.3.14. Detailed geometry of the patch antenma)m

Microstrip Line
v\ 3mm
I

I height =1.6mm FR-4, permittivity = 4.5

Ground Plane

Fig.3.15. Bottom view of the patch antenna.

3.3.3 Simulation results of the patch antenna

The scattering parameters are often used to desthd antenna performance. The
reflection coefficientl” of an antenna is defined by the ratio of the powediected
back to the total input power [27]. The reflecticoefficient in dB is expressed as
20log[’|. In this particular example, the transmissior limpedance is 50 ohms and

the reflection coefficient of the patch antennaredat is plotted in Fig.3.16.
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1
6]

-10

-15

Reflection Coefficient (dB)

1 12141618 2 22242628 3 32343638 4
Frequency(GHz)

Fig.3.16. Reflection coefficient in dB of patch amba.

From the graph, we can see that the designed patehna operates at 2.45GHz with
a -10dB bandwidth from 2.435GHz to 2.465GHz. Anotineportant S-parameter is
transmission coefficient which measures the efficiency of transmitted posefimed
by [27]v = 1-| r|2. The normalised transmission coefficient of ins¢r@ the linear
form is drawn in Fig.3.17. The results presentefsdave only considered an array
consisting of isotropic radiators, mainly the arfagtor. However, an array with a
more directive element pattern — such as a pattgngna is considered for this design,
then the principle of pattern multiplication haske utilised. Assuming there is no
mutual coupling between the patch antenna, andhiéhery of pattern multiplication
describes that the total field of the array ispheduct of radiation pattern of a single
element multiplied by the array factor [22]. Theraknt pattern of designed patch

antenna is presented in Fig.3.18.
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Fig.3.17. The reflection and transmission coeffitief a printed patch antenna

designed to operate at 2.45GHz.

With these principles in mind, let us examine aaion where the new switching
time sequence is combined with the patch antensmmed to work at 2.45GHz of
30MHz fixed bandwidth. The resultant radiation pattat the fundamental frequency
is calculated as the product of the conventionayafactor multiplied by the element

pattern of the patch antenna. The correspondirtgrpats shown in Fig.3.19.
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Fig.3.19. The resultant radiation pattern of conmgrthe new switching sequence
(Fig.3.12) with the designed patch antenna (Fig)3.1
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In Fig.3.19 the resultant beam pattern still preduthe desired sidelobe levels of
-30dB at the fundamental frequency, but at a detagee defined by the element
pattern of patch antenna. If the modulation peigdhosen to be 25MHz, the first
positive harmonic is at 2.475GHz (2.45+0.025) whgbutside the bandwidth of the
patch antenna, as well as all the remaining harempaiterns. The comparison of
sidebands levels at the first positive 30 harmohatsveen the conventional approach

and the proposed scheme is demonstrated in Fig.3.20

-10 \ I I
| /| =w— Coventional Approach
200\ 1 =+-=Proposed Approach
E —
L 30 N\ B e
2} |
© LS |
T - |
2 A0 T U VAW ‘
S oy N T
g 20 o H S At S [ 7
S I I ‘ I ) [ I ’"*'.“-
g B60F-------- L ,,,,,,,, ﬂ:,,,,t\,, ,: { ,,,,,, L,i,“ ,,,,, ﬂ:,,,,[,,,,
3 | | R R f
= | | | o
70 IR IR R RN Lol
80 : : : : :
0 5 10 15 20 25 30

Number of harmonics

Fig.3.20. The maximum sideband levels at the 86spositive harmonics produced
by the conventional and the proposed switching eecgiwhen combined with the

patch antenna of finite bandwidth (modulation frexgey = 25MHz).
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Combining the designed patch antenna of finite tédith with the modified
sequence in Fig.3.12, the sideband levels of al Hrmonics are suppressed to
approximately below -28.7dB and this is shown ig.&i20. Therefore, the proposed
approach demonstrates a much better performanae atlditional 12.4dB reduction

of the sideband level compared to the conventitecnique.

Another example is to double the modulation freqyeinom 25MHz to 50MHz, the
corresponding maximum sideband levels of first {pasi30 harmonics between the

conventional approach and the proposed scheméumsteated in Fig.3.21.

I I
—#— Conventional Approach
ool A o o —-4:= Proposed Appraoch | _

Resultant sidebands level

Number of harmonics

Fig.3.21. The maximum sideband levels at the 86spositive harmonics produced
by the conventional, proposed switching sequencanvdombined with the designed

patch antenna of finite bandwidth (modulation frexgey = 50MHz).
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It can be easily seen that increasing the modulafiequency exhibits superior
performance, because harmonics can be shifted failitecantenna bandwidth. The
maximum sideband levels are all reduced to beldvdB3 the results have shown a
significant improvement compared with the convemiiomethod. Apart from these,
this proposed technique is also compatible withhhl power sub-array approach.
Assuming a modified time scheme of 16-element limeeay to synthesise a radiation
pattern with a -30dB Chebyshev sidelobe level & tandamental frequency,
elements 4-13 have uniform amplitude and eleme®sdd 14-16 are energised with
relative amplitude of 2. Now the switched on-tineésrrays elements (excluding the
2 central elements) has been partitioned into 18llsmequal periods as shown in

Fig.3.22.

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig.3.22. Modified time sequence combined with {paifver subarray technique.
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The modulation frequency is assumed to be 25MHz taedresults for maximum
sideband levels at first 30 positive harmonics leetw the conventional method,
proposed approach and the proposed approach cainbitie half power subarray

technique are shown below:

—#— Coventional Approach
=-4=-= Proposed Approach

Proposed Approach with 7
the half power technique |

Maximum sidebands level

30
Number of harmonics

Fig.3.23. The maximum sideband levels at the 8@spositive harmonics produced
by the conventional, the proposed switching segei@mc the proposed approach
when combined with half power subarray techniquedufation frequency =

25MHz).

Fig.3.23 states that the maximum sideband leveddsiced by 3dB from -28.7 dB to

-31.7dB and all the harmonic patterns are succigsiuppressed below -30dB. More
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importantly, the sideband radiation power has lreenced significantly from 24.2%

to 15.6% in the case of using half power technique.

However, the drawback of this proposed approachasthere might be a possibility
when multiple resonant frequencies of the desigradh antenna are coincident with
the harmonic frequencies. In this case, harmonitsiade the bandwidth of the pstvh

antenna can not be suppressed successfully.

3.3.4 Summary

A new approach to the problem of sideband levelpsgsion in time-modulated
linear arrays has been introduced. The techniges sisbdivision of the array element
energisation periods to redistribute the sidebanergy to higher order harmonic
modes. Combining this method with an array elendsgigned to have a finite
pass-band, the proposed technique has a signifiednttion in sideband levels. A
number of numerical examples have shown that alelsind levels can be
successfully decreased to below -28.7dB in a comsmarwith a conventional

time-switching scheme. Furthermore, the half powabarray technique can be
applied directly to the proposed technique in otdamprove the radiation efficiency

by approximately 10%.
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3.4 Conclusion

Two novel approaches of reducing the sideband demetl sideband radiation power
have been introduced in this chapter. Conventitewiniques address the problem by
using various optimisation algorithms. The half-gowubarray technique is based on
adjusting the amplitude of the static element wisighy simply using 3dB power
dividers and the on-times of selected elementsnareased by a magnitude af/?,
where X is a positive integer. The transient tinoendin variation of the signal for
each array element is well reduced from the timenaao prospective. Finally,
simulation results are given to demonstrate a ®ogmt improvement for the
sideband level reduction and radiation efficieneyn de achieved compared to the

conventional method.

In the practical system, the array elements aredaatl isotropic radiators, so another
methodology is proposed to use a directional eleémpattern with a fixed bandwidth.
This provides an additional degree of freedom wt@nmtrolling the time sequence to
produce desired radiation patterns with controlgdelobe level. By dividing the
conventional time scheme into multiple equal stegsare able to shift the harmonics
outside the bandwidth of the antenna array. In ¢ase, maximum sideband levels
can be reduced to approximately below -28.7dB. Iina is worth mentioning that
half power subarray technique can also be appbefilither suppress the sideband

level and improve the radiation efficiency.
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Chapter 4 Beam Steeringin Time
Modulated Linear Arrays

4.1 Introduction

In the previous chapter we have shown that timeuladed linear array can be used
to produce a beam pattern with controlled low silellevels (below -30dB), but at
the expense of having undesired radiations intebsidds or harmonics. Therefore,
two novel approaches were proposed to suppressbaside radiation while

maintaining desired radiation characteristics withv sidelobe level and hence

improve radiation efficiency at the fundamentagfrency.

Another attractive feature of a phased array amtésithe ability to perform real time
electronic beam scanning. The maximum radiatioramy array antenna can be
directed to the direction of interest by contrallinhe relative phase difference

between each element of the array.

In practice, beam steering in phased array anteande achieved by either true-time
delay techniques [1] or by using phase shifters RJr ‘real-time’ operation, the
antenna system must be capable of rapidly adjustimg phase difference
continuously. The benefits offered by the phaseayaiechnology are typically found
in the expensive state-of-art military applicatiohfence there is much interest in

developing an alternative system but with much lowest. The breakthrough
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occurred in 1961 when Shanks proposed a new conteptlising electronic beam
scanning in the time domain [3]. The general ppleiis to modulate each array
element in a periodic manner so that multiple harimpatterns are generated to scan

in various directions.

In this chapter, we will examine how to realise #hectronic beam scanning as well
as the controlled low sidelobe levels in the timedumlated linear array without the
use of any phase shifters [4-5]. Following that,wik apply null steering techniques
in a time modulated linear array in an effort tefi out the interference under various

scenarios.

4.2 Harmonic beam steering with a controlled low sidelobe

radiation pattern

The topology of a time-modulated antenna arrayescdbed in Fig.4.1, where it is
shown that a group of high speed RF switches armemied to modulate array
elements. To synthesize an effective, time-avemagghting function, each array
element may be switched on for a period that cpmeds to a conventional amplitude
coefficient of the array elements. For examplea iparticular array element has a
relative amplitude weight of 0.3, then in the timedulated array implementation the
element can be switched on for a time of @.3Where T is the overall modulation

period. Hence, this technique allows any convemlianray weights to be synthesised

in a time average sense. More importantly, as théclses can be controlled
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electronically, the modulating sequence can belyeasprogrammed to obtain any

arbitrary amplitude weights in real time and thusviples an adaptive array solution.

i b

Electronic Control Circuit Board

Array Output

Fig.4.1. A time modulated linear array structure.

However, as a consequence of periodic time modulatihe array also radiates
energy at harmonics of the switching frequency. Mo€ the recent research into
time-modulated arrays has investigated techniqoesdducing the wasted power
radiated into sidebands, often by employing a warief adaptive optimisation
techniques [6-16]. Other approaches have includgulymg sub-array switching

techniques [17], or combinations of both [18].
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Although in many applications the harmonics gererdty time modulation process
are unwanted, in certain situations they can bdogrpg. For example, a sequential
switching sequence applied to the elements acheskehgth of a linear array can be
used to generate harmonic radiation patterns warehscanned in angle [4], and in
[20] a technique for generating scanned nulls atfitst harmonic frequencies of a

two-element array for direction finding applicatsois described.

The harmonic beam steering property of time-moeédlaarrays is a potentially
powerful attribute, but ideally an array designexud like to combine this function
with low sidelobe performance. Although this reguient can be achieved by
applying conventional static weights across thee fat the array, it is desirable to
simultaneously realise both functions in the timedodation method alone. An
attempt to address this problem was recently inyastd in [21], where adaptive
optimization was used to simultaneously controlnbeteering and the sidelobe level
at the first harmonic beam pattern. In this sectiom will develop an analytical
approach to show how it is possible to accomplishnb steering and low sidelobe

levels at multiple harmonic patterns simultaneously

4.2.1 Mathematical model
Basic Fourier Transform theory describes that angbaof phase in the frequency
domain corresponds to a time change in the timeadtoi22]. For a time modulated

linear array, the equivalent phase shift can béeaed by applying a progressive time
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delay to the successive array elements. Assumicly @ament is an isotropic source,
spaced by half wavelength. The array factor ofnaetimodulated linear array is

expressed as:

(o)

- R I _ N-1 o
AF (Q’t) — ertZAhWn (t) eJkndsmH — Z eJ(m+rm)o)tZA]a[mejkndsm9 (4.1)
n=0 n=0

m= —o
where k = 2/\ is the propagation constaftjs the wavelengthy,is the modulating
angular frequency given by, = 21/T,, m is the number of the harmonic, & the
complex static weight of the element, and r@present the Fourier series coefficients

of the periodic signal y(t) defined by:
— 1 To - jmagt
L —— f_..o W, (t)e dt (4.2)

Now let's move to the physical excitation arrangatn&f an N-element linear array,
where the first antenna of the array is switchedfana small portion of the
modulation period J defined by N/T and then switched off immediately. Repeating
the same procedure across the entire array, thiespanding excitation time of the

nth array element is:

n_-rostsw (4.3)

N N

Using equation (4.3) to evaluate the Fourier cogffits @, in the case of the static

weights A, equals unity results in:

_ Sin[mn(Tnoff — Tnon)] e—jnm(fnoff *+Tnon) (44)

mm

mn
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The Fourier coefficients may be interpreted as dempveights in which the term

sin[ma(t, .4 = T,on)]
mn

controls the amplitude weightings of the array edats, and the

terme” ™Mot *Ton) introduces a progressive linear phase shift at Haemonic

frequency defined by m.

4.2.2 Design model of time sequence

Now if we apply time-average amplitude weightshe array defined by a set of real
valued array weights wand a progressive linear phase defaythe weighting
coefficients can be written in the form of  =|w |’ . If the radiation pattern at
the first positive harmonic is of interest, so gitb8ng m =1 into (4.4) to obtain the

magnitude of the array weights at the first positiarmonic frequency:

| = sin[n(t, ¢ —T,00)] (4.5)

w,

and hence the effective on-time of the elementseareformulated as:

1 . _
Tooft = Tnon = —SIN "+ @@ [W,|) (4.6)
Vi

Since a progressive phase difference between dactesrt is the essential condition

to realise electronic beam scanning, so the exijpressay be written as:

T «+tT. = NP 4.7)

noff non
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wheref is the progressive linear phase delay between aaey element. Solving
equations (4.6) and (4.7) together, we could eamitwe at the following critical

relationships for the switching on and off timeglo# nth array element:

1 1.,
Thoff — E[nB + ESIn_ @:‘Wn‘)] (48)

1 1.,
Thon™— E[nB - —sin @:‘Wn‘)] (49)
TT

We will use this conclusion to design a proper teeguence that is able to produce

multiple harmonic patterns scanning to variousdioss.

4.2.3 Numerical examples of sequential time sequence

The following examples all relate to a 16 elemamedr array with half wavelength
element spacing and uniform static weights. Lefitss look at a simple situation
where each element of the array is sequentiallygesel for a period of J16 within
the modulating cycle. For a normalised modulatienqa (T,=1), the sequential time
switching sequence is shown in Fig.4.2. The swichime of the nth element in the

array ist = 1”—6 and corresponding switch-off timetig, = rnon+% :
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0.8
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02" | |

Normalised element on-time

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig.4.2. The sequential time switching sequenceyded to produce multiple

harmonic main beams scanning at different direstion

The sequential switching scheme generate many macrpatterns at multiples of the
modulation frequency,f This is illustrated in Fig.4.3 which has showe tiadiation
patterns at the fundamental frequency f and filstgl and fifth positive as well as the

negative harmonic frequencies f » 5f -3f,, f - fo, f + o, f +3f, and f +5§.

Each Fourier coefficient is associated with a ddfe spatial beampattern at a
specified harmonic frequency. In Fig.4.3 the maximeadiation at the fundamental
frequency f is at the boresight direction but thearbpatterns at the harmonic
components are scanned in an angle related toatimeoimic number. In this example,

the positive harmonic patterns steer the main bieatine direction of 7.02 14.5 and
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38.7. The negative harmonics generated by the switchkeguence in Fig.4.2 scan
the main beam in the opposite angular directiomddeby periodically modulating
the array elements on and off in a sequential waytiple harmonic patterns can be

generated to scan over a full hemisphere.

Gain (dB)
N
a1

-50
-90-80-70-60-50-40-30-20-10 0 10 20 30 40 50 60 70 80 90

Angle (degree)

Fig.4.3. The radiation patterns at fundamentaldezgy, first, third and fifth positive
and negative harmonic frequencies. The harmonas $& main beam &t7.2,
+14.5 and +38.7 respectively (m=0 refers to fundamental frequency;1 refers

to the £' negative harmonic and m=+2 refers to tAtmsitive harmonic)

The above investigations serve as the basic foiordatf understanding how to
realise electronic beam steering in a time moddlateay. Now the following step is
to combine the controlled low or ultralow sidelob®msel performance with the

proposed technique. Considering a 16-element limesay with half wavelength
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element spacing designed to generate a beampatittrr30dB Chebyshev sidelobe
levels at the fundamental frequency and steeritbegositive harmonic pattern in the
direction of 7.2. In this example, the linear phase differefdeetween the each array
elements is chose to be 7ahd the element switching sequence can be defiged
equations (4.8) and (4.9). The time sequence amadiresponding beampatterns at
the fundamental and first 5 positive harmonic fesaries are shown in Fig.4.4 and

Fig.4.5 respectively.

0.8+ — 1
0.7r B |

0.6f ]
05F [ i

0.4+ - 7
03k L i
[
0.2+ [ | i
[
0.1r 1

Normalised element on-time

2 3 45 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig.4.4. Switching sequence designed to producéB3thebyshev sidelobe levels

and a first positive harmonic beam scans in angVezci.
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Gain (dB)

Angle(degree)

Fig.4.5. The corresponding beampatterns at thesgimedtal and the first 5 harmonic
frequencies produced by the switching sequencéegid B. (m=0 refers to
fundamental frequency, m=+1 refers to tfigbsitive harmonic and m=+5 refers to

the 8" positive harmonic)

It can be observed that beampattern with desir@diB3sidelobe level has been
produced at both fundamental and first positivemumanic. In contrast to the
conventional sequential time scheme where eachesiers switched on for a period
of time 1/N, the effective on-time of the arrayralnts in this example corresponds to
the Chebyshev weighting functions designed to geaea beampattern with a -30dB
sidelobe level. According to the Fourier Transfdiraory, a shift in the time domain
is equivalent to a change of phase in the frequelmyain. Therefore the relative

time delays between each array element determeprtigressive phase difference as
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in the conventional array system and is used tm $ba harmonic pattern in the

desired direction.

From Fig.4.5 it can seen that sidelobe levels temdncrease as the number of
harmonic goes up (from the forth to the higher hamims), but the maximum
radiation remains unchanged in the desired direcii® required. This phenomenon

can be better explained by examining equation @n8)re-arranging it gives:

sin[mn(t
mmn(t

-1 »
a_ = (,‘:noﬁc _ Tnon) noff non)] @ IM(tnoff *Tnon) (4.10)

noff Tnon)

sin[mn - - : -
(Moo~ Toon)] has no significant impact on the effective
mn(rnoff _Tnon)

The sinc function

on-time(t ) or the equivalent amplitude weights at lower numioér

noff Tnon
harmonics. However, this term starts to take efé@ct tapers the amplitude weights at
a rate of sin(x)/x as the number of the harmonaaases. The sideband levels at

higher harmonic frequency can be still maintainedow -25.0dB and maximum

radiation of harmonic patterns in the desired dioecremained unchanged.

Another example will be presented to implement BlOaylor amplitude weights to a
time modulated linear array with a scanning an@l335c°>at the first positive harmonic.
The time switching sequence is shown in Fig.4.6thedcorresponding beampatterns

at first 5 positive and negative harmonic frequesd@re plotted in Fig.4.7.
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Fig.4.6. Switching sequence designed to produegliation pattern with -40dB

Taylor sidelobe levels and a first positive harnedmeam scans in an angle of 15.0

10 0 10 20 30 40 50 60 O 80 90

Angle(degree)

Fig.4.7. The corresponding array factors at thelfunmental and the first 5 positive

and negative harmonic frequencies produced bywiteling sequence in Fig.4.6.

+1 referthe £' positive harmonic and

0 refers to fundamental frequency, m

(m=

-3 refers to the'3negative harmonic)

m=
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From Fig.4.7 a radiation pattern with -40dB Taysatelobe level has been produced
at both fundamental and other harmonic frequenaies the first positive harmonic
pattern steers the main beam towards the desirgt ari 15.0 as expected. In
addition, other harmonic beampatterns scan at wamirections with a crossover at a

level of -9.5dB between the adjacent beams.

4.2.4 Summary

A new approach to achieving simultaneous beamistgand low sidelobe levels in

time-modulated linear arrays has been presenteel tddhnique does not require the
use of phase shifters or amplitude tapering of dhay element weights. Various
numerical results have been discussed for a l6esedmear array designed to
produce harmonic beam steering at different anglits prescribed low sidelobe

levels.

4.3 Null steering with controlled low sidelobe levels

In the past few decades, the expansion of wirdéagmology continues to place great
importance on the development of a low cost systBeamforming, as a spatial
filtering technique, can be combined with digitégrel processing algorithms to
provide a practical solution of improving signalatjty and channel capacity over a

conventional system. This technique can not onlyopa real-time electronic beam
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scanning, but are also capable of suppressing uedainterference from other

directions.

From the previous section, harmonic beam steeriitg wontrolled low sidelobe
levels in a time modulated linear array was intitl However, in a scenario where
strong interference signal are present, a beampatti¢h low sidelobe level may not
sufficient to attenuate the inferring signal. ImstBection, we will extend the analysis
of harmonic beam steering and propose a way ofrdgalith the scenario of strong
interference presented. This novel approach withloime the digital signal processing

algorithm with the model developed so far.

4.3.1 Theoretical background of null steeringin TMLA
As described in Beamforming Basics (section 2.3 output of a linear array is the
summation of signal received from each antennaiphied by a complex weight

coefficient, which is expressed as [23]:

N-1

yt) = D wx,(t) (4.11)

n=20
Denoting array weights in the vector notation as:
W= W, W, , W,y e Wy ] (4.12)
where ()" represents the complex conjugate, signal recdiesd all elements as:

X(M) = %), x0) X €) . o Xy, O] (4.13)
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where superscript][ implies the transpose. The output of the arrapivess:

y(t) = wx(t) (4.14)

where ()™ denotes the complex conjugate transpose of a velher output power of

the array is calculated as the square of the madmivf the output:

_ 2
P(t)=]y(t) * (4.15)
=y(@®y (1)
Substituting equation (4.14) into (4.15), the otypower is written as:
P(t) =w"x (tx" (tw (4.16)

Assuming the received signal x(t) can be modelledzero mean process, then the

mean power of the array output is given by [23]:

P(t) = EW"x (tx" (tw]
=w" Ek (tk" (v (4.17)

=w"R, w
where E{ indicates the expectation operation &ds the covariance matrix of x(t)

defined as:

R, =EX(t)x" (1)] (4.18)

Frost [24] advanced the prior theory developed biffiths [25] and proposed a
simpler and a more robust algorithm, called Ling&bnstrained Minimum Variance

(LCMV), for controlling the array response. As itame implies, the fundamental
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principle is to impose multiple linear constraitwspreserve the main beam response
at the desired directions while minimising the kaiatput power of the array. The
problem becomes how to find an optimum set of wisigh satisfy the following

relationship [25]:

minw"R,_w  subject tow"C £ (4.19)

w

whereC is termed as the constrained matrix and f is aovemonsisting of all zeros
except for the first element which equals one, temitasf = [1, 0, 0, ..... , 0].
Therefore, equation (4.19) can be interpretedradirfg an optimum set of weights to
minimise the output power of the array while ensgirthe beampattern has a unity
response to signals arriving from specific direcsicand zero response towards the

direction of the interfering signals. The equatians written as [25]:
wa(0,)=1 (4.20)
wHa(0;)=0, j=1,2,......} (4.21)
where af) is called array response or steering vector ddfiny:
a(0) = [1, gksm gk EDkdsm T (4.22)

By means of Lagrange multipliers described in [26],0ptimum solution to equation

(4.21) is given by [25]:
W, = RTC(C"R'C)f (4.23)

The constrained matri® associated with steering vectors from all diratdics:
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C=[a@y), abi). aby), ... , ad;)] (4.24)
where j is number of the interference signal.

4.3.2 Design Proceduresto implement null steeringin TMLA

In order to implement LCMV technique in the time doéated linear array, the same
principle is applied as in the case of harmonicnbeseering with controlled low

sidelobe levels. A set of complex weights must Ivst fdetermined to maintain

beampattern response at the desired direction whppressing the interfering signal
from other directions. Following that the corresgimig switching time sequence of
each array element at the given harmonic can bairga through the following

relationship:

noff

Coo = [N + —sin® m|w, )] (4.25)
2 m

T= 1[nB - isin‘1 em|w,|)] (4.26)
2 Tm

where n is the number of elemenfisis the progressive phase delay between each
array element, wis the array weights and m represents the givembeun of

harmonics.

4.3.3 Numerical examples
Now let us first consider a TMLA of 16 isotropiceatents spaced by half wavelength

distance and with uniform amplitude weights. Tagtrate the concept, an example of
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a simple situation where only one desired signal ane interfering signal will be
considered. A signal of interest (SOI) is transeditfrom a far field source & = 15
and another signal not of interest (SNOI) impintges array from the directioy =
-20. The fist positive harmonic is designed to extsighal from the direction of SOI
and attenuate interference at -2Be switching on and off time of array elememts i
this case can be acquired from solving equatio?bdand (4.26). The time sequence
and corresponding beampatterns at the fundamentafiest positive harmonic are

shown in Fig.4.8 and Fig.4.9 respectively.

08" H .
07" N i -
0.6 [ | 8
0.5 . 8
0.4+ i g
0.3+ [ | i -
0.2- o [ ] i
0.1r ] :
L
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Normalised element on-time

Fig.4.8. Time sequence designed to have S@ atl5 and SNOI a8, = -20.
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Gain (dB)

Angle (degree)

Fig.4.9. First positive harmonic has SObat 15 and SNOI af, = -20.

From Fig.4.9 the requirements of a beampattern witilorm amplitude weighting
have been successfully satisfied at the first pasiharmonic frequency. It can be
noted that maximum radiation is directed towardsdhsired angle of 15.@nd deep

null has formed in the direction of the interferisignal a®, = -20.0.

Another example of 16-element antenna array isngigeconsider a situation with one
desired signal &y = -25 and three unwanted signals impinge frém= -10, 0, =
10 and@; = 20 respectively. Same principles will be applied t& first positive
harmonic. The switching time sequence and beampatt the fundamental and first

positive harmonic components are drawn in Fig.4dd Fig.4.11 respectively.
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Fig.4.10. Time sequence designed to have S@j at
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0
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Fig.4.11. First positive harmonic has SObat -25 and SNOI af; = -10at 6,

10 andd;; = 20.
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It is obvious to see that the maximum array respanaintains at the direction of
signal of interest 8y = -25), and three deep nulls are placed to suppress the
interference from the angles @f = -10, 6, = 10 and6;; = 20 as required at the first

positive harmonic pattern.

The proceeding two examples only illustrate theatibn where uniform amplitude
weights are considered. However, the proposed igabrof harmonic beam steering
with controlled low sidelobe levels can also be Eyed in this section to attenuate
unwanted signals. We still consider an example &&linent uniform linear array

with half wavelength element spacing.

Another scenario where a signal of interest comem fthe direction oflq = 30 and
the unwanted signal arrives frodn= -5 will be studied. This example is designed to
have radiation patterns with -30dB Chebyshev anniit weight both at the
fundamental frequency and second positive harmibaguency. Equation (4.26) and
(4.27) when m = 2 are used to compute the switdreénd off time of the array
elements. The time sequence and associated beampadte shown in Fig.4.12 and

Fig.4.13 respectively.
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o

-5 as expected.

o

Fig.4.13. Second positive harmonic has SQat 30 and SNOI ab,

0

-90-80-70-60-50-40-30-20-10
fundamental frequency, as well as at the given rarnatb harmonic are completely

The desired radiation characteristics of -30dB Ielue level pattern at the

deep null steers to the direction of the interfeeeato,
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In the last example we will examine the capabiityapplying the proposed technique
to deal with the case of multiple interfering signpresented. Assuming a 16-element
time modulated linear array is designed to prodaigadiation pattern with -30dB
Chebyshev amplitude weights. Second positive haienignchosen to perform null
steering to suppress three interferences from rigées ofo; =5, 6, = 15 and@; =
30. The time sequence and simulation results of edladiation patterns are

presented in Fig.4.14 and Fig.4.15.

0.7+
0.6+ q
05¢ q
04r q
0.3r q
0.2r q
S B .
E ..

O l 7
0.8 - I .

Normalised element on-time

6 7 8 9 10 11 12 13 14 15 16
Element number

1 2 3 4

Fig.4.14. Time sequence designed to have -30dB y8hely pattern with SOI &t =

-25 and SNOI af; =5at0, = 15 andd; = 30
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5atf, = 15 andd;z = 30
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Fig.4.15. Second positive harmonic designed to ka®dB Chebyshev sidelobe with

SOl atdq = -25 and SNOI aby,

4.3.4 Summary

An innovative approach for null steering technigoebe implemented in a time

modulated linear array has been presented withadligignal processing algorithms.

LCMV algorithm is used to receive desired signats/ang from prescribed directions

while suppressing interfering signals from otherediion. A number of simulation

results are given to demonstrate the effectivenédhis proposed technique under

different scenarios. This novel approach does emuire the use of phase shifters.
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4.4 Conclusion

A way of realising multiple beam steering and ifée¥nce suppression in a TMLA
has been presented in this chapter. Conventioraéguharray technology requires
phase shifters in order to perform real-time eteutr beam scanning. The first part of
the chapter introduces a novel approach to achirenonic beam scanning with
controlled low sidelobe levels in time-modulatetekr arrays by merely manipulating
relative time delay between each array element.tipal beams associated with
different harmonic frequencies are generated tm $tavarious directions in a full
hemisphere. With this principle in mind, the anaysf harmonic beam steering can
be extended and combined with digital signal prsicegs algorithm to suppressing
interference under a strong interference environme&he proposed approach uses
LCMV algorithm to preserve the main beam responsextract desired signal while
minimising the contribution from the interferenc&gveral numerical examples were
given to verify the robustness of the proposed nigle under different

circumstances.
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Chapter 5 Introduction of time redundancy

InaTimeModulated Linear Array

5.1 Introduction

In the last Chapter we have shown the mathematmalel of realising harmonic
beam scanning in the time modulated antenna aridnpwt the use of phase shifters.
The basic philosophy behind the concept is to obmitre relative time delay of each
array element by high speed RF switches connectedtarnal programmed circuit.
However, the reported research studies are alldb@se a common hardware
architecture in which the signals from the switclaethy elements are combined to
provide a single output channel at any given haimfsaquency. Although the use of
bandpass filters are used to provide multiple aoatputs at the fundamental and
harmonic frequencies [1], these systems do notoéxible potential time redundancy

in the switching sequence of the time modulateedirarray.

In the case of multiple harmonic beam steeringgiaim N-element antenna array, the
conventional array architecture is inefficient &g elements of the array are only
utilised for 1/N of the modulating period. In trakapter we will propose a multiple
output channels time modulated linear array whixplats the time redundancy of

the conventional systems. The concept is firstoticed by considering a
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conventional single output beam steering systemthad extends the analysis to a

two channels scenatrio [2].

5.2 Theoretical Analysis of time redundancy in the time

modulated linear array

For an N-element time modulated linear array widif hvavelength inter-element
spacing, assuming each element is energised sé&jlyewith a period of times given

by 1/N. From Chapter 4 the array factor of the timedulated linear array is given

by:
o . N11 gj / N) i=n (sine-z—m)
AF(O) = 3 ellormony L sin(me/N) N (5.)
Mmoo —oN (mn/N)

It indicates that in the case of sequential elensgritching sequence, the phase shift
introduced i® =sin™*(2m/ N). Thus harmonic beam patterns of the array arengchn
in angle as a function of a given number of harmmoni This explains how electronic
beam scanning property can be realised in the ciomeain without the use of phase

shifters.

Now we will examine the specific case of a 16-eletimear array in which the array
elements are sequentially energised for a periddd®8 of the normalised modulating
period. The first positive harmonic is designedsteer the main beam towards the

direction of 7.2 The switching time scheme is shown in Fig.5.1 asdociated
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beampatterns at the fundamental frequency and itbie 5 positive harmonics are

presented in Fig.5.2.

0.9r
0.8-
0.7r
0.6r-
0.5r
04r
0.3r
0.2r
0.1r 1

Normalised element on-time

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig.5.1. Conventional sequential time sequenca b element time modulated array

designed to generate a first positive harmonic beaimting at the direction of 7.2

Gain (dB)

Angle (degree)

Fig.5.2. Beampatterns at the fundamental andSiggsitive harmonic frequencies

produced by the switching time sequence in Fig.5.1.
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In Fig.5.1 this particular switching sequence o #rray is only utilised 1/16 of the
modulating period and is effectively redundanttfoe remaining 15/16 of the period.
To more fully utilise the capabilities of a time cwdated linear array, a technique of
modifying the feeding structure and switching metsia is proposed to control the
array elements from a simple single channel systdth SPST switches, to a

multi-channel system with multi-throw switches [Zhe use of SPMT switches does
not incur any significant drawbacks in terms oftamscomplexity particularly for low

values of M.

A conventional receiving structure of a single am&rtime modulated linear array is
shown in Fig.5.3. Theoretically, an N element lmearay could be configured to
provide up to N independent channels (dependinghenswitching sequence used)
but a simple case of a two-channel system willfteduced in this chapter. Fig.5.4
draws a generalised diagram representing an N-efetimee modulated linear array
configured to provide two independent outputs. Tdusld be achieved by replacing
the simple binary switches of a single channelyaw#h multi-throw switches. In this

particular example SP3T switches are used withttihid switch state corresponding
to the “off” state. Fig.5.4 indicates that a sulyabonfigured time modulated linear

array is able to provide multiple output channelgoh utilise same array elements.
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RF Switches

Single channel
Demodulator

output

Control board

Fig.5.3. Conventional single channel time modulditeglar array receiving structure.

Antenna 1 Antenna N

Channel 1 Channel 2

Fig.5.4. Example of a two-channel time modulateddrr array receiving structure.

To demonstrate this concept we will return to oxareple of a 16 element time
modulated linear array which has been configured tiwo channels TMLA

application. Fig.5.5 presents the possible arramgénfior controlling the array to
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provide two independent outputs. For the switclseguences in both two channels,
they have produced identical beam patterns thaslawen in Fig.5.2. It can be seen
that in the case of two channel beamforming apfiina one of the switching time

schemes have been moved up by a half of the na@®edathodulating period (0.9T

1 T T T
09" Time Sequence *’—‘

2 —>
0.8

0.7
0.6
0.5
0.4r
0.3
0.2+
0.1~

Normalised element on-time

Time Sequence 1
| | | | | | | ‘ | | | | | | |
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Element number

Fig.5.5. Time sequences designed to provide twoatick output signals (Blue —

Time sequence 1 and Grey — Time Sequence 2).

The above example introduces a great flexibilityexploiting the redundancy of the
time sequence, but Fourier coefficients at differearmonics will be modified
accordingly. This can be explained by examiningRbarier coefficients of the time

modulated linear array given by:

= Sin(nm(TnOff _ Tnon)) e_j“m(fnoff"'Tnon)
mTm

mn

If an arbitrary number C (less than unity) is im@gdg$o the switching on and off times

of each array element,awill be modified accordingly as:
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— Sin(ﬂ:m (Tnoff _Tnon)) e—jnm(rnoff +C+1gn*C)
‘ Tm (52)
:S|n(nm(Tnoff 'Tnon)) gtiznmC éﬁm(Tnoff +Tnon)
Tm

mn

The sine term and relative phase delay between &aahment will remain unchanged
so that same harmonic patterns are generated byapgproach compared with the
conventional time scheme. Although this proposetrgue provides a good solution
to make the best use of the redundancy of the segeience and hence improve the
system performance, the additional exponential tepp(-jmzC) introduced by
shifting the time sequence has a impact on theegobfsriginal Fourier coefficients.
This is of a great importance within the demodolafprocess and it will be discussed

in a more details in the next chapter.

5.3 Conclusions

Time modulated linear array (TMLA) can be confighiréo perform real time

electronic scanning but at much lower cost as ttheynot require phase shifters.
However, the conventional time modulated lineaayrbased on a single output
channel topology will only be energised for a dertperiod of time, so such a
topology is inefficient in terms of time utilizanoof the array elements. In this
chapter we have proposed a multiple output chantirls modulated linear array
which exploits the time redundancy of conventiomedthod. This attractive feature
combined with smart antenna technology will fingaod potential application in the

communication system.
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Chapter 6 Application of Time Modulated

Linear Arraysin Communication Systems

6.1 Introduction

Phased antenna array systems have been studiediegtg in the past decades and are
considered a key technology in communication systeks discussed in the previous
chapters, one of the significant characteristicsheftime modulated antenna array is to
perform real electronic beam scanning without the of expensive phase shifters. This
can be achieved by sequentially energising the esdésnalong the length of the array,
so it effectively introduces a linear time delaythe switching sequence across the face
of the array and generates harmonic radiation mattevhich have a directional
response at prescribed steering angles. Therefpreperly controlled time modulated
array can be configured to replicate the propedfes phased antenna array. Crucially
however, the time modulated antenna array achitssfunction without the use of

expensive phase shifters.

However, there is little published work based oa dipplication of the time modulated
antenna arrays to communication systems. In chaptewe have described the
principles of realising multiple harmonic beamsrstag and null steering technique
based on the time modulated linear array. In nealié demand a smart system that

automatically steers the main beam to the signahtefrest and reject the unwanted
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signals. At the beginning of this chapter, we veilamine the scenario of applying

adaptive beaming in the conventional time modulat@eénna array system [7].

One of the main drawbacks of the conventional timedulated antenna arrays
architecture is that the sequential switching tistheme only uses 1/N of the
modulating period, so it is very inefficient in tes of time utilisation. In Chapter 5, we
have introduced a novel way to solve this issuerddeer, all the predescribed time
modulated antenna array are based on a common d@dwchitecture in which the

signals from the switched array elements are coetbito provide a single output
channel at any given harmonic frequency. In theeidgpart of this chapter we will

propose a multiple output channels based on a tmdulated linear array which

exploits the time redundancy of the conventionalthmé and hence improve the
communication system performance. The conceptssifitroduced by considering the
conventional beam steering system with a singlpuiwand then extending the analysis

to two-channel adaptive beamforming scenario [7].

6.2 Theoretical Analysis

6.2.1 Beamforming in Time Modulated Linear Array

Assuming an N element linear array of half waveterelement spacing is connected to
N simple high speed RF switches and each arrayegiers periodically energised by a
rectangular pulse of a period. From Chapter 2 the array factor of a time-mocddat

linear is given by:
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o N1 I © N-1 o
AF (H,t) — eJth | ) (t) eJkndsmG — Z eJ(oJ + mno)tzwmnejkndsme (6.1)
n=0 m = -w n=0

where }(t) are the periodic time modulating signals.

If a narrow band plane wagft) transmitted from a far field source arrives theamat

an angle ob with respect to the horizontal line, the signaleiged is denoted as [8]:

o0 N-1 . . ) o0 )
X(t) =s(t) > D w,,e e %el™t =wa@)s(t) Y elm (6.2)
m = - n=0 m = -

where a(0) represents the array response or steering vegfmessed in a complex

vector form as:
a(0) = [1 glkdsing 2jkdsing N-1)kdsin T] (6.3)

In the presence of interference and random notg&ten (6.2) becomes:

® N-1 . . . ® N-1 . . .
X(t) - S(t) Z Z Wmnejkndsmedejrm)ot + |(t) Z Zwmnejknd3|n6|ejmmot + n(t]
m = -o n=0 m = - nN=0 (6 4)

00 00

=w"a@y)s(t) > ™ot +wa@)It) D e +n(t)

= -0 m= -

where [(t) and n(t) are interference and noisengtiastant time. After down converting
the received signal into the baseband, the outpihe array can be written in the

vector form as:

YO = Y w,x, 0

=w"x (1) (6.5)
=w" B 0,)s(t) +a,)It) + n(t)]

where the complex weights, signal of interest anterference are:
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W=[W , W, Wy e, W, '] (6.6)
s)=[5®.s®).s@®,....s It (6.7)
1E) = [16(®) , 1,0 5 100 4 ooen s Bt (0 (6.8)

As a result of the growing demand for the incregsinmber of users in the wireless
system, smart antennas technology was proposedotadp solution for improving
channel capacity. The fundamental principle isdotml the amplitude weights of each
array element adaptively by innovative digital sigprocessing algorithms so that the
system produces beam patterns that have maximuaticedin the direction of desired
signal and nulls to reject interfering signals. fehare a variety of algorithms available
in the literature, but one of the simplest and camiy used techniques is the Least
Mean Square (LMS) algorithm [9]. The LMS algorithminimises the squared error
between the desired signd{t) and actual output signg(t). Based upon this criteria,

the errors(t) are written as [9]:
e(t) = d(t) - y(t) = d(t) wHx (t (6.9)
The squared the magnitude of the error is given by:
e =|d@® w"x (6.10)

Thus the error signal is used to adjust the arraights adaptively and the iterative

weights are computed as [9]:

w(t+1) = w(t) + u x(H)e (t (6.11)
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with the step siz@ constrained by:

0<p<—— (6.12)

max

where dmax indicates the largest eigenvalue of covariance imath x(t) defined by

R, = E[x(t)x" (1)].

6.2.2 BPSK in the Communication Channel

Having introduced the mathematical model of beaming in the time modulated
linear array, we will begin to look at data transsion model in the communication
channel. The probability of bit error or bit ermrate (BER) is often regarded as an
effective measure to examine the accuracy of th& daceived in the digital
transmission. Binary Phase Shift Keying (BPSK) iseoof the simplest digital
modulations in the system and we will use this nhaadéehe following analysis of the
chapter. Supposing the linear array is to receiP&K signal in the presence of
Additive White Gaussian Noise (AWGN) that is symnuoatlly distributed across the
positive and negative frequency, the noise willldwl the Gaussian probability

distribution function and is given by [10]:

p(x) = = e (6.13)
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where the parameter mean b = 0 and varialiceNy/2 with N, indicates noise power.
Using equation (6.13) as the basis to compute tblegbility of error or Bit Error Rate

[10]:

1 ‘/ S
P ek = erfc Wo ) (6.14)

where S represents signal power and erfc(x) isdbmplementary error function

expressed as [10]:
erfc(x)=i]° & dx (6.15)
Vs '

6.3 Smart antenna application in Time Modulated Linear

Array

Having gain a basic understanding of beamformingctire based on time modulated
linear array, we will start to investigate its paial application in the communication
system. Nowadays, antenna arrays are widely usetiwireless communication field,
especially in the mobile communication servicescapse it provides higher gain
compared to a single element, as well as greatgeraoverage and improved channel
capacity. Smart antenna technology has been stedietsively in recent years and it
offers a better control of the array radiation @att and improves the system
performance. Smart antenna array system can bsif@dsinto two main categories:

Switched Beam [11] or Adaptive Array [12].
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6.3.1 Switched beam system in Time modulated Linear Array

As its name implies, a switched beam system congposeeveral predefined beam
patterns that are able to cover some fixed regibasus first look at an example of
realising switched beam technique in the time maiewl linear array. Considering 16
isotropic elements linear array of half wavelengtter-element spacing with uniform
amplitude weights, the system is designed to géméramonic beams scanning at an
interval of 10 covering the full hemisphere. In this chapter tlaél numerical examples
are simulated by using MATLAB. The switching timegsience and resulting

beampatterns are drawn in Fig.6.1 and Fig.6.2.
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Fig.6.1. Time sequence designed to produce harnb@aims scanning at an interval of

10 covering the full hemisphere.
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Fig.6.2. Resulting beam patterns of time sequeméeg.6.1.

The 16-elements linear array is assumed to re@R&K signals under Additive White
Gaussian Noise environment and only one desiredakigs considered. In the
simulation, the bit error rate (BER) for a rangeddferent signal to noise ratios (SNR)

can be calculated by equation (6.14) and the gisaghawn in Fig.6.3.

The switched beam system based upon the requirechentses the maximum signal
strength among the predefined beams at any insitapt In our example, the beam
points at direction of I@nd the first positive harmonic beam pattern idusedetect
the signal. The perfect situation is where desseghal has just aligned with the
maximum response of the selected beam (Case A)oBt of the cases, desired signal
or user may not necessary impinges on the righteefh any beampattern. For instance
the direction of arrival angle of the desired sigeanow changed to {Case B), the bit
error rate has been computed by equation (6.14xfmdimulation result is shown in

Fig.6.3.
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For a more practical situation, we need to takeoawt of the effect of interfering
signals. In Case C, one desired user and one entagf signal with signal to
interference ratio (SIR) of 0dB coming frofg =7'and6; =-6 has been considered. A

comparison of bit error rate graph under threesddfit scenarios is drawn in Fig.6.3.
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Fig.6.3. Bit Error Rate graph of the switched besystem under different scenarios.

In fact, the switched beam system suffers fromptiodlem that the bit error rate will be
getting worse and worse as the desired signal moueshe centre of selected main

beam, this situation becomes more apparent inrégepce of interferences.

6.3.2 Adaptive Array System in Time Modulated Linear Array
Despite the benefits offered by the switched begstes in terms of simplicity and
cost, the adaptive array exhibits a much bettetesygperformance. In this section we

will examine the specific implementation of thishaique in the time modulated linear
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array. To introduce the concept we will initiallyoresider to apply adaptive
beamforming at the first positive harmonic patteyna conventional time modulated
linear array with only a single output. A block giiam of a simple adaptive
beamforming structure of time modulated linearyaisashown in Fig.6.4.

The following analysis relates to a 16 elementsdmarray of half wavelength spacing
and it is designed to operate in the higher GHalbadue to the size limitation in the
practical design. Same assumptions are made thairtay is to receive a Binary Phase
Shift Keying (BPSK) signal in an environment that subject to Additive White
Gaussian Noise (AWGN). As discussed in the previsastion, the generalised

expression of an array output can be written as:

y(t) =w"x(t)
=w" B y)s(t) +a@)I) + n()]

where X(t) is the received signal in the vectonfpr(t) = [%(t), X(t),..., Xw.1(t)], s(t), I(t)

and n(t) are transmitted signal, interfering sigaatl Additive White Gaussian Noise
respectively. In addition, &) and a,) are denoted as the array response of desired
signal and interference respectively antl Wiplies the complex conjugate transpose of

a set of complex array weights W.

The desired array weights W are usually calcul&tech one of the many techniques
described in the literature but in our implememiative have used the adaptive Least
Mean Square (LMS) algorithm [9]. Once the requietiof weights has been computed,
substituting the results into equations (4.26) &ha7) for the case of m =1 to obtain

the corresponding switching sequence.
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Fig.6.4. A block diagram of a simple adaptive beamming structure of time

modulated linear array.

Equipped with this background information, now weayrmbegin to investigate the
application of adaptive beamforming applied inragk channel TMLA. First consider
a scenario in which there are only one desiredasignd one interference signal with a
signal to interference ratio (SIR) of 0dB impinge &rray from the direction of 4@nd

-20 respectively. Our primary intention is to compute conventional elements
amplitude weights by employing adaptive LMS alduntintroduced in equation (6.11).
The next step is to convert the optimum iterativeights into the corresponding
switching sequence necessary to achieve the debeathforming response at a

specific harmonic component. Here it is chosen doab the first positive harmonic
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(m=1).

In this example, the switching time scheme of ohanocel output application is

presented in Fig.6.5 and the associated beam mpatitethe first positive harmonic is

shown in Fig.6.6 where it is observed that thet finarmonic pattern steers the
maximum response towards desired signal while bhad formed in the direction of

the interfering signal. The simulated bit errorerajraph in Fig.6.7 has shown an
excellent agreement with the theoretical resultshbuld be noted that although
equation (6.14) provides an ideal solution for BRSK modulation scheme, there is no
closed form expression for the BER performance he TMLA considered here.

Therefore a numerical way is used to estimate tB® Bbased on a hard decision
approach. It is described that the receiver idegtifl” as the originally transmitted

signal when the output is greater than 0, and vecedentifies “0” as the originally

transmitted signal when the output is less than 0.
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Fig.6.5. Time sequence designed to produce a negimiat 40and a null formed at

-20 for one channel time modulated linear array system
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Fig.6.7. BER graph for a one channel adaptive beamhg system against the

As a result of periodic time modulation, the armaytput has a mixture of numerous
beampatterns at different frequencies. In ordegxact information from the specific
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harmonic component, the output has been down-cteu/arto IR signal and would be

properly filtered to reject the fundamental fregeyenand also other unwanted
frequencies (including negative harmonics). Althouggmay be argued that such an
approach is “inefficient” as the power in the reniag harmonic has been discarded,
they are not considered to be an important prolitamtwo reasons: firstly the power

level of the received signal is very low and hetloere is no issue associated with
significant power loss. Secondly but most impotitignt is the pattern gain of the array
at the desired harmonic frequency which determthesperformance of the system.
However, for completeness and based on the apprpaekented in [13], the

efficiencies at the fundamental and first 5 posititarmonics of this proposed

technique are 9.7%, 9.4%, 8.5%, 7.2%, 5.7% and4re&3pectively.

Now it is time to examine a more complex circums&im which there are two desired
signals incident on the array from two separatedtiions. Thus a two-channel adaptive
beamforming in TMLA will be employed to extract sgjs and compute bit error rate
from both sources simultaneously. In the scenaheres two users (user 1 and user 2)
are transmitted useful information to the arraynfrthe DOA angles of 40and -20

respectively.

Initially, desired signals from user 1 and user r2 &oth assumed to have unit
magnitude and hence the power ratio between thethisncase is 0dB. As a starting

point, consider Channel 1 receives the desiredatifjom user 1. In this case signal
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from user 2 becomes a source of interference amdehenay use the previously
described procedure to obtain the switching timgusaces. The resulting array
responses are identical to the patterns shown g6, the main beam steers the
maximum response towards the user of interest (d3ewhile suppressing the
interference signal in the direction of -2Gubsequently, for another independent
channel, user 2 provides the desired signal and (Wiséecomes the source of
interference. A similar procedure to that descrifledChannel 1 is then used to acquire

the time sequence of Channel 2. A general reprasent of this application is

illustrated in Fig.6.8.

User 1 User 2 User 1 User 2

Fig.6.8. A general representation of two-chanmaktmodulated linear array.

The time scheme required for simultaneous operatidoth Channel 1 and Channel 2
are presented in Fig.6.9. It is aware that ther@ ¢®nflict for certain elements of the
array since two channels require connections tednee element at the same time. This
is shown by the ‘overlapping region’ in Fig.6.9 amdthis example it is applied to

elements 1, 3,5, 7, 9 and 11.
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There are many ways to address this problem depgnuh the particular scenario
being considered. For example, if the signal frohmi@hel 1 was deemed to have a
higher priority than that of Channel 2, then thedisequence of Channel 1 would take
priority and be left unchanged. Channel 2 howeveuld then have a non-optimum
time scheme and its performance could be severyaded. In another situation it
may be decided to share the conflicting overlappegion equally between two
channels. Adopting this approach has degradedriag sesponse in both Channel 1
and Channel 2 which has been presented in Fig.&.19 perceived that although the
main beam response in both Channel 1 and Channsl Reserved, nulls in the

directions of the interfering signals have not bemed as required.
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Fig.6.9. Time sequences of a two-channel adaptaenforming TMLA (Blue— User 1,

Gray — User 2, and Red — overlapping region).
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Fig.6.10. Resulting radiation patterns of time sswe in Fig.6.9 when there is no time

offset applied = 0).

Several other time-slot sharing strategies couléxsmined but an alternative solution
is to introduce a small time offset by adding abiteary number less than 1 into the
corresponding switching sequences in both two oblanrsuch that the degree of
mutual overlapping region would be diminished eamelated. It may therefore modify

the two independent normalised time schemes asifsi|

11 =11 +3§ (6.16)

12 =12-5 (6.17)

wheretl andt2 are the original switching time sequences forr@eal and Channel 2
when no time offset is applied]’ andt2’ are the modified time schemes of Channels

1 and 2 respectively arddindicates the time offset.

To better convey this proposed idea, let us rettonthe previous mentioned

two-channel TMLA example, desired signals of twdapendent users are transmitted
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from the directions of 40and -20 respectively. Initially consider the case where th
two signals are of equal magnitude so that theesponding signal to interference ratio
(SIR) for both channels is 0dB. Fig.6.11 and FitRéhave demonstrated the simulated
BER graph under this circumstance at different @slof time offsets ranging frod=

0 to & = 0.03. For this particular example, the resultBgR for both Channel 1 and
Channel 2 do not deviate significantly from thedietical value, even there is no time
offset applied § = 0). This can be explained by examining Fig.64dlthough no deep
null is produced at the required direction, theekbe level of the beampattern is

sufficient to suppress the interferences when SliRlatively small.
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Fig.6.11. Channel One BER graph at different vabfgsne offset when signal to

interference ratio is 0dB (SIR = 0dB).
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Fig.6.12. Channel Two BER graph values of timeaifésvhen signal to interference

ratio is 0 dB (SIR = 0dB).

Now consider a more demanding environment with mgtionger interferences
presented, thus signal to interference ratio has beduced from 0 dB to -20dB. The
BER estimations for the two independent channedsgaren in Fig.6.13 and Fig.6.14

respectively.

In this example radiation pattern in Fig.6.10 is Ioager able to reject the strong
interference, thus the performance of bit erroe @rresponded to the case of no time
offset for both channels have been significantlgrdded. However, as the technique of
time offset has been applied, the corrupted beasmpatare gradually restored, which
is plotted in Fig.6.15. It can be noted that thepd nulls are formed to attenuate
unwanted inferring signals, so a steady improvem&ntBER is achieved. The

simulation results approaches to the theoretichlevavhen there is no overlapping
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region existed between the two time sequenges(.05 in Fig.6.13 and Fig.6.14).

Offset 0.05

V
=—B— QOffset 0.12

=€k~ |deal BER
===%-== NO Offset
=—0— Offset 0.03

—0— Offset 0.01

| [
| [
J e |V
| HErrrr
| et

| [LIANN] -
|

|

dley Jou31g

10

2

12 -10 -8 -6 -4 -

-14

SNR (dB)

Fig.6.13. Channel One BER plot at various valuetinoé offset when signal to

interference ratio is -20dB (SIR = -20dB).
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Fig.6.15. Beam patterns of User 1 and User 2 &réifit values of time offset.

The resulting time schemes to implement an offakiesof 0.05 for both Channel 1 and
Channel 2 are drawn in Fig.6.16 and the associb&ainpatterns are presented in
Fig.6.17. It is now apparent that deep nulls areeggted in the direction of the

interferences.

For this example an offset value of 0.05 is sufintito modify the time sequence in
such way that they do not overlap. However, anyetiatjustment applied to the
original switching schemes will inevitably compramithe performance of the system.
In particular by shifting the entire time sequena# modify the array weights and

hence corrupt the bit error rate performance. Tistilate this, Fig.6.13 and Fig.6.14
illustrate the simulation results when the timeseffis increased to 0.12. Under this

circumstance, although the two time sequences hawnflicting region, the outputs
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of the system have shown a severe degradatiorofarttvo independent channels. This
is because array weights would be completely distioafter a certain threshold. So by
adjusting the value of time offset within a propange is still acceptable and it will

improve the quality of signal received.
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Fig.6.16. Time sequences for two-channel adapt@asriiorming application when

time offsetd = 0.05 (Black — User 1, Gray — User 2).
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Fig.6.17. Beam patterns of Channel 1 and Channef2sponds to the time sequences

in Fig.6.16 when time offsét= 0.05.



CHAPTER 6 145

Although the utilisation of time offset provides paactical solution to resolve the
mutual overlapping region, this is not always tlsec An example where this issue
cannot be effectively solved will start to emerfjghe direction of transmitting signals
are close to each othéwith this respect the proposed approach for a tannoel

TMLA application is subject to the general consttsiof beamforming as is applied to

any array system.

6.4 Conclusion

A new approach for a time-modulated linear arrayfigured for the application in the
communication system has been presented. The mpekploits the redundancy in the
conventional system designs and allows the beanwfigrmetwork of the array to be
more fully utilised. In an N-element TMLA, each mlent of the array is only energised
for 1/N of the switching period. This redundancy @asily be exploited by modifying
the array switching arrangement to incorporate irtlmtow switches in an effort to
provide several independent output channels. Wee hiwstrated the concept by
considering the specific example of a TMLA configdrto perform smart antenna
technology - switched beam and adaptive beamformimhits application in the BPSK
communication channel. The system provides two kaneous independent outputs at
the same harmonic frequency and each channel céormpeindividual beamforming
properties. Such an approach ideally doubles tpaaity over a single channel system

for minimal increase in system complexity.
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Chapter 7 Conclusions and Future Work

7.1 Conclusions

There has been an increasing demanding for devegjapilow cost system based on
phased array technology over the past few decddes.dissertation advances the
research of time modulation by using simple and ¢ost RF switches in the antenna
array combined with external electronic circuitsvolmost significant characteristics
of the time modulated antenna array — pattern sgithand real time electronic beam
scanning were studied, as well as its potential lieggpns in the wireless

communication system. Numerical results presemtédis thesis have shown that this
research work is able to provide an alternativer@ggh to a low cost antenna array

system and would bring benefit to the commerciet@s.

Pattern synthesisin the time modulated linear array

Time modulation technique allows conventional ar@yplitude patterns to be
synthesised in a time-average sense by switchimguttay elements for a period that
corresponds to the relative amplitude weight ofdhay element. However, periodic
time modulation generates harmonics or sidebandthetmultiples of switching
frequency. In Chapter 3, two novel approaches baes proposed to reduce sideband
levels and improve radiation efficiency at the famgkntal frequency. The first
methodology was based on concept of employing €n3uB power dividers to

decrease the static weights of the outer elemdradinear array. With this respect, it
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increases the relative switch-on times of the oateay elements, which decreases the
transients in the time-domain output from the arrBlyis proposed technigque has
exhibited a better performance compared with thaventional time switching
scheme, since the maximum sideband levels at thexdmic patterns have been
reduced from -12.0dB to -18.0dB. More importantiye sidebands radiation has been

decreased from 25.5% to 13.1% and the directiatyihcreased from 9.1 to 10.3.

The other approach in this chapter investigatedag @f dividing a continuous time
sequence into multiple equal steps in order tostedute sideband energy into higher
harmonic frequencies. Based on this idea thennitbioed the new switching scheme
with a directive element of the array with fixedndavidth to filter out out-of-band
harmonics. Numerical examples have illustrated ttratmaximum sideband levels of
all the harmonics have been successfully reduce2B@dB. This technique proves to
have a better performance compared with the comraitmethod. In addition, the
proposed approach combined with the half powemiecke have shown that sideband
levels can be further reduced to -31.7dB and mismchithe sideband radiation from

24.2% to 15.6%.

Electronic beam scanning based on time modulated antenna array
Chapter 4 concentrates on another important ctaarsiit of the time modulated
antenna array, which is the capability to perfotetonic beam scanning without the

use of phase shifters. In the first part of thistler, an example of 16 isotropic
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elements with uniform amplitude weights was presgénto show that multiple
harmonics are generated to scan in angle with rlbeease of positive harmonic
number at 7.2 14.5 and 38.7 as well as in the negative harmonic frequencyerLat
based on this analysis, a new time switching sempiemas developed to realise
harmonic beam steering with controlled low sidelddeels. The first example was
given to show that a -30dB Chebyshev sidelobe Iéas been achieved at both
fundamental and the first positive harmonic frequehe first positive harmonic
pattern steers the main beam at the directionas 2equired. Another simulation
results was demonstrated that a beampattern wil0dB Taylor amplitude weights
with a scanning angle of 15t the second positive harmonic frequency can la¢so

achieved by using simple time sequence withoutiteeof phase shifter.

The second part of Chapter 4 investigated thebi@agiof implementing null steering
technique in the time modulated antenna array byngudinearly Constrained
Minimum Variance (LCMV) algorithms. In the presengkinterference, the LCMV
algorithm can be used to preserve the main beapomss to extract desired signal
while minimising the contribution from the interégrces. In an example of
16-element time modulated linear array, the firsisifive harmonic produces a
beampattern that directs the maximum radiation tdsvahe desired angle of 15.0
and forms a deep null in the direction of the ifeeng signal at a direction of -20.0
Another scenario was examined to show the capalufithe proposed approach to

deal with one desired signal & = -25 and three interferences coming frdm =
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-10'atf, = 10 andd;s = 20.

Application of time modulated antenna array in the communication system

For an N-element time modulated linear array, tbeventional time sequence to
realise harmonic beam scanning is inefficient mieof time utilisation as each array
element is only switched on for 1/N of the modwatperiod. Chapter 5 proposed a
simple structure with two output channels basedhentime modulated linear array

and it exploits the time redundancy of the convaral systems.

The smart antenna application of time modulateccrard array in the wireless
communication system was investigated in ChapteFigtly, the switched beam
system based on time modulated linear array wasieeal and an example of
16-elements linear array is used to produce malfiged beams pointing at angles in
interval of 10. Three different cases - one desired signal atitestion of 10, one
desired signal at the direction of &d one desired signal at the direction oamd
interference from the direction of -@/ere studied. It can be noticed that the bit error
rate performance was getting worse and worse astaeded user moves out the
centre of the selected main beam. Another drawlmgckising the switched beam

system is that it would not able to perform reaiditracking operation.

In the case of adaptive array system, adaptive fueanng for conventional one

channel time modulated linear array was firstlyadticed. The results have shown
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that bit error rate agrees well with the theorétiesult. However, the traditional
system only utilises 1/N of the modulation peri@dsed on the model developed in
Chapter 5, a new topology was proposed to applytaga beamforming in two
independent channels. A problem has occurred wieh two channels require
connections to the same element at the same tintl.this respect, shifting the time
sequence by an arbitrary constant was able tovesloé overlapping region problem.
Numerical examples have shown that the bit errar aathe two independent outputs
agrees well to the theoretical curve, so this apghadeally doubles the capacity over

a single channel system.

7.2 Future Work

On the basis of the research works in this thélsese are still many aspects can be

done in the future:

Firstly but an important part is to design a reatgtype of a time modulated linear
array. A good attempt will be starting of designaig8 or 16 elements linear array of
dipole antennas with a simple feed network, anth @acay element could be switched
on and off by the off-the-shelf RF switches tha eontrolled by an external FPGA

board.

Secondly, Chapter 4 has proposed a new switchingnse by dividing a continuous

time sequence into multiple equal steps. This teglnredistributes sideband energy
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into higher harmonic frequency and is not yet wgdtimised. New time schemes
could possibility be investigated by dividing thetiee time sequence into unequal

steps and this approach may further reduce théaklevels.

Thirdly we have already known that harmonic beamnetg based on the time
modulated antenna array can be achieved by appdipgpgressive time delay into
each element across the array without the use agepbhifter, but the tradeoff is the
gain of the antenna array would be low as onlya&eeent is switched on at one time.

Future researches could be done to increase theofjtie harmonic pattern.

Finally, a two-channel adaptive beamforming basedime modulated linear array
technique was studied in Chapter 6, but in thisTgda we only consider the signal
received are uncorrelated with each other undenglespath propagation scenario.
However, in a more practical environment where ipl@tpropagation and coherent
signals may be presented, these factors could elgwdegrade the BER performance
of adaptive beamforming. Moreover, the directioragival angle may not always be
known at any time, so a more generalised and rapwioach needs to be developed
in order to combat the multipath fading environmantl to estimate the direction of

arrival of the desired signal.
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Appendix — MATLAB code

1) Conventional array factor

lamada=c/f; % According to the wavelength formula, wavelength =
speed of light/ frequency
k = 2*pi/lamada; % We know that the constant k = 2*pi/namada
theta=-pi:pi/1800:pi; % Sample the angle theta in the interval of
pi/1800 from the range -pi to pi
theta_degree= theta*180/pi; % Convert radians int o degree
d=d*lamada; % Vary the value of d from namada /2, namada, 2*namada
etc
forn=1:length(theta) % Thestartofforloop,s ettingupnbeginswith
1 to the value of 1801

y(n) =sum(exp(([0:N-1]*j*(k*d*cos(theta(n))+P)) );
end
rho = abs(y); %

gnl = 20*log10(rho/min(rho));

2) Binomia Array coefficient
a =sym2poly((1+x)*(m-1));
for n = 1:length(theta) ;
if rem(m,2) ==0;
A = a((m/2+1):m);
y(n)=
sum(A.*exp(([1:2:(m-1)]*j/2*(k*d*sin(theta(n))+P))) )+sum(A.*exp(([1:2
((m-))*(-))/2*(k*d*sin(theta(n))+P)))) ;
else A = a((m+1)/2:m);
y(n) =2*A(1)/2 +

sum(a(((m+21)/2+1):m).*(exp([1:(m-1)/2]*j*(k*d*sin(t heta(n))+P))))+sum
(@(((m+1)/2+1):m).*exp(([1:(m-1)/2]*(-j)*(k*d*sin(t heta(n))+P))));

end
end

3) Chebyshev Array coefficient
if rem(m,2)==0;
M =m/2;
forn =1:M;
a=0;
forg=n:M
a(a)
=(-1)"(M-qg)*zo™(2*g-1)*prod(1:(q+M-2))*(2*M-1)/(pro d(1:(g-n))*prod(1:
(9+n-1))*prod(1:(M-q)));
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A(n) = sum(a);
end
end
else M = (m+1)/2-1;
for n = 1:(M+1);
a=0;
for g = n:(M+1);
if n==1,
e=2
elsee=1;
end
a(a)
=(-1)"(M-g+1)*zo™(2*(g-1))*prod(1:(q+M-2))*(2*M)/(e
d(1:(g+n-2))*prod(1:(M-q+1)));
A(n) =sum (a);
end
end
end
Al = A/min(A);

4) Numerical way to find maximum sidelobe level
a=[;
o=[I;
i=1;
for g = 2:length(theta)-1
% a=[l;9=[l;
if ph(g) > ph(g+1) & ph(g) > ph(g-1)
a(i) = ph(g);
% h()=g;
i=i+1;
end
end
Z = 20*1og10(a);
Z1 = find(Z<0);
72 = Z(Z1);

directr_reading_maximum_sidelobe_level(m+1) = max(Z

5) Fourier coefficient
An=(j/(m*2*pi)) * ((exp(-j* m*2*pi*tend)-exp(-j*m*2*

6) TMLA directivity calculation
a0=1; al=1; a2=0;

for s=1:N

*prod(1:(g-n))*pro

2);

pi*tstr)));
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X2(s)=A(s)*wt(s);
end

x1=abs(sum(x2))"2;

% Calculation of 11

for s=1:N
for m=1:1000

x3(m)=(sin(pi*m*wt(s))/(pi*m*wt(s)))"2;

end
x4=sum(x3);
X_3(S)=((A(S)*wWt(s))"2)*(1+2*x4);

end

x5=a0*sum(x_3);

7) Power loss calculation

for i=1:N

for g=1:1000
x4(q,))=(A(@i)*2)*abs(An1(q,i))"2;
end

end

%

for k=1:1000
x5(k)=sum(x4(k,:));

end

%
power_loss=(2*sum(x5(2:end)))/ (2*sum(x5(2:end))+x5

8) LCMV
wt=ones(1,N);
foru=1:.0
form=1:N
A(m,u) = wt(m)*exp(j*pi*sin(thetal(u)/180*p
end
end

C=A;
w=inv(Rxx)*C*inv(C'inv*(Rxx)*C)*F;

9) LMS
error=d-w'* x;
w=Ww + 2 * Mu * x * conj(error);

1)

i)*(m-1));
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