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Abstract 

Non-invasive techniques capable of visualising and quantifying blood flow in-vivo are highly 

desirable in studying a wide range of cardiovascular diseases. Although existing ultrasound 

imaging techniques have been widely used clinically to visualise and quantify blood flow, 

they have various limitations in terms of field of view, temporal and spatial resolution, 

imaging sensitivity, and beam-flow angle dependence. In this thesis, our aim is to develop 

flow quantification tools capable of non-invasively measuring the flow velocity, wall shear 

stress (WSS) as well as intraluminal mixing.  

Firstly, a high frame-rate ultrasound imaging velocimetry (UIV) system was developed based 

on tracking the speckle patterns of microbubbble contrast agents in contrast-enhanced 

ultrasound image sequences acquired from a plane wave imaging system. Initial evaluation of 

the system demonstrated the potential of the new system as a flow velocity mapping tool 

capable of tracking fast and dynamic flow and we improved our flow velocity measurement 

technique by introducing an incoherent ensemble correlation approach in the UIV tracking 

algorithm. Such a modified UIV technique avoids the motion artifact which could potentially 

affect the velocity measurement as compounded plane wave images are not coherently 

summed during the compounded plane wave image formation. Ultrasound flow simulations 

were conducted to fully evaluate our new modified-UIV technique. Together with some in-

vitro experiments on physiologically relevant flow phantoms, we demonstrated the capability 

of our system to provide robust, angle independent, sensitive, and accurate two-dimensional 

velocity measurements. 

Secondly, as studies have revealed strong correlation between WSS and the initiation and 

development of atherosclerosis, we extended our UIV technique to the derive spatio-temporal 

wall shear rate from the velocity flow profile. The performance of the system to provide wall 
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shear stress distributions was initially evaluated in simulation and demonstrated in-vitro using 

physiologically relevant flow phantoms.  

Thirdly, a novel approach which uses the high frame rate system and controlled microbubble 

destruction for flow visualisation and intraluminal mixing quantification was also proposed. 

Three different model vessel geometries: straight, planar curved and helical, with known 

effects on the flow field and mixing were evaluated against computational fluid dynamics 

(CFD) results. The findings indicated the technique is not only capable of visualising the 

secondary flows, but also able to quantify the degree of mixing in the different configurations.  

Finally, real time processing of the image formation and flow quantification technique were 

explored due to the large amount of data generated from the high frame rate ultrasound 

system. Initial development of a graphic processing unit (GPU) accelerated plane wave UIV 

system was demonstrated with the potential for real time measurements.  
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Chapter 1 – Introduction 

1.1 Arteriosclerosis and the role of hemodynamics 

Cardiovascular disease remains the major cause of mortality globally. The principle 

pathology is atherosclerosis, a long-term inflammation disease beginning at the artery wall 

and causing endothelial dysfunction. The inflammatory response, promoted by low-density 

lipoproteins (LDL), resulting in the thickening and hardening of vascular wall.  The 

progressive accumulation of atheroma narrowing the artery and this can cause complete 

closure of the lumen. Stable plaques tend to be asymptomatic until the lumen stenosis is so 

severe that occlude the normal blood supply to the downstream tissues. Unstable plaques, on 

the other hand, are vulnerable and prone to rupture. Upon ruptures, the formation of thrombus 

can rapidly slow or stop the blood flow, but more often they detach, travel downstream and 

lead to thromboembolism.  

Depending on the localization of atherosclerosis, marked narrowing of the arteries or rupture 

of plaques can lead to conditions such as heart attack, stroke, angina, peripheral arterial 

disease etc. Although risk factors such as genetic and environmental factors may predispose 

to the occurrence and progression of atherosclerosis[1], [2], the influence of the local 

vascular flow field toward the formation of atherosclerotic plaque has generated considerable 

interest[3], [4]. The occurrence of atherosclerotic plaques in regions of bifurcation, branching 

and curvature suggests that the arterial geometry and local hemodynamics have strong 

influence over the plaque formation[5]. Extensive numerical and experimental studies have 

been conducted to correlate the local flow field and the preferential site of atheroma[5]–[7]. 

Among their findings are that vascular lesions predominantly developed at regions where the 

blood flow is non-uniform and flow rate is relatively low. The magnitude and rate of change 

of blood flow near the vessel wall can be expressed in terms of wall shear stress and the 
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influence of the spatial and temporal wall shear stress distribution on the pathogenesis of 

atherosclerosis has been investigated. Evidences from in-vitro and in-vivo studies have 

demonstrated that the local sites which experience low and oscillatory wall shear stress were 

associated with atheroma formation and intimal wall thickening, whereas the regions with 

moderate to high shear stress was relatively uncommon for the lesion to develop[8], [9].  

While arteriosclerosis develops preferentially at regions with low wall shear stress, studies in 

vessel wall mass transport provide better understanding on the underlying mechanism of the 

pathology[3], [10]. The flow-induced mechanical stresses can change the orientation and 

morphology of the vascular endothelial cells [11], alter their metabolic activities and gene 

expression[12], [13]. Disturbed flow with low and oscillatory wall shear stress induces the 

activation of atherogenic genes (eg. Monocyte chemotactic protein-1) which may result in 

endothelial cell dysfunction and inflammation, whereas uniform flow with high shear stress 

stimulates the release of atheroprotective genes and antioxidant that prevent coagulation, 

migration of leukocytes, and smooth muscle proliferation while promoting endothelial cell 

survival[10], [14]. Such observations are strong evidence that local hemodynamic factors are 

associated with vascular diseases; therefore, non-invasive imaging techniques capable of 

assessing hemodynamics in-vivo are most desirable in vascular disease diagnostics and 

treatment progression. 

1.2 Ultrasound imaging 

Ultrasound imaging has been extensively used clinically in both structural and functional 

imaging. Compared to other imaging modalities such as computed tomography (CT) and 

Magnetic Resonance Imaging (MRI), ultrasound is more accessible, safer, cheaper, and 

capable of real-time imaging. It is based on the principle of pulse-echo sequences. Generally, 

a short pulse is initially emitted from an array transducer. Depending on the bandwidth of the 

transducer, ultrasound pulses of a certain frequency and pulse length are transmitted to scan 
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the medium. When the acoustic wave interacts with the medium, either tissue or blood, it is 

transmitted, reflected or scattered according to the impedance mismatch of the medium 

structure. The echoes received by the same transducer are then beamformed into ultrasound 

images. Although the process of acquiring an ultrasound image can be simplified using the 

pulse-echo sequence, the working principle to form an ultrasound image, and its 

implementation in the beamformer, can be different between each imaging system.  

1.2.1 Conventional ultrasound 

Medical applications of ultrasound imaging can be traced back to the early 20
th

 century. 

Using a single element transducer held in a stationary position, a one-dimensional scan was 

demonstrated to image soft tissue. This technique is known as an A-mode scan where the 

information is displayed as a function of depth or time, and amplitude of the enveloped 

detected signal is used to reveal the local difference in density and velocity. Similar to A-

mode ultrasound, the B-mode scan was later introduced by mechanically sweeping the single 

element transducer to acquire 2D images. As technology developed, line-by-line acquisition 

using array transducer and electronic focusing have become a standard way to acquire B-

mode images.  

In the early ultrasound systems, the transmit and receive focus is fixed in a specific spatial 

location using a dedicated hardware beamformer. As a result, the image quality decreases as 

the beam generated only narrows in the vicinity of transmit focus and broadens when moving 

away from the focal point. It was soon discovered that dynamic receive focusing can 

significantly improve the image resolution across the imaging depth [15]. This technique 

allows data from multiple channels to delay–and-sum in such a way that signals at different 

depth are dynamically focussed as shown in Figure 1.1.  
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Figure 1.1: Delay-and-sum receive focusing in a conventional ultrasound system. Adapted 

from [16] 

While dynamic receive focussing has been shown to improve the image resolution of 

conventional ultrasound imaging, spatial resolution is still fundamentally limited by the 

transmit focussing. To obtain optimum focus over the entire depth of the field, dynamic 

transmit focussing, also known as multi-zone transmit, was developed [17]. As illustrated in 

Figure 1.2, this technique relies on the transmission of several pulses, each focused at 

different depth, to form a single line image. Together with the dynamic receive focusing, 

multi-zone transmit focusing technique allows a higher image resolution across the depth, 

however, the imaging frame rate is reduced in proportion to the number of focal zones.  

 

Figure 1.2: Optimum focus (f) achieved by blending several focal zones (a-e) with several 

transmissions. Adapted from [17] 
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1.2.2 Synthetic Aperture 

Synthetic aperture imaging is an alternative way to improve the image quality and overcome 

the low temporal resolution limitation of a conventional ultrasound system. It was originally 

used in radar systems to obtain high resolution imaging by narrowing the antenna beam width 

using synthetic aperture. Instead of enlarging the physical antenna to enhance the cross-range 

resolution, a large antenna can be synthesised by sequentially examining the volume of 

interest with small real antenna moved along a known path. The idea of synthetic aperture 

was initially considered for medical ultrasound imaging due to the reduction of system 

complexity and cost. The classical mode of synthetic aperture ultrasound imaging is more or 

less a direct implementation of the classic synthetic aperture principle, known as monostatic 

synthetic aperture imaging [18], [19]. The system complexity is reduced since only a single 

element is active during each pulse-echo sequence, but it suffers from low SNR and poor 

contrast resolution. To overcome these problems, a synthetic receive aperture (SRA), in 

which pulses are transmitted from all the elements and a small receive aperture (one or 

several active elements) is used to form a single line of the image, was considered due to its 

hardware simplicity and the possibility for real time imaging [20], [21]. The transmitted 

beams are defocussed to emulate a single element response and dynamic receive focusing is 

performed to form a single line of image. Despite achieving a higher SNR, the frame rate of 

SRA imaging is reduced depending on the number of pulses transmitted to form an image 

line.  

The most common synthetic aperture technique applied in ultrasonic imaging is synthetic 

transmit aperture (STA) and the principle of synthetic transmit aperture ultrasound imaging is 

illustrated in Figure 1.3. Unlike a conventional ultrasound system, a single element emits a 

spherical wave which covers the whole interrogation region. For each transmission, echoes 

are received by all the elements in the transducer and all the scan lines can be beamformed in 
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parallel. A low resolution image is created for each transmission as there is no focussing 

during the transmission and dynamic focussing is done solely in reception. Finally after the 

emission in the last element, all the low resolution images are summed coherently. As a result, 

virtual dynamic transmit focussing is synthesised during the coherent compounding and a 

high resolution image is created.   

 

Figure 1.3: Principle of synthetic transmit aperture ultrasound imaging. Adapted from [22] 

To speed up the acquisition process, sparse array synthetic transmit aperture (STA) [23]–[26], 

in which a sparse set of emissions is used for creating a full image, has been applied to 

increase the frame rate while maintaining the image resolution. A very fast imaging at the 

pulse repetition frequency can also be attained by using recursive imaging as demonstrated 

by Nikolov and colleagues[27]. Despite achieving a very high frame rate, the major problem 

of STA imaging is the limited penetration depth as an un-focussed wave is used and low 

energy is transmitted by single elements. To circumvent this problem, various techniques, 

such as  multi-element STA [28], [29], spatial and temporal encoding STA [30]–[33], have 

been studied to increase penetration and SNR while maintaining the spatial resolution.  
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1.2.3 Plane wave ultrasound 

The development of plane wave ultrasound is closely related to the progression of ultrafast 

ultrasound imaging where a large field-of-view can be achieved at thousands frames per 

second. The concept of ultrafast ultrasound imaging can be traced back to three decades ago 

where Brunnell and colleagues published a paper entitled “Ultrafast echotomographic system 

using optical processing of ultrasound signal”. Since then, several methodologies of ultrafast 

ultrasound imaging were devised and demonstrated, for example, through parallel 

beamforming processing of ultrasound images [34], [35], time-reversal processor[36], digital 

parallel receive beamforming[37]–[39] ,  and non-diffraction beams[40], [41]. Despite having 

the capabilities of such imaging demonstrated more than 25 years ago, the ultrafast 

ultrasound system was not translated out of research labs until recently when the software 

beamformer technologies become available. [42]–[44].  

Plane wave imaging is capable of imaging a large field-of-view with a single pulse-echo 

sequence [45], [46]. Conceptually, it is analogous to time-reversal ultrasound[39], a 

technique developed based on optical holography. A wide-field wave is transmitted to 

illuminate the entire FOV and the backscattered echoes are recorded on a transducer array. 

To re-create a virtual image representing the initial scattering object, time-reversal focusing 

or digital receive beamforming are utilised. The former involves re-emitting time-reversed 

echoes to build a wave-field that is refocused optimally on the original medium while the 

latter refocused the initial object in a numerical model of the propagation medium, assuming 

a constant speed of sound.   

Figure 1.4 illustrates the principle of plane wave imaging. Contrary to conventional 

ultrasound imaging, the image can be reconstructed from a single pulse-echo sequence in 

plane wave imaging, achieving the highest frame rate that is only fundamentally limited by 

the speed of sound; however, compared to the conventional ultrasound imaging, plane wave 



 

8 

 

imaging has lower resolution and contrast. This is mainly due to the lack of transmit 

focussing in the image formation process. To overcome such problem, coherent spatial 

compounding, initially proposed in [47], has been applied to plane wave imaging to enhance 

the image quality[48]–[50]. Multiple plane waves are transmitted, each tilted at a different 

angle, are used to form low resolution images, and eventually coherently summed to 

synthesise a dynamically focussed high resolution image. A detailed investigation on the 

compounded plane wave imaging to improve image qualities in terms of resolution, contrast 

and signal to noise ratio is given in [50], [51]. Besides, it should be noted that such coherent 

compounding to form higher resolution image is analogous to the synthetic aperture imaging, 

but with better penetration as higher power is transmitted.  

 

Figure 1.4: Basic principle of single plane wave imaging: (a) A pulse plane wave transmitted 

by exciting all elements; (b) The backscattered echoes recorded by the transducer array. (c) 

Dynamic beamforming of plane-wave imaging. Adapted from [50]. 

1.3 Ultrasound Contrast Imaging 

Contrast imaging is a technique utilised in many imaging modalities to enhance image 

contrast with the use of contrast agents. In ultrasound imaging, microbubble contrast agents 

are used to increase imaging sensitivity by enhancing the scattering in areas where the 
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ultrasound signal is weak. As a result, it expands the diagnostic capabilities to detect smaller 

and deeper structures [52]. For instance, contrast agent has been used as blood pool agent to 

enhance cardiovascular structure, define anatomy, and quantify tissue perfusion. With the 

progressive development of contrast-specific imaging techniques and improvement in 

microbubbles, ultrasound contrast imaging has shown the potential to expand to broader 

range of diagnostic and therapeutic applications [53], [54].  

1.3.1 Microbubbles Contrast Agent 

Ultrasound contrast agents (UCA) are microbubbles (MBs) filled with gas and surrounded by 

a thin shell. Typically, it has average diameter of 1-8um which is comparable to a red blood 

cell, and together with the shell, microbubbles can pass through the lung and survive in the 

circulation for enough time to allow a reproducible contrast effect.  

Although air bubbles (without shell coating) can work as contrast agents, they diffuse quickly 

in the surrounding liquid and have limited lifetime. The stabilising shell (albumin, surfactant 

or phospholipids) and the gas content (air or perflouro gas) are critical to extend the lifetime 

of contrast agents in the circulation after injection in vivo. Over the years, several commercial 

microbubbles, such as Albunex, Optison, Levovist, Sonovue and Definity, have been 

developed and extensive reviews on the properties of these commercial microbubbles can be 

found in [55] and [56].  

The response of microbubbles to an ultrasound field is more complex than the tissue due to 

its highly compressible properties. When an acoustic pulse insonates a microbubble, it forces 

the microbubble to expand and contract with the applied oscillating pressure. The strongest 

scattering effect occurs when the frequency of the ultrasound wave reaches the resonant 

frequency of the microbubble. With the size similar to a red blood cell, microbubbles 

resonate within the frequency range employed in diagnostic ultrasound. However, the 
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situation is complicated by the fact that the range in size may vary, and therefore result in a 

wide range of frequencies over which resonant behaviour may be observed. 

Studies have shown that acoustic pressure is a major parameter affecting microbubble 

response and it has an important role in contrast imaging[57]. Since mechanical index (MI) is 

normally used in clinical ultrasound system to represent acoustic pressure, the response of 

microbubbles with acoustic pressure is discussed in the context of MI, which is defined as: 

𝑀𝐼 =  
𝑃𝑟

√𝑓
     1-1 

where Pr is the peak negative pressure, and f is the transducer frequency. Principally, 

microbubble response can be divided into three domains when interacting with different 

acoustic pressures, and each domain results in a different type of image. At low MI, linear 

oscillation occurs where microbubbles oscillate symmetrically and the ultrasound is scattered 

with the same frequency as the incident wave. The acoustic response is optimised at the 

resonant frequency of the microbubbles and the strongly scattered echoes are used to enhance 

the contrast of B-mode and colour Doppler images.  

At medium MI, microbubbles start to show non-linear behaviour, oscillating asymmetrically 

in a way that it expands more than it contracts. As a result, the ultrasound signal will be 

scattered in different magnitude and frequency. For an incident wave at the fundamental 

frequency (f0), harmonics (2f0,3f0,4f0,etc) and subharmonics (f0/2,f0/3,f0/4,etc) can be 

observed in the backscattered signal. Despite a wide range of harmonics or subharmonics 

being generated, because the ultrasound transducer has limited bandwidth, normally only the 

second harmonic or subharmonic component is detected and used in harmonic imaging or 

subharmonic imaging to discriminate bubble from tissue[58]. The clinical potential of such 

response is further increased by the development of contrast specific imaging sequences that 

will be discussed in the following section.   



 

11 

 

At high MI, the microbubble shell is no longer able to sustain the non-linear oscillation. The 

gas is released from microbubbles when it ruptures and results in strongly scattered 

ultrasound signals with a wide range of frequencies. However, the scattering effect lasts only 

for a few frames as the gas will dissolve rapidly into the bloodstream. This type of imaging is 

known as intermittent imaging, and combined with B-mode, Doppler or harmonic imaging, 

has been used in-vivo to investigate myocardial perfusion[59].  

1.3.2 Contrast Specific Imaging 

Current techniques for imaging microbubbles rely predominantly on separating the different 

frequency components from tissue and microbubbles. Initially, harmonic imaging is 

developed to detect bubble signal for contrast-enhanced imaging and it relies on simple high 

pass filtering techniques to extract the harmonic microbubble signals from the surrounding 

tissue which consists predominantly of linear signals. However, it is difficult to completely 

separate the broadband fundamental signal from the second harmonic signal within the 

limited bandwidth. Therefore, a typical compromise needs to be made between image 

contrast and spatial resolution[57]. In the attempt to overcome such limitations, the 

emergence of multi-pulse sequence imaging techniques has shown the feasibility to provide 

higher sensitivity and suppression of tissue harmonic signal.  

Generally, multi-pulse sequences techniques rely on the different behaviour of microbubbles 

when exposed to consecutive pulses which vary in amplitude, phase or both. These multi-

pulse techniques are illustrated in Table 1.1 and the mathematical generalisation can be found 

in [60]. Pulse inversion (PI) is the summation of echoes from two transmitted pulses of 

opposite polarities (180
o
 out of phase) which cancels out the linear tissue signals. The 

inherent nature of the PI method overcomes the problematic frequency separation of 

harmonic imaging which often requires either a narrowband pulse or a broadband transducer 
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to ensure that the second harmonics do not overlap with the fundamental signals. Similar to 

PI, amplitude modulation (AM) and contrast-pulse sequencing (CPS) employing multiple 

consecutive pulses can also be used (see Table 1.1). Since low-amplitude pulses generate less 

harmonics from microbubbles than higher amplitude pulses, by linearly combining the echoes 

from the high-amplitude and low amplitude pulses the linear contribution to the scattered 

signal can be removed while non-linear signals remains.  

While multiple transmitted pulses implies a reduced frame rate of the imaging system, the 

contrast and spatial resolution are improved compared to harmonic imaging. With the 

emergence of ultrafast ultrasound system, the temporal resolution of this imaging technique 

can be compensated[61], [62]. 

Table 1.1: Multipulse techniques used to detect non-linear microbubble signal. Adapted from 

[61] 

 

1.4 Ultrasound techniques of measuring blood flow 

1.4.1 Doppler-based technique 

Spectral Doppler and colour Doppler have been extensively employed for clinical 

measurement of blood flow. Similar to sonar or radar, the blood velocity can be extracted 

from the changes in either frequency or phase of the scattered echoes from moving red blood 
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cells. The Doppler frequency,  𝑓𝑑  of a pulse-wave system, in its simplest form, is given as 

follows: 

𝑓𝑑 =
2 |�⃗� | cos𝜃

𝑐
𝑓0 = 

2 𝑣𝑧

𝑐
𝑓0    1-2 

where  𝑐  is the speed of sound, 𝑓0  is the centre frequency of the transmitted ultrasound 

frequency,  |𝑣 | is the blood velocity, 𝜃 is the beam-to-flow angle and 𝑣𝑧 is the axial velocity 

component.  

As pulse-wave results in a broadband response, phase-based Doppler estimators, for instance 

autocorrelation estimator [63] and cross-correlation estimator[64] , have been developed to 

refine the axial velocity measurement and are implemented on most ultrasound systems today. 

However, the major limitation of a conventional Doppler system is the angle dependent 

measurements [65], [66]. It can only determine the motion along the ultrasound beam and the 

axial velocity needs to be corrected with the assumption that the direction of the flow must be 

known prior to the estimation. This is nearly impossible when the geometry is not uniform 

and complex flow patterns are present, leading to significant errors in the estimated 

velocity[66].  

In the attempt to mitigate such angle dependence, various Doppler techniques have been 

developed to provide velocity estimation in two or three directions as the velocity vector is 

three dimensional. Cross-beam vector Doppler is one of the earliest approaches developed 

which uses multiple beams from different angles to the estimate the velocity vector. With the 

known orientation of the beams, the axial (𝑣𝑧) and transverse (𝑣𝑥) velocity components can 

be calculated by solving the frequency shift equation as follow: 

𝑣𝑧 (cos 𝜃1 + cos 𝜃2) + 𝑣𝑥  (sin 𝜃1 + sin 𝜃2) =
𝑐

𝑓0
𝑓𝑑    1-3 
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where 𝜃1and 𝜃2 are the beam-to-flow angle of the two independent cross-beams. Variations 

of the cross-beam method can be found in [67], [68]. Early formulations of this method 

involved two or multiple transducers that alternate as transmitter and receivers, aligned in a 

trigonometric scheme. With the progressive array transducer technology, electronic splitting 

of the array into sub-apertures become possible and this approach is exploited to derive 

velocity vectors using single transducer arrays[69]–[72].  However, common to all these 

methods is that the estimation accuracy is dependent on the angle between the two beams. 

The error in either one of the estimated frequency may cause significant variance to the 

estimation. To overcome such problems, reformulation of the multi-beam approach in an 

over-determined system of equations which can be solved in a least square computation 

method has been proposed recently to minimise the errors[73].  

Another Doppler technique to find multi-directional velocity vector known as Transverse 

Oscillation (TO) was introduced by Anderson, Jensen and Munk[74]–[76]. Similar to the 

principle of estimating the axial velocity from the ultrasound oscillation, the basic idea of this 

method is to generate a controlled spatial oscillation lateral to the emitted ultrasound beam, 

creating a double oscillating field for velocity estimation. As the Fourier relationship between 

the apodization and beam pattern exists, sinusoidal oscillation in the lateral direction can be 

generated by manipulating the receive apodization. Many apodization schemes have been 

investigated to optimise the transverse oscillation point spread function (PSF), including 

spatial quadrature signal generation[75], Hilbert transform apodization waveform[74],  

dynamic apodization[77] and plane wave TO imaging[78]. To estimate the two velocity 

components, a phase-based estimator, which is essentially an extension of the autocorrelation 

estimator has been derived [79]. However, as the estimation of the lateral velocity component 

depends on the resulting oscillation field, the lateral wavelength which is predicted from the 

receive apodization may bias the estimation and affects the accuracy.   
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Although the phase shift estimator has been widely implemented on pulse-Doppler system, a 

major limitation of using a phase shift estimator is that aliasing can occur when estimating 

flow with high velocity. To circumvent the aliasing problem, a time shift estimator has been 

implemented to estimate axial velocity[80]–[82], by cross-correlating successive A-line 

signals in time-domain. The Directional Beamforming technique is one of the Doppler 

methods which uses time shift estimator to determine the velocity vector in any direction[83]. 

The angle of the flow is initially estimated through prior knowledge [83], [84] or from  

normalised correlation from multiple directional signals[85]–[87]. With the known 

directional signal along the flow direction, the velocity can be estimated by means of time 

domain cross-correlation. This approach is shown to provide very accurate flow 

measurements, however it is very computationally intensive.  

Temporal resolution is critical to estimate the blood flow velocity. In conventional Doppler 

system, although over each pulse-echo line the pulse repetition frequency is high and fast 

flow along the axial direction can be tracked, the line sweeping process to form the Doppler 

image significantly limits the effectiveness of the existing Doppler estimation technique. 

Trade-off between the frame rate of the Doppler imaging and the size of the field-of-view is 

often required. In addition, short ensemble length may also hinder the ability to separate 

blood signal from tissue signal. This is mainly because the designing of the FIR or IIR filter 

to operate on very short vectors is a great challenge. With the emerging high frame rate 

system which enable frame rate up to two orders of magnitude over the conventional line-by-

line imaging, the benefits of ultrafast Doppler [51] and plane wave vector Doppler[78], [88], 

[89] has been demonstrated. 

1.4.2 Non-Doppler techniques 

Along with the new developments in Doppler techniques, the ultrasound speckle tracking 

method based on ultrasound B-mode images has been applied in [45], [90], [91] to provide 
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angle independent flow measurement. With sufficient signal scattered by the red blood cells 

(RBCs), speckle images are tracked by means of image tracking techniques such as block 

matching and optical flow[92]. While various techniques exist, block matching methods such 

as cross-correlation or sum-absolute-difference are commonly used to extract large 

displacements in blood flow imaging. However, as the signal generated from RBCs results in 

low SNR and the speckles are heterogeneous, temporal averaging is often needed to enhance 

the signals from RBCs and reject the high-amplitude signal from surrounding tissue[93]. To 

achieve this, a high temporal resolution imaging system is required to avoid  speckle 

decorrelation and generate enough frames for temporal averaging [89]. This therefore limits 

the application of speckle tracking in conventional ultrasound imaging.  

To mitigate the effects of low SNR from RBCs, another non-Doppler technique known as 

echo Particle Image Velocimetery (echo-PIV) or Ultrasound Imaging Velocimetry (UIV) is 

proposed. It is a technique which originated from Optical PIV [94], [95]. Optical-PIV relies 

on the visualisation of flow by means of small tracer particles illuminated by a laser sheet to 

track the movement of the particles recorded in consecutive images; UIV, on the other hand, 

estimate the flow by tracking the flow speckle pattern generated in the ultrasound images. 

Initial study using medical ultrasound system was reported by [96] to investigate the flow 

field up to 6 cm/s using sediment-laden flow images containing kaolin particles as a flow 

tracer. However, it wasn’t until the advent of microbubble contrast agents that UIV became 

more extensively studied [97]–[99]. Promising results under in-vitro and in-vivo conditions 

have been demonstrated to provide angle independent vector flow imaging[99]–[101], 

however the accuracy of UIV to provide quantitative measurement is still limited when a 

conventional ultrasound imaging system with low temporal resolution is used. With the 

emerging high frame ultrasound system, it is believed that the frame-rate limitation from 

conventional ultrasound imaging can be overcome.  
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1.5 Other imaging modalities 

In addition to ultrasound, imaging modalities such as Magnetic Resonance Imaging (MRI) 

and Computed Tomography (CT) are routinely used in clinic to assess blood flow. Local 

injection of contrast agents are typically required to tracked the blood flow over space and 

time. For instances, iodine or barium compound are used in contrast-enhanced CT whereas 

gadolinium-based compounds are commonly used for visualising flow in-vivo. While these 

techniques can provide high anatomical and geometric resolution, they still have limitations 

in terms of rapid and contemporaneous assessment in three-dimensional geometry and flow. 

MRI imaging suffered from long acquisition time and high cost whereas CT involves the use 

of ionising radiation. The procedure can be highly invasive and the injection of contrast 

medium can be difficult to control. Although some MRI techniques such as arterial spin 

labelling and phase contrast can track flow without contrast injection, they suffer from poor 

signal-to-noise ratio and currently are used predominantly to assess tissue perfusion.  

1.6 Ultrasound Imaging Velocimetry (UIV) 

1.6.1 Background and Principle of UIV 

The UIV technique is one of the techniques that solved the angle-dependence of classical 

Doppler method. Originating from Optical PIV, UIV overcomes the major limitation of 

optical-PIV which required a transparent medium condition. Microbubbles, the flow tracers, 

are tracked in contrast imaging to calculate the velocity of the intravascular flow. The 

principle of UIV is shown in Figure 1.5. Sequential ultrasound B-mode or contrast images, 

consist of either the individual flow tracer or speckle patterns, are acquired using a medical 

ultrasound system. To obtain the local velocity vectors, two subsequent images are divided 

into several smaller interrogation windows (sub-images) and a 2D cross-correlation function 

is efficiently performed for individual interrogation windows using an FFT-based cross-

correlation function defined as 
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𝑅𝑘(𝑥, 𝑦) = ℱ−1{ℱ(𝑤1
𝑘) ℱ∗(𝑤2

𝑘)}    1-4 

where 𝑤1(𝑖, 𝑗) and 𝑤2(𝑖 + 𝑥, 𝑗 + 𝑦) denote the image intensity distributions of the sub-image 

pairs, x and y represent the pixel displacement between the two images,  ℱ and ℱ−1 denote 

the forward and inverse Fourier transform, and * denotes the complex conjugate. From the 

correlation plane, the displacement (in pixels) between two windows is given by the peak 

location.  

(𝑢𝑘, 𝑣𝑘) = argmax  (𝑅𝑘(𝑥, 𝑦))    1-5 

To achieve sub-pixel accuracy, various methods of estimating the location of the correlation 

peak have been utilised [102].  A simple yet robust method is to fit the correlation peak to a 

three-point estimator listed in Table 1.2. Other estimators such as 2D-Gaussian estimator 

[103], sinc or Whittaker interpolator[104], [105] are also worth mentioning as they are 

capable of providing a higher accuracy estimation. However, along with the accuracy 

improvement, the computational load to perform 2D and sinc interpolation increases 

significantly; therefore a three-point estimator is preferable as it is sufficient to perform one-

dimensional fits in practice. Among all estimators, the Gaussian peak fit is the most common 

sub-pixel estimator used both in Optical PIV and UIV as the particle or speckle pattern 

generated are approximated well by a Gaussian intensity distribution.  

 

 

Figure 1.5: Basic principle of UIV 
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Table 1.2: Three-point estimator for determining the subpixel displacement from the 

correlation peak[102]. 

Fitting function Estimators 

Peak centroid 

𝑓(𝑥) =  
𝑓𝑖𝑟𝑠𝑡 𝑜𝑟𝑑𝑒𝑟 𝑚𝑜𝑚𝑒𝑛𝑡

𝑧𝑒𝑟𝑜 𝑜𝑟𝑑𝑒𝑟 𝑚𝑜𝑚𝑒𝑛𝑡
 

𝑥0 = 
(𝑖 − 1)𝑅(𝑖−1,𝑗) + 𝑖 𝑅(𝑖,𝑗) + (𝑖 + 1)𝑅(𝑖+1,𝑗)

𝑅(𝑖−1,𝑗) + 𝑅(𝑖,𝑗) + 𝑅(𝑖+1,𝑗)
 

𝑦0 = 
(𝑗 − 1)𝑅(𝑖,𝑗−1) + 𝑗 𝑅(𝑖,𝑗) + (𝑗 + 1)𝑅(𝑖,𝑗+1)

𝑅(𝑖,𝑗−1) + 𝑅(𝑖,𝑗) + 𝑅(𝑖,𝑗+1)
 

Parabolic fit 

𝑓(𝑥) =  𝐴𝑥2 + 𝐵𝑥 + 𝑐 

𝑥0 =  𝑖 +
𝑅(𝑖−1,𝑗) − 𝑅(𝑖+1,𝑗)

2𝑅(𝑖−1,𝑗) − 4 𝑅(𝑖,𝑗) + 2𝑅(𝑖+1,𝑗)
 

𝑦0 =  𝑗 + 
𝑅(𝑖,𝑗−1) − 𝑅(𝑖,𝑗+1)

2𝑅(𝑖,𝑗−1) − 4 𝑅(𝑖,𝑗) + 2𝑅(𝑖,𝑗+1)
 

Gaussian peak fit 

𝑓(𝑥) = 𝐶 𝑒𝑥𝑝 [
−(𝑥0 − 𝑥)

2

𝑘
] 

𝑥0 = 
ln 𝑅(𝑖−1,𝑗) − ln𝑅(𝑖+1,𝑗)

2 ln 𝑅(𝑖−1,𝑗) − 4 ln 𝑅(𝑖,𝑗) + 2 ln 𝑅(𝑖+1,𝑗)
 

𝑦0 = 
ln𝑅(𝑖,𝑗−1) − ln𝑅(𝑖,𝑗+1)

2 ln𝑅(𝑖,𝑗−1) − 4 ln  𝑅(𝑖,𝑗) + 2 ln𝑅(𝑖,𝑗+1)
 

 

While sub-pixel accuracy can be achieved using peak fitting methods, conventional PIV only 

considers the linear translation and no rotation and deformation can be recovered by this first 

order estimation. To tackle this problem, several advanced techniques developed in Optical-

PIV, have been adapted to ultrasound imaging.  Multi-pass interrogation with discrete offset 

is one of the earliest techniques to enhance the accuracy of PIV[106], [107]. The principle of 

this technique is similar to the conventional method; however, a window offset is applied to 

each interrogation window during the iteration process until the offset vectors converge to a 

single pixel. A hierarchical approach in which the sampling grid is continually refined can 
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also be used to further improve the accuracy of  the multi-pass techniques [108]. Due to its 

simple implementation and accurate measurement, this technique has been adapted to UIV to 

investigate intravascular flow both in-vitro and in-vivo [98], [101], [109].  

Another advanced Optical-PIV technique which has been widely used is the windows 

deformation iterative multi-grid approach (WIDIM) [108]. This technique has also been 

demonstrated in ultrasound imaging to improve high gradient flow estimation[110]. By 

deforming the image according to the velocity field, image deformation is conceived for the 

compensation of the in-plane velocity gradient and peak broadening effect. The iterative 

multi-grid approach, on the other hand, is incorporated to further refine the measurement to 

higher accuracy and spatial resolution as shown in Figure 1.6. The displacement field is first 

acquired by means of the undeformed coarse-grid interrogation and then progressively 

estimated from a smaller deformed grid. In this context, predictors for the displacement field 

are generated from the estimated flow field to interpolate the image. Several common 

interpolation approaches such as bilinear interpolation, sinc interpolation, cubic interpolation, 

and spline interpolation, are commonly used to deform the image. Thus, cross-correlation is 

done on a finer grid and a higher spatial resolution is obtained. Despite using smaller 

interrogation windows, the probability to detect the real peak in the correlation plane remains 

high when using the image deformation approach. 



 

21 

 

 

Figure 1.6: Multi-grid iterative window deformation technique in which interrogations are 

progressively deformed according to the velocity field measured from the previous iteration. 

[102] 

It is generally assumed that the measured displacement field is uniform and that a certain 

coherence can be expected.  As the flow displacement is directly estimated from the cross-

correlation function which is a statistical measure, a spurious vector may emerge if the 

displacement-correlation peak does not exceed that of the random correlation peak. The peak 

detectability may be impeded by the loss of correlation due to fast in-plane and out-of-plane 

motion, local variations of the velocity field, and poor image quality.  Statistically a spurious 

vector elimination algorithm such as normalised median filter[111] is normally applied as a 

post-processing step to replace outliers. A more sophisticated algorithm known as ensemble 

correlation can also be incorporated in the existing techniques to enhance tracking accuracy. 

The principle of ensemble correlation is illustrated in Figure 1.7 [112].  By averaging a series 

of instantaneous correlation planes acquired at each measurement point, the SNR and peak 

detectability are enhanced.  This therefore drastically improves the measurement quality and 

increases the spatial resolution by allowing a smaller interrogation area to be employed in the 
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analysis. The effectiveness of ensemble correlation has been demonstrated both in Optical 

PIV [113] and UIV[114].  

 

Figure 1.7: Ensemble correlation technique in which multiple instantaneous correlation 

planes are averaged to enhance the peak detectability and signal to noise ratio[112]. 

1.6.2 Current limitations of UIV 

Studies have shown the potential of UIV to non-invasively measure the hemodynamics. 

Initial validation of the UIV system against other imaging modalities has been demonstrated.  

For example, [99] reported the capability of UIV to accurately measure the flow velocity in a 

carotid bifurcation model when validated with PC-MRI derived measurement,[101] and [115] 

demonstrated a highly correlated 2D velocity vector flow field of a vortex ring between UIV 

and optical-PIV. In-vivo studies were also demonstrated in carotid arteries [99], [100], small 

animal arteries and veins[116], and the left ventricle [115], [117], [118]. 

Although a number of studies have been reported, the application of the UIV is restricted due 

to the frame rate limitation of clinical ultrasound system [99], [101], [119]. Low temporal 

resolution results in large estimation errors as the cross-correlation is unable to track the fast 

flow within the limited field of view. Therefore, trade-off between field of view and temporal 

resolution is often required in UIV analysis to increase the measured velocity range [98], 

[120]. Besides, the beam-sweeping process of a conventional ultrasound system and the 

sweeping direction have been reported to introduce significant errors to flow velocity 
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estimation [100], [120]. Velocity is overestimated when the beam sweeps in the same 

direction as the flow direction, whereas underestimation occurs when the sweeping direction 

is opposite to the flow direction. A correction method for steady flow has been proposed by 

[120], however this cannot be applied to a physiological flow which is pulsatile and complex. 

To address all the problems aforementioned, a fast UIV system which could provide highly 

accurate measurement is needed.    

1.7 Purpose and Thesis Structure 

As underlined in the previous section, the UIV technique has shown its merit to provide 

accurate, angle independent flow velocity vectors. However, the application of this technique 

has been hindered due to the limitation of the conventional ultrasound systems. With the 

recent developments in high frame rate ultrasound imaging technology, this offers new 

possibilities especially in quantitative flow imaging.  

The aim of this thesis is to investigate and develop flow visualisation and quantification 

techniques using high frame rate ultrasound imaging and microbubble contrast agents. In this 

context, the work presented is divided into seven chapters where the first is the introduction 

and literature review. The following chapters are as follow:   

Chapter 2: Initial development of flow velocity mapping using plane wave UIV 

This chapter presents the development of a quantitative flow velocity mapping system, which 

integrates plane wave ultrasound imaging, ultrasound imaging velocimetry, contrast agent 

and pulse inversion contrast imaging. Initial evaluations were conducted in vitro on flow 

phantoms and in-vivo in the rabbit aorta.  

Chapter 3:  Toward a reliable and accurate flow velocity measurement using plane 

wave UIV  
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This chapter presents the full evaluation of plane wave UIV to provide reliable and accurate 

velocity measurements. A modified UIV technique was introduced to provide a more robust 

measurement when plane wave images are not coherently summed during the image 

formation. Ultrasound flow simulation was conducted to fully evaluate the performance of 

the system and in-vitro study on two anthropomorphic phantoms was demonstrated.  

Chapter 4: Accuracy of Plane wave UIV for Wall Shear Stress measurement 

This chapter presents the extension of plane wave UIV system to provide spatio-temporal 

wall shear stress (WSS) measurement in addition to quantitative velocity flow field 

measurement. Optimization and evaluation of the system to provide accurate WSS were 

performed using the ultrasound flow simulation described in Chapter 4. In-vitro studies were 

also demonstrated.  

Chapter 5: Microbubble void imaging 

This chapter summarises a novel method utilising the high frame rate ultrasound system and 

controlled microbubbles destruction for visualising flow and quantifying mixing in large 

vessels. An in-vitro experiment was performed on three different vascular geometries, and the 

results were compared with numerical computational fluid dynamics (CFD) solutions.   

Chapter 6: GPU-accelerated UIV system 

This chapter presents a development of a GPU-accelerated UIV system. This includes the 

GPU acceleration of the plane wave ultrasound image beamforming and the UIV algorithm 

using Compute Unified Device Architecture (CUDA). Initial performance of the GPU 

implementation was compared to a normal CPU system implementation. 

Chapter 7: Conclusion and future work 

This chapter summarises the contributions of this thesis and future work.  
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1.8 Scientific contributions 

The scientific contribution of this thesis is mainly presented in 3 journal papers and 5 

conference abstracts. The author has also contributed to an additional journal paper listed at 

the end.  

Journal Paper 

Leow, C. H., Bazigou, E., Eckersley, R. J.,  Alfred, C. H., Weinberg, P. D., & Tang, M. X. 

(2015). Flow Velocity  Mapping  Using  Contrast  Enhanced  High-Frame-Rate  Plane  Wave  

Ultrasound  and  Image Tracking: Methods and Initial in Vitro and in Vivo Evaluation. 

Ultrasound in Medicine & Biology, 41(11),  

Leow, C. H., Iori, F., Corbett, R., Duncan, N., Caro, C., Vincent, P., & Tang, M. X. (2015). 

Microbubble Void Imaging: A Non-invasive Technique for Flow Visualisation and 

Quantification of Mixing in Large Vessels  Using  Plane  Wave  Ultrasound  and  Controlled  

Microbubble  Contrast  Agent Destruction.Ultrasound in Medicine & Biology, 41(11), 2926-

2937. 

Leow, Tang, M. X. Accurate Spatio-temporal Flow Velocity Mapping and Wall Shear Stress 

Measurement using High-Frame Rate Ultrasound Imaging Velocimetry. Ultrasound in 

Medicine & Biology (under review). 

Conference proceedings/abstracts 

Leow,  C.  H,  Tang,  M.  X.  High  Accuracy  Flow  Velocity  Mapping  and  Wall  Shear  

Rate  Measurement Using  High  Frame-Rate  Ultrasound  Imaging  Velocimetry.  22
nd

 

Congress  of  European  Society  of Biomechanics, 10
th

 July – 13
th

 July 2016. 

Leow, C. H., Iori, F., Corbett, R., Duncan, N., Caro, C., Vincent, P., & Tang, M. X.  

Microbubble void imaging  –  a novel technique for the qualitative and quantitative 
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assessment of intravascular mixing using contrast enhanced ultrasound. Summer 

Biomechanics, Bioengineering and Biotransport Conference, Utah, USA, 29
th

 June – 2
nd

 July 

2015. 

Leow,  C.  H.,  Bazigou,  E.,  Eckersley,  R.  J.,  Alfred,  C.  H.,  Weinberg,  P.  D.,  &  Tang,  

M.  X.. Ultrafast Ultrasound Imaging and Microbubbles for Blood Flow Visualisation  and 

Quantification.2015 Joint BHF Centres of Research Excellence Imaging Symposium, London, 

UK, 18
th

 June 201. 

Leow,  C.  H.,  Eckersley,  R.  J.,  Alfred,  C.  H.,  &  Tang,  M.  X.  Plane  Wave  Ultrasound  

Imaging  and Tracking  of  Microbubbles  for  Flow  Visualisation,  Quantification  and  

Initial  Evaluation  on  a  Carotid Bifurcation Phantom. 19
th

 European Symposium on 

Ultrasound Contrast Imaging, Rotterdam, Netherland, 22-23 January 2015. 

Leow,  C.  H.,  E.,  Eckersley,  Tang,  M.  X.  Plane  Wave  Ultrasound  Imaging  

Velocimetry.  IEEE International Ultrasonics Symposium, Chicago, USA, 3-6 September 

2014. 

Co-authored journal paper 

Ja'afar, F., Leow, C. H., Garbin, V., Sennoga, C. A., Tang, M. X., & Seddon, J. M. (2015). 

Surface Charge Measurement  of  SonoVue,  Definity  and  Optison:  A  Comparison  of  

Laser  Doppler  Electrophoresis  and Micro-Electrophoresis. Ultrasound in Medicine & 

Biology, 41(11), 2990-3000.  
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Chapter 2  - Initial development of flow velocity mapping using 

plane wave UIV 

In this chapter, we present the development of an ultrasound imaging velocimetry approach 

capable of visualising and quantifying dynamic flow, by combining high frame-rate plane 

wave ultrasound imaging, microbubble contrast agents, pulse inversion contrast imaging and 

speckle tracking algorithms. The system has been initially evaluated in vitro on both straight 

and carotid-mimicking vessels with steady and pulsatile flows, and in vivo in the rabbit aorta. 

Colour and spectral Doppler measurements were also made. Initial flow mapping results were 

compared with theoretical prediction and reference Doppler measurements and demonstrate 

the potential of the new system as a highly sensitive, accurate, angle-independent and full 

field-of-view velocity mapping tool capable of tracking and quantifying fast and dynamic 

flows. This work was in collaboration with Dr. Alfred Yu from University of Hong Kong, 

who provided the carotid bifurcation phantoms for validation, and Dr Eleni Bazigou who 

provided assistant to acquire in-vivo rabbit data. The results shown in this chapter has been 

included in [121]  

2.1 Introduction 

Techniques capable of quantitative mapping blood flow velocity in vivo are highly desirable 

in studying a wide range of cardiovascular diseases. As mentioned in the previous chapter, 

flow velocity and its derivatives such as vorticity and wall shear stress are essential in the 

study of the pathogenesis of atherosclerosis [4], [122]. However, existing non-invasive 

techniques for flow velocity mapping have various limitations. Phase-contrast magnetic 

resonance imaging (MRI) and phase velocity mapping are valuable clinical modalities which 

offer the potential to obtain volumetric velocity vectors in vivo. However, they suffer from 

low temporal resolution and lack of accessibility [123], [124]. Doppler ultrasound is 
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extensively used for visualisation and measurement of blood flow clinically [65], [125], [126]; 

the blood velocity is calculated from the changes in either frequency or phase of the 

ultrasound reflected from moving red blood cells. However, in most existing ultrasound 

scanners images are formed line by line resulting in an inherent trade-off between field of 

view and Doppler sensitivity or frequency resolution. Additionally, due to the weak scattering 

from blood cells Doppler also has a trade-off between spatial/temporal resolution and signal-

to-noise ratio (SNR). The performance can also be affected by various artefacts due to 

aliasing and beam-flow angle variations [127]. Some new Doppler techniques have been 

developed including crossed-beam vector Doppler [69], [70], [72], [128],  vector flow 

mapping [129], [130], directional cross-correlation method [83], [87], transverse oscillation 

method[131], [132] and pulse inversion Doppler [133], [134]. Non-Doppler ultrasound 

techniques including ultrasound Speckle Tracking [90] and Ultrasound Imaging Velocimetry 

(UIV) [99], [114], [135] have also been investigated. The main difference between Speckle 

Tracking and UIV is that Speckle Tracking relies on the speckle images generated from the 

red blood cells to estimate the flow field whereas UIV tracks the microbubble contrast agents 

injected intravenously. Swillens and colleagues compared Vector Doppler and Speckle 

Tracking for quantifying blood flow using line-by-line scanning ultrasound and concluded 

that high frame rate plane wave ultrasound would address the current limitations of both 

approaches [136]. 

Recent developments in high frame-rate ultrasound imaging technology offer new 

possibilities for flow estimation. By transmitting unfocussed ultrasound pulses and using 

parallel receive beamforming instead of line by line scanning, substantially higher acquisition 

rates (up to twenty thousand frames per second) can be achieved [50], [137]. Notably in flow 

imaging, fast imaging techniques show promising results especially in ultrafast Doppler [51], 

[86] and vector Doppler [73], [88], [138], [139] . The use of high frame-rate ultrasound to 
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track microbubbles in the blood stream between imaging frames (high frame-rate UIV) has 

not been reported.   

In this study, we aim to develop a highly sensitive, accurate, angle-independent and full field-

of-view flow velocity mapping tool capable of tracking fast and dynamic flows, by 

combining high frame-rate plane wave ultrasound imaging, ultrasound imaging velocimetry, 

microbubble contrast agents and pulse inversion contrast imaging. The system has been 

initially evaluated in vitro on flow phantoms with highly dynamic and pulsatile flows and in 

vivo in the rabbit aorta.  

2.2 Methods and Material  

A high frame rate ultrasound imaging velocimetry (UIV) system has been developed based 

on tracking the speckle patterns of microbubble contrast agents in contrast enhanced 

ultrasound image sequences acquired from a high frame-rate plane wave imaging system.  

2.2.1 Microbubbles Contrast Agents 

Decaflourobutane microbubbles were prepared as described by [140]. 1,2-dipalmitoyl-sn-

glycero 3-phosphatidylcholine(DPPC), 1,2-dipalmitoyl-sn-glycero-3-

phosphatidylethanolamine-polyethyleneglycol-2000(DPPE-PEG-2000), and 1,2-dipalmitoyl-

3-trimethylammonium propare(choride salt; 16:0 TAP) were dissolved in a molar ratio of 

65:5:30 and a total lipid concentration of 0.75mg/mL, 1.5mg/mL, and 3mg/mL, resulting in a 

solution comprised of propylene 15% glycol, 5% glycerol and 80% normal saline. 

Microbubbles were generated via agitation of a 2mL sealed vial containing 1.5mL of the 

resulting solution, using a shaker for 60 seconds.  

The microbubble solution generated was sized and counted according to [141] and was found 

to have a concentration of about 5 x 10
9
 microbubbles/mL with an average size of 1 micron. 

In this study, microbubbles were diluted in gas equilibrated water [142] to a concentration of 



 

30 

 

2x10
5
 microbubbles/mL, a clinically relevant concentration as used in previous studies[143], 

[144]. 

2.2.2 Fast ultrasound imaging system and Pulse Inversion 

A L12-3v linear array probe connected to a Verasonics Vantage 128 research platform 

(Verasonic Inc, Redmon,WA,United State) was used to acquire high frame-rate ultrasound 

images as shown in Figure 2.1. Since the platform consists of 128 transmit and receive 

channels, 128 elements located at the centre of the 192 elements probe were used in each 

pulse echo sequence, resulting in a 25mm lateral field of view. A plane wave Pulse Inversion 

imaging scheme was used to acquire contrast images. Twelve plane waves with six angles 

tilted between -18 and +18 degrees (7.2 degree step) were transmitted with a pulse repetition 

frequency of 15.5kHz to form an image after coherent compounding [50], achieving a frame 

rate of 1000 Hz for an imaging depth of 25 mm. For each angle, a 3 MHz 1 cycle plane wave 

pulse followed by its phase inverted counterpart (Pulse Inversion) was transmitted before 

moving to another angle. The radio frequency (RF) echoes for each transmission were 

recorded in the local memory. The RF data collected were then transferred back to a 

computer through a high-speed PCI-Express, and software beamformed into images for 

further analysis using Matlab.  
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Figure 2.1: Overview of the system hardware and data acquisition scheme involve in plane 

wave UIV.  

2.2.3 UIV Analysis 

A UIV analysis algorithm was implemented to provide quantitative flow velocity mapping. 

This well-established method is a modification of the conventional PIV algorithm [145], and 

incorporates several improvements including windows deformations iterative multigrid 

(WIDIM) [108], [110] and ensemble correlation technique [112], [113] which have been 

described in Chapter 2. A 3-point Gaussian peak fitting and a simple 3x3 spatial medium 

filter were implemented for sub-pixel displacement and spurious vector elimination. The 

schematic work flow of the UIV algorithm is illustrated in Figure 2.2.   
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Figure 2.2: The basic workflow of UIV algorithm 

2.2.4 Straight vessel flow phantom 

To evaluate the system, in-vitro experiments on a straight vessel phantom were performed, 

and measurements made with plane wave UIV were compared with both analytically derived 

values and ultrasound Doppler under various flow conditions. The flow system was 

constructed as shown in Figure 2.3. A 6mm latex tube (098 XA/XB, Pipeline Industries, 

Denver, CO, USA) was placed in a water tank filled with gas equilibrated water. 

Microbubble solution was uniformly mixed in a reservoir contain of gas equilibrium water 

and circulated in the latex tube.  The L12-3v transducer mounted on a Verasonics Platform 

was placed above the tube to acquire the contrast images while an 11L4 transducer mounted 

on a Toshiba ultrasound system (AplioXG, Toshiba Medical Systems Corp, Otawara, Japan) 

was placed 5cm away from the L12-3v transducer to acquire Doppler measurements. With 

8MHz long cycle pulses transmitted, the pulse repetition frequency and the angle were 

manually adjusted to avoid aliasing and compensate the angle dependent measurement. Both 

transducers were tilted with an angle of 8 degree to the flow direction but were operated 

alternately to avoid interference. An acoustic absorber was placed at the bottom of the tank to 

prevent reflection from the tank walls.  
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Figure 2.3: Schematic of the straight tube flow system. 

2.2.4.1 Steady Laminar Flow  

A gravity flow setup was employed to create a steady laminar flow through the latex tube. 

The working fluid flow through the tube was a diluted microbubble solution which had been 

mixed uniformly by manual stirring at the source tank before the experiment began. The 

volume flow rate, Q was recorded using a bucket and stopwatch. Both transducers were 

placed more than 70cm away from the inlet in order to measure a region where a fully 

developed laminar flow with parabolic velocity profile could be observed. The maximum 

velocity is calculated as defined in Eq 2-1: 

 
𝑉𝑚𝑎𝑥 =

8𝑄

𝜋𝑑2
 

2-1 

where Q is the volume flow rate and d is the diameter of the tube. The inlet length L was then 

calculated with the formula taken from [146]: 

𝐿 = 0.04𝑑 𝑅𝑒      2-2 

𝑅𝑒 =
𝑉𝑑𝜌

𝜇
      2-3 
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where, Re is the Reynold Number, V is the average velocity, ρ is the fluid density and μ is the 

dynamic viscosity.  

Measurements were obtained with 3 flow rates, as shown in Table 2.1. A series of contrast 

images were acquired at a 1000 Hz frame rate using the Verasonics platform and analysed 

using the UIV algorithm. The results were then compared to the analytical velocity profile 

calculated based on the measured average flow rate using a bucket and stopwatch. Also, 

colour Doppler and spectral Doppler velocities located at the centre of the tube were recorded 

using the Toshiba ultrasound system.   

Table 2.1: Flow parameters of 3 different laminar flows 

Flow Condition Q (ml/min) Vmax (cm/s) Re L (cm) 

Slow 85 10 300 7.2 

Medium 325 38 1200 28.8 

Fast 500 59 1768 42.5 

2.2.4.2 Pulsatile Flow  

Pulsatile flow was investigated with the same experimental setup. Pulsatile flow running at 

80 strokes per minute, delivering 4ml/stroke of solution, was driven by a mechanical pulsatile 

pump (Harvard Apparatus 1405 pulsatile blood pump, Harvard Apparatus Ltd, Kent UK), 

The pump contain a positive piston actuator and ball check valves to simulate the ventricular 

action of the heart. Plane wave contrast images were obtained and post-processed using the 

UIV algorithm, while the tri-mode Doppler measurements were obtained using the Toshiba 

scanner. 
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2.2.5 In-vitro Carotid Bifurcation Model  

An anatomically realistic carotid bifurcation model as described in [147] was used to further 

evaluate the system. In brief, the compliant vessel models were drafted using computer aided 

design software and fabricated using stereolithography. The thin wall vessel was constructed 

with the use of a compliant photopolymer (FullCure 930; Object Geometry), to mimic the 

physical and acoustic properties of human arteries. It has an average elastic modulus of 391 

kPa, average speed of sound of 1801 m/s and attenuation coefficient of 1.58 dB mm
-1

.MHz
-1

. 

The phantom vessel contains three branches mimicking in turn the common carotid artery 

(CCA), the internal carotid artery (ICA) and the external carotid artery (ECA). The 

experimental setup and the normal carotid bifurcation model are shown in Figure 2.4. Instead 

of using water, microbubbles were diluted in a blood mimicking fluid (BMF), which 

comprised 90% pure water and 10% glycerol, to demonstrate a physiological relevant 

condition [148]. The inlet of the setup was connected to a pulsatile pump (Harvard Apparatus 

1405 pulsatile blood pump, Harvard Apparatus Ltd, Kent UK), delivering 3ml of the diluted 

microbubble solution per stroke and running at 80 strokes per minute. 

 

(a) 

 

 

(b) 

Figure 2.4: (a) Schematic of the carotid bifurcation experimental setup. (b) Carotid 

bifurcation tube without stenosis.  



 

36 

 

2.2.6 In vivo Rabbit Experiment 

Experiments were conducted to measure blood flow velocities in the abdominal aorta of the 

rabbit in vivo, as shown in Figure 2.5. All procedures complied with the Animals (Scientific 

Procedures) Act 1986 and were approved by the Local Ethical Review Process Committee of 

Imperial College London. A male New Zealand White rabbit (1.5 years old) was 

anaesthetised with medetomidine (0.25ml/kg) and ketamine (0.15ml/kg) and its body 

temperature maintained at 37
0
C by a warming plate. With the fur around the scanning site 

removed, images of the rabbit’s abdominal aorta were acquired non-invasively using the 

Verasonics system and an L12-3v probe while a bolus of 0.1ml Sonovue™ microbubbles was 

injected via the marginal ear vein. The ultrasound imaging settings were the same as in the in 

vitro studies. 

 

Figure 2.5: In vivo experimental set up. Contrast agents were injected through the 

anaesthetised rabbit’s ear and the rabbit abdominal aorta was scanned using an L12-3 probe. 

2.3 Results 

2.3.1 Straight vessel phantom 

2.3.1.1 Steady Laminar Flow 

Figure 2.6 shows the comparison between flow measurements acquired using Doppler 

ultrasound and plane wave UIV. Figure 2.6(a)-(f) show the Doppler measurements while 
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Figure 2.6 (g)-(l) show the plane wave UIV measurement. The Doppler measurements were 

acquired in triplex-mode, where B-mode, colour and spectral Doppler were obtained at the 

same time. In each measurement, the colour Doppler images show the flow field across the 

tube while the centreline peak velocity was obtained using spectral Doppler with a 1mm x 

1mm range gate as shown in Figure 2.6 (a)-(c). In Figure 2.6 (d)-(f), a red line is drawn in 

each spectral measurement to indicate the maximum velocity in the spectral Doppler 

measurements. The peak velocities were compared to the analytical solution derived from the 

measured flow rate obtained using a bucket and stopwatch as illustrated in Table 2.2.The 

Doppler measurements are slightly higher than thereference peak velocities. . The 

discrepancy is probably due to the geometrical spectral broadening[149], [150] and the 

broadening of the Doppler spectrum by microbubbles [151].  

Table 2.2: Comparison of the peak velocity measurement estimated from spectral doppler and 

UIV with the analytical velocities 

Flow Condition 

Peak Velocity (cm/s) 

Analytical solution  Spectral Doppler UIV 

Slow 10.0 12.5 9.9 

Medium 38.0 46.0 36.5 

Fast 59.0 68.0 58.6 

 

Figure 2.6 (g)-(l) were obtained using plane wave UIV with a 1 kHz acquisition rate. Fully 

developed laminar flows of parabolic profile under the slow and fast flow conditions in the 

6mm tubes can be clearly visualised. The parabolic flow vectors are consistent across the 

tube under all flow conditions. To provide a quantitative measurement, the velocity fields 

were also represented in a colour encoded vector plot overlaid on the contrast enhanced 

images. In all cases shown in Figure 2.6 (j)-(l), plane wave UIV measurements were found to 
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match the analytical flow profile with good accuracy: root mean square errors of 0.66cm/s 

(6.6%), 3.64cm/s (9.6%) and 3.63cm/s (6.2%) were obtained in slow, medium and fast flow. 
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10cm/s 38cm/s 59cm/s 

(a) 

 

(b) (c) 

 

 (d) 

 

(e) 

 

 (f) 

 

 

(g) 

 

 

(h) 

 

 

(i) 

 

(j) 
 

(k) 

 

(l) 

Figure 2.6: Comparison of Doppler ultrasound with plane wave UIV under 3 flow rates with 

peak velocities of 10cm/s, 38cm/s and 59cm/s. (a)-(c) Colour Doppler obtained using 

standard beam-formed colour Doppler processing. (d)-(f) Spectral Doppler measurements 

acquired from the corresponding window located in the colour images. The red line indicates 

the maximum velocity. (g)-(i) UIV derived quantitative vector visualization. Each 

measurement is averaged over 5 ms. (j)-(l) Measured flow profiles corresponding to the three 

flow conditions show a high correlation with the analytical derived flow profile (dashed line). 

Note: results in (j)-(l) were averaged over a 1mm lateral position where the solid line 

represents the mean value and the shading represents the standard deviation. 
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2.3.1.2 Pulsatile Flow 

Pulsatile flow was generated using a mechanical pulsatile pump (Harvard Apparatus 1405 

pulsatile blood pump, Harvard Apparatus Ltd, Kent UK). With plane wave UIV, the high 

spatio-temporal dynamics of the pulsatile flow were effectively tracked by the plane wave 

UIV at a 1 ms time resolution.  Figure 2.7 shows the spatial velocity profile measured with 

Doppler and UIV at different phases of the dynamic flow, marked on a spectral measurement 

as indicated in Figure 2.7 (m). The colour vector images, Figure 2.7 (e)-(h), show a high 

correlation with the colour Doppler measurements, Figure 2.7 (a)-(d).  Flow with a blunt 

velocity profile moving in the forward direction can be observed during the peak systolic 

phase in Figure 2.7 (e). This undeveloped flow profile is common in arteries under pulsatile 

flow conditions when the centreline velocity accelerates as the boundary layer retards 

velocity near the wall [152], [153]. After the peak systolic phase, a developed laminar flow 

can be observed (Figure 2.7f). Reversed flow is observed near the vessel wall in Figure 2.7 (g) 

and a non-uniform forward flow pattern can be seen in Figure 2.7 (h). All these velocity 

profiles are relevant to the in-vivo condition where pulsatile flow applies [153]. The velocity 

profiles across the tube at each reference time point are shown in Figure 2.7 (i)-(l). The 

temporal velocity profile within the same spatial window used by spectral Doppler was also 

extracted from the plane wave UIV results and overlaid on the spectral Doppler measurement 

as show in Figure 2.7 (m). There is a good agreement between the plane wave UIV 

measurement and the Doppler spectral measurement at the same spatial location. 
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10cm/s 38cm/s 59cm/s 

(a) 

 

(e) 

 

(i) 

 
(b) 

 

(f) 

 

(j) 

 

(c) 

 

(g) 

 

(k) 

 

(d) 

 

(h) 

 

(l) 

 

(m) 

 
 

Figure 2.7: Visualization and quantification of pulsatile flow at the four phases indicated by 

dotted lines in (m). (a)-(d) Colour Doppler measurement acquired at the 4 different phases. 

(e)-(h) Colour vector of flow measurements obtained using plane wave UIV, and their 

corresponding flow profiles (i)-(l). (m) Comparison of centreline velocity obtained from 

plane wave UIV (blue line) with spectral Doppler. Note: results shown in (i)-(l) were 

averaged over a 1mm lateral position where the solid line represents the mean value and the 

shading represents the standard deviation. Spectral Doppler measurement and plane wave 

UIV results shown in (m) were averaged over a 1mm x 1mm window located at the centre of 

the vessel. 
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2.3.2 Carotid Bifurcation Model 

In this study, instead of using 6 angled plane wave transmissions, contrast images were 

acquired with 3 angled transmissions within the same angle range. By reducing the 

compounding, the dynamic flow patterns were effectively tracked using the plane wave UIV 

system with an acquisition rate of 2000fps and played back at 50fps. To highlight the 

transitory behaviour of the flow, flow patterns at different time points indicated in Figure 2.8 

(g) are illustrated in a collection of images in Figure 2.8 (a)-(f). Figure 2.8 (a)-(b) show the 

forward flow during the acceleration and the peak systolic phase. A separation is 

subsequently seen near the vessel wall at the carotid bulb during the post-systolic phase 

(Figure 2.8c) and persists during the deceleration phase as illustrated in (Figure 2.8d). The 

separation appears immediately after peak systole and slowly dissipates until it reaches the 

peak dicrotic wave at which moment the flow resumes forward motion again (Figure 2.8e). 

Finally, at the end of the dicrotic wave, the separation near the carotid bulb reappears (Figure 

2.8f). This finding agrees with those observed in [73]. 
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(a) 

 

(b)

 
(c) 

 

(d) 

 
(e) 

 

(f) 

 
(g) 

 
 

Figure 2.8: (a)-(f) Quantitative visualization of key flow patterns obtained at different phases 

under pulsatile conditions in a model of a healthy carotid bifurcation. (g) Centreline velocity 

obtained using UIV from a 1 x 1 mm range gate located within the CCA. The relative time 

positions of each flow pattern are marked in the velocity plot. 
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2.3.3 Rabbit 

The flow patterns obtained in the rabbit abdominal aorta (between the celiac artery and 

superior mesenteric artery) during one pulse cycle with 3 angles plane wave compounding 

and a frame rate of 2.5kHz are illustrated in Figure 2.9. Forward flow can be observed in 

Figure 2.9 (a), (c) and (d) while reversed flow, and additionally a flow separation, can be seen 

in Figure 2.9 (b). This finding agrees with the results of [154], [155]. 

(a)

 

(b) 

 
(c) 

 

(d) 

 

(e) 

 
Figure 2.9: (a)-(d) Quantitative visualisation of the flow patterns within a rabbit aorta. (e) 

Centreline velocity plot obtained using UIV from a 1 x 1mm range gate within the aorta. The 

relative positions of each flow pattern are marked in the velocity plot.  



 

45 

 

In addition, an initial qualitative comparison of the result obtained from the developed system 

and the Doppler system is shown in Figure 2.10. With the 2 kHz acquisition rate, the spatio-

temporal flow variations over a wide range of velocities were well tracked using the plane 

wave UIV and the estimations in Figure 2.10 (b) were found to match the Doppler 

measurement (Figure 2.10a). However, it should be noted that as a result of angle 

dependence of the Doppler measurement, the highest flow velocity in the aorta appears 

slower than that in the branch (renal artery).  

 

(a) 

 

(b) 

 

  (c) 

Figure 2.10: Comparison of (a) a colour Doppler image, (b) quantitative visualisation of flow 

patterns estimated using UIV analysis and (c) centreline velocity extracted from a 1 x 1mm 

range gate within the aorta shown in (b). 
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2.4 Discussion 

In this chapter, a high-frame ultrasound UIV system and methodologies have been developed 

for quantifying dynamic arterial flow, using plane wave ultrasound, microbubble contrast 

agents, Pulse Inversion contrast imaging sequence, and UIV algorithms. Initial in-vitro 

evaluation on straight vessel and carotid mimicking phantoms in comparison with both 

theoretical calculations and reference Doppler techniques demonstrated the potential of the 

new system as an accurate, sensitive, angle-independent and full field-of-view velocity 

mapping tool capable of tracking fast and dynamic flows.  

 The high temporal resolution of plane wave UIV, compared with existing line-by-line 

scanning, enables a much wider range of velocities to be measured using the speckle tracking 

approach. For example, given an imaging depth of 6.4cm that enables a pulse repetition 

frequency (PRF) of 12 kHz, as used in this study, a maximum frame rate of 2000 fps can be 

achieved with three angle compounding and a pulse inversion sequence.  This is a 40-fold 

increase in frame rate which enables the tracking of velocities up to 6m/s compared to the 

conventional approach, where the frame rate would be limited by the line-by-line scanning to 

a maximum of 50fps when 128 scanning lines are used. It should also be noted that while a 

maximum temporal resolution of 12 kHz can be achieved if a single plane wave imaging 

approach is used; there is a trade-off between temporal resolution, spatial resolution, and 

contrast image sensitivity.  

Furthermore, plane wave imaging would allow a reduction in the errors that arise when 

determining flow velocity with line-by-line scanning as reported by Zhou and colleagues 

[120]; with the traditional approach, flow velocity is underestimated when the beam sweeping 

direction is opposite to the flow direction and overestimated when the beam sweeping 

direction is the same as the flow direction. 
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Microbubble contrast agents can enhance signals from within blood by 20-30dB compared 

with blood cells alone [156]. Hence the use of microbubble contrast agents significantly 

improves the sensitivity of ultrasound imaging and consequently the accuracy of velocity 

estimation. This is particularly essential for imaging deep vessels/heart chambers where low 

frequency ultrasound is required and blood cell scattering is much less than at high 

frequencies. The use of contrast specific imaging sequences such as Pulse Inversion also 

allows better identification of blood-tissue boundaries and facilitates the calculation of 

haemodynamic wall shear stress.   

The capability of plane wave UIV to provide quantitative mapping of highly dynamic flows 

was illustrated in Figure 2.7. The signal to noise ratio in the lumen is high and the speckle 

patterns and their movement are clearly visible. With the acquisition rate (1000fps) beyond 

normal display frame rate, we demonstrated that plane wave UIV are capable of resolving 

fast, spatio-temporally changing pulsatile flow. The evolution of flow patterns in a complete 

pulse cycle was accurately tracked by this technique. An additional advantage of using the 

plane wave UIV system was that temporal velocity profiles could be extracted from any place 

in the field of view. As illustrated in Figure 2.7(m), the extracted centreline velocity profile 

shows a strong correlation with spectral Doppler measurements. 

The advantage of using a plane wave UIV system in visualizing complex flow dynamics 

within a physiologically relevant geometry was illustrated both in vitro and in vivo. The 

tracking of fast changes of flow in both space and time can be seen in Figure 2.8-Figure 2.10. 

Complex flow patterns in a complete pulse cycle - specifically the forward streamline flow 

and vortical flow at the carotid bulb in the phantom study, or forward and reversed streamline 

flow in the rabbit abdominal aorta - were demonstrated. These transitory behaviours of the 

flow cannot be visualised with standard Doppler imaging but were visible using high frame-

rate UIV.  
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In recent years, several flow measurement techniques which utilize high frame-rate 

ultrasound imaging have emerged including ultrafast Doppler, vector Doppler, or ultrafast 

speckle tracking. While these have shown improved performance over conventional 

ultrasound imaging systems, the use of a divergent or unfocussed beam and the weak 

scattering from the RBCs means that the signal to noise ratios and contrast of these high 

frame-rate ultrasound images are lower than conventional ultrasound images [50]. This 

problem gets worse when lower frequencies need to be used in deeper vessel imaging. In this 

study, we have used microbubbles contrast agents which can significantly increase signal to 

noise ratios from within blood. In comparison to conventional contrast imaging, the 

unfocussed beam of the plane wave imaging UIV system also reduces bubble disruption. 

It should also be noted that the Doppler measurements, shown in Figure 2.6(d)-(f) and Figure 

2.7(m), were overestimates, due to the geometrical aperture problem  [149], [157] and the use 

of microbubbles which widen the spectral measurement. The former arises because the 

Doppler ultrasound is received by a finite size of aperture. The range of angle by which the 

aperture received the Doppler beam generated a range of Doppler frequencies. The highest 

frequency is received at one edge of the aperture where the angle between the beam and the 

target is smallest whereas the lowest frequency occurs on the other edge. The latter, on the 

other hand, is due to the secondary radiation force created when a high pulse repetition 

frequency is used. Such forces are capable of pushing and destroying microbubbles, causing 

Doppler spectral broadening; this has been investigated and discussed by Tortoli and his 

colleagues [151], [158].  

In the rabbit experiment, out of plane motion was observed, especially during the 

deceleration phase as the aorta contracts; this caused part of the 2D image on the left-hand 

side to move from the lumen to the vessel wall, as shown in Figure 2.9(c) and (d). This is an 
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inherent limitation of 2D ultrasound in imaging 3D structures, and may well be resolved 

using 3D ultrasound.  

Although the developed high frame-rate UIV system has shown great promise to provide 

accurate quantification of the flow field, it can still be further improved. Optimisation of the 

ultrasound system parameters such as the number of plane waves compounded, plane wave 

tilting angle, frequency, acoustic pressure and pulse length can enhance images and velocity 

estimation. For instance, the use of a small number of angles with large angle tilting to 

enhance spatial and temporal resolution in plane wave excitation, as used in this study, can 

cause high grating lobes that could impact on the accuracy of speckle tracking. Further 

investigation and optimisation of the imaging parameters needs to be conducted to balance 

the spatial and temporal resolution while optimise tracking accuracy. In addition, it should be 

noted that the compounding required in plane wave imaging could result in the very fast flow 

dynamics being missed; The motion artefacts generated as a result of incoherent 

compounding could also significantly degrade the image quality [159] which in turn impact 

the velocity estimation. A trade-off has to be made between temporal resolution and spatial 

resolution. However, the benefit of the proposed method - being able to track a wide range of 

flow velocities within the whole imaging plane with great sensitivity and good spatial 

resolution - make it an exciting addition to existing tools for flow imaging and quantification.  

In addition to the technique refinement, another important aspect that can be improved is the 

phantom design. Physical properties of the flow phantom need to be considered carefully in 

comparison to the properties of tissue or vessel [160], [161]. In the present work, the 

fabricated carotid phantom has a speed of sound of 1801m/s, which is higher than that for the 

human arteries (1570m/s). This leads to total internal reflection at the interface between the 

vessel and the surrounding medium, and to refraction of the incident sound wave which 

distort the flow signals. The high attenuations of the compliant photopolymer 
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(1.58dB/mm/MHz) comparing to the nominal attenuation coefficient of 0.5dB/cm/MHz 

would significantly reduce the flow signal and further impact the velocity estimation. As a 

solution, polyvinyl alcohol cryogel [162], whose acoustic and mechanical properties can be 

optimised by adjusting the number of freeze-thaw cycles, can be used as an alternative tissue 

mimicking material. 

The proposed technique is capable of producing a spatially resolved flow velocity map over 

time, containing a large amount of data. In this study, as an example of what can be extracted, 

a temporal velocity profile at a single location within the vessel is displayed for the carotid 

phantom (Figure 2.7m & Figure 2.8g) and the rabbit abdominal aorta in vivo (Figure 2.9e & 

Figure 2.10c). Further hemodynamic indices that could be derived from the data include not 

only the existing indices obtained by Doppler, such as peak and average velocities and flow 

pulsatility, but also quantities related to spatial variation of the flow velocity such as flow 

vorticity and local wall shear rate. Furthermore, real time processing using a graphics 

processing unit is also desirable to provide an immediate quantitative measurement for 

clinical applications. Finally, this study uses a 2D imaging system which is not capable of 

tracking out of plane flow. For future in vivo applications, a 3D imaging approach would 

need to be developed.  

2.5 Conclusion 

The developed quantitative flow mapping system, integrating high frame rate plane wave 

imaging, ultrasound imaging velocimetry and microbubble contrast agents, has shown great 

potential as an accurate, sensitive, angle-independent and full field-of-view velocity 

measuring tool capable of mapping fast and dynamic flows in vivo.  
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Chapter 3 - Toward a reliable and accurate flow velocity 

measurement using plane wave UIV  

In this chapter, we have proposed a modified plane wave UIV analysis based on incoherent 

ensemble correlation, to avoid the motion artefacts that is attributed to the coherent 

compounding.  A simulation model, which coupled the ultrasound simulator with the 

analytical flow solution, was implemented to demonstrate the effects of motion artefacts and 

to evaluate the accuracy of the UIV techniques in estimating flow velocity. The effects of 

motion artefacts on the normal UIV technique and the robustness of the modified UIV against 

the motion artefacts were demonstrated. Comparing with the ground truth, the modified UIV 

performed better than the normal UIV technique in the simulation studies to provide a robust, 

angle independent and accurate full FOV flow velocity measurement. In-vitro investigations 

on two carotid bifurcation phantoms (normal and diseased) were also conducted and their 

relative differences in terms of flow patterns were demonstrated. From the in-vitro results, the 

effect of the image artefacts which subsequently caused the failure of the normal UIV 

analysis to track highly accelerated jet flow was demonstrated. With the effective use of 

incoherent ensemble correlation, a more robust flow velocity estimation method was 

presented. 

3.1 Introduction 

The high frame rate capability of plane wave ultrasound imaging offers new possibilities in 

various clinical applications. By transmitting an unfocused pulse over the full aperture, a 

relatively low resolution image can be reconstructed using dynamic receive beamforming. To 

synthesise virtual dynamic transmit focussing, a coherent plane wave compounding technique 

in which several tilted plane waves are transmitted and the radio-frequency echoes are 

coherently summed in receive beamforming, has been implemented. This effectively 
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generates a high resolution image with SNR and contrast comparable to the conventional 

ultrasound while keeping the temporal resolution within a millisecond[49], [50].   

The coherent plane wave compounding approach is capable of achieving very high frame rate 

imaging without compromising the image quality and penetration; however, it relies on the 

assumption that the imaged medium remains stationary during the compounded scan 

sequence, which is not the case in many in-vivo situations. This assumption is also applied to 

synthetic aperture imaging to produce B-mode images with the quality comparable to 

conventional ultrasound imaging. Motion between the transmit events may result in phase 

misalignment and prevent perfect coherent summation. The effects of tissue motion on image 

quality when using coherent plane wave compounding and synthetic aperture imaging have 

been investigated in [45], [162]–[164], indicating a potential severe degradation of spatial 

resolution, SNR and contrast.   

While tissue motion may affect the image quality, flow motion between emissions may also 

impact the flow velocity estimation using existing UIV techniques. Unlike the conventional 

ultrasound system, the decorrelation of the RF signals not only depends on the spatial 

velocity gradient, but also the motion artefacts when the coherent compounding approach is 

employed. As a high resolution image is formed from multiple low resolution images, the 

phases of the beamformed line get distorted and the point spread function is smeared out 

when the target is moving between the two transmit events. Therefore, the flow velocity 

cannot be estimated using the traditional approaches [165]. To deal with the motion artefacts 

and restore the image quality, several techniques have been proposed which include limiting 

the transmit events, modifying the transmit sequence, applying autocorrelation motion 

compensation or cross-correlation motion and phase aberration corrections [162], [165]–[167] 

.  
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A flow velocity mapping technique using plane wave UIV has been demonstrated in Chapter 

3 [121]. However, directly applying the UIV algorithm to the coherently compounded 

speckle images would suffer from motion artefacts, which in turn would impact on the 

velocity estimation. Such errors are illustrated in Figure 3.1 where the normal UIV technique 

developed in Chapter 3 failed to estimate the high-speed jet flow in the presence of motion 

artefacts. In this chapter, a modified UIV analyses using an incoherent ensemble correlation 

approach has been proposed, to circumvent the motion artefacts and generate robust velocity 

estimations. Synthetic ultrasound images, consisting of a straight tube phantom driven by 

steady and pulsatile flow with known ground truth, were generated to evaluate our technique. 

To further highlight the performance of our technique, in-vitro studies on two 

anthropomorphic carotid bifurcation phantoms were also presented. 

(a) 

 

(b) 

 

Figure 3.1: (a) Compounded plane wave image at the peak systole shows the motion artefacts 

at the stenosed bifurcations area due to high velocity flow. (b) Flow velocity vectors 

estimated using normal UIV shows significant underestimation of the jet flow due to the 

presence of motion artefacts in the compounded plane wave images.  
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3.2 Methods 

3.2.1 Velocity Estimation using a modified UIV analysis 

The workflow of the modified UIV analysis is shown in Figure 3.2a. Similar to the UIV 

analysis performed in Chapter 3, multi-grid windows deformation technique with 3-point 

Gaussian peak estimator were implemented to estimate the sub-pixel displacements. A simple 

2D spatial medium filter was also applied to remove the spurious vectors. However as flow 

motion between emissions may affect the coherent compounded images, ensemble 

correlation was performed incoherently on the low-resolution images formed by a single 

transmission instead of the summed images.  

We referred to this technique as incoherent ensemble-correlation approach (Figure 3.2b). 

Multiple low resolution images were cross-correlated and ensemble-averaged to estimate the 

flow velocity. This incoherent summation of the correlation planes was hypothesised to 

increase the SNR and peak detectability from the correlation plane, therefore making the 

algorithm more robust in estimating flow velocity from the speckle images. To validate this 

hypothesis, comparison between the modified UIV with the normal UIV analysis was 

demonstrated in simulation and in-vitro experiment. 

.  
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(a) 

 

(b) 

 

Figure 3.2: (a) Basic workflow of our modified UIV analysis to generate velocity mapping 

overlaid on the high resolution images (HRI) (b) Principle of incoherent ensemble-correlation 

approach where cross-correlation is applied to each pair of low resolution images (LRI) to 

generate an average correlation with higher signal to noise ratio and peak detectability.  
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3.2.2 Ultrasound Flow Simulation 

3.2.2.1 Flow model generation 

To evaluate our techniques, synthetic ultrasound images were generated from an ultrasound 

flow simulation which coupled the analytical flow solution with the ultrasound simulator. 

Such models are necessary to compare the outcome of our developed technique with the 

known ground truth computed from the analytical solution. Under such circumstance, a rigid 

model, consists of a straight cylindrical vessel phantom filled with Newtonian fluid driven by 

analytical solution was created. 

Poiseuille Flow   

A straight vessel phantom with inner diameter of 3mm was created. Steady laminar flow with 

parabolic flow profile was generated by moving the flow scatterers at radius r from the centre 

of the vessel with the velocity as follow:  

 
𝑣(𝑟) = 𝑣0(1 −

𝑟2

𝑅2
) 

3-1 

where 𝑣0 is the centreline velocity and R is the radius of the vessel.  

To investigate the accuracy of the flow estimation, flow simulations under three different 

flow rates (Table 3.1) were generated.  The rigid tube was simulated with a beam-to-flow 

angle of 60
0
  and the radial velocity errors are calculated. To further examine the error that 

maybe due to the flow direction, another two simulations with beam-flow angle of 75
0
 and 

90
0
 were generated under the fast flow condition.   

  



 

57 

 

Table 3.1: Flow parameters of 3 simulated laminar flows 

Flow Condition 𝑣0 (cm/s) 
Reynold number 

(𝑅𝑒�̅�) 

Slow 20 300 

Medium 50 700 

Fast 80 1200 

 

Womersley Flow 

While arterial flow is pulsatile, Womersley flow was generated as described by Evan[168]. In 

brief, pulsatile flow is considered as the sum of both steady flow component and a series of 

oscillatory components. Poiseulle’s equation can be reformulated to describe the relationship 

between pressure difference and volume flow rate [169]: 

𝑄 =  
𝑀′

10

𝛼2
𝜋𝑅4

𝜇𝐿
 Δ𝑃 sin(𝜔𝑡 +  𝜙 + 𝜀′10)    3-2 

where Δ𝑃 sin(𝜔𝑡 +  𝜙) is the pressure difference, 𝛼 = 𝑅√𝜔/𝜐 is the Womersley number, 

and 𝑀′
10  and  𝜀′10  are complex functions of the non-dimensional parameter 𝛼  . From the 

volume flow rate, [170] has shown that it is possible to calculate the velocity profile for a 

sinusoidal flow given by:  

𝑉𝑚 (
𝑟

𝑅
, 𝑡) =

1

𝜋𝑅2
𝑄𝑛|𝜓𝑛| cos  (𝜔𝑡 − 𝜙𝑛 + 𝜒𝑛)    3-3 

𝜓𝑛(
𝑟

𝑅
, 𝜏𝑛) =

 𝜏 𝐽0 (𝜏𝑛)− 𝜏 𝐽0 (
𝑟

𝑅
𝜏𝑛) 

 𝜏 𝐽0 (𝜏𝑛)− 2 𝐽1 (𝜏𝑛)
    3-4 

Where Jm is the m
th

 order Bessel function of the first kind, 𝜏 = 𝑗3/2 𝛼,  |𝜓𝑛| and 𝜒𝑛 represent 

the amplitude and angle of the complex function 𝜓𝑛. Therefore, the whole velocity profile 

can be calculated from the volume flow rate when the entrance effects are neglected.  
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Following the Fourier decomposition theorem, the mean velocity waveform can be expressed 

in a series of sinusoidal waveform such that  

�̅�(𝑡) = 𝑉0 + ∑ 𝑉𝑛 cos(𝑛𝜔𝑡 − 𝜙𝑛)
∞
𝑛=1     3-5 

And the time evolution of the velocity profile can be determined by summing the velocity 

profile from each harmonic.  

 
𝑉 (

𝑟

𝑅
, 𝑡) = 2𝑉0 (1 −

𝑟2

𝑅2
) +∑𝑉𝑛 |𝜓𝑛|cos(𝑛𝜔𝑡 − 𝜙𝑛 + 𝜒𝑛)

∞

𝑛=1

 
3-6 

In this study, velocity profile for the common carotid artery (CCA) and common femoral 

artery (CFA) were generated using the data given in Table 3.2.  

Table 3.2: Fourier components for flow velocities in the common carotid artery and common 

femoral artery. (Data adapted from Evans[168]). 

Common carotid 

Diameter  = 6.0 mm 

Heart rate  = 60 bpm 

Viscosity  = 0.004 kgm
-1

s
-1

 

Common femoral 

Diameter = 8.4mm 

Heart rate  = 60 bpm 

Viscosity  = 0.004 kgm
-1

s
-1

 

𝑛 𝑓 𝛼 𝑉𝑛 𝜙𝑛 N 𝑓 𝛼 𝑉𝑛 𝜙𝑛 

0 - - 1.00 - 0 - - 1.00 - 

1 1.03 3.9 0.33 74 1 1.03  1.89 32 

2 2.05 5.5 0.24 79 2 2.05 7.7 2.49 85 

3 3.08 6.8 0.24 121 3 3.08 9.5 1.28 156 

4 4.10 7.8 0.12 146 4 4.10 10.9 0.32 193 

5 5.13 8.7 0.11 147 5 5.13 12.2 0.27 133 

6 6.15 9.6 0.13 197 6 6.15 13.4 0.32 155 

7 7.18 10.3 0.06 233 7 7.18 14.5 0.28 195 

8 8.21 12.4 0.04 218 8 8.21 15.5 0.01 310 
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3.2.2.2 Ultrasound Simulation 

Field II [171], [172] was used to simulate a realistic ultrasound system. Arbitrary transducers 

and imaging pulse sequences can be created based on the spatial impulse responses 

estimation described by Tupholme and Stephnishen[173], [174]. Using the linear systems 

theory, the ultrasound field at any given point can be estimated by taking into account the 

transducer estimation function, spatial impulse response of the transmitting and receiving 

aperture, and the electro-mechanical transfer function of the transducer.  

In Field II, tissue and bubble are modelled as a collection of point scatterers with different 

reflectivity as shown in Figure 3.3. The reflecting coefficient was adjusted to mimic strong 

signal generate from the contrast agents, producing a contrast to tissue ratio of about 15-20dB 

similar to our experimental data. To ensure a fully developed speckle with a Gaussian 

distributed radio frequency (RF) signal, a minimum of 10 scatterers per resolution cell were 

simulated[175]..The rigid vessel wall was generated as multiple stationary scatterers with 

density of about 350/cm
3
 while the Newtonian fluid was represented as random distributed 

point scatterers with density of 200/cm
3
to mimic the specular reflections at the lumen-wall. 

The positions of the fluid scatterers were updated for each transmitted ultrasound beam 

during the simulation using the displacement determined by the analytical solution in Eqn. 

3-1and Eqn. 3-6.   
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Figure 3.3: A scatterer model consisting of stationary vessel wall scatterers (yellow) and 

moving flow scatterers(blue). 

To better represent our fast ultrasound system, the parameters of a L12-3v linear array 

transducer and compounded plane wave imaging sequence were used to simulate the RF-

signal as illustrated in Table 3.3. A higher sampling frequency is necessary to reduce the side 

lobes and better represents the simulated spatial impulse response. The transducer elements 

were also divided into smaller sub-apertures such that every scatterer is in the far field of 

each sub-element [172]. In our case, the element was further divided into 4 sub-elements in 

the elevational direction to ensure the far field of each sub-element is at an axial distance of 

1.3mm while keeping the simulation time short. A software GPU-beamformer [44], in which 

delay and sum operations were applied to the RF-data, was used to generate synthetic 

ultrasound images for further analysis. Also in an effort to simulate realistic ultrasound 

images, random Gaussian noise was included in individual post-beamformed RF-data 

yielding a signal-to-noise ratio of 20dB 

Table 3.3: Field II simulation setup 

Probe parameter  Imaging Parameter  

Centre Frequency  8MHz Imaging mode Plane wave 
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Number of Element  128 Transmit 

Frequency 

8MHz 

Element Pitch 0.2mm Excitation pulse 1 cycle sinusoidal  

Element Height 5mm PRF 10kHz 

Sampling frequency 100MHz Compounding angle 5 

Elevational Focus 20mm Angle Range 20
0
 

Number of Sub-aperture 4   

 

3.2.3 In vitro flow experiment 

3.2.3.1 Ultrafast plane wave imaging system 

A Vantage 128 research platform (Verasonic,Redmond, WA, USA) was configured to 

acquire high frame rate plane wave ultrasound images. With a L12-3v linear array transducer 

mounted to image the flow phantom, real time rf-data were recorded in the local memory and 

later transfer to a computer through a high-speed PCI-Express and beamformed using the 

GPU-beamformer for further analysis. This system has been used in our flow velocity 

mapping studies in the previous chapter. 

3.2.3.2 Microbubble contrast agents and contrast imaging mode 

Microbubble contrast agents were used in this study to enhance the ultrasound signal within 

the flow stream. It was prepared using the recipe described by Sheeran[140] resulting in a 

solution containing  5 x 10
9 

micobubbles/mL with an average size of 1um [141]. In this study, 

microbubbles were diluted in the blood mimicking fluid (BMF), which comprised 90% pure 

water and 10% glycerol, to a concentration of 2 x 10
5
 microbubbles/mL. The concentration 

used is clinically relevant and has been used in our previous study [121], [144].   

To acquire ultrasound contrast images, pulse inversion (PI) imaging sequences were 

implemented. Coupled with high frame rate imaging, the developed system is capable of 

enhancing the contrast and signal to noise ratio (SNR) of the generated image while keeping 
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the temporal resolution in the kHz range. And since microbubbles behave non-linearly 

generating harmonic signals, pulse inversion imaging is capable of suppressing tissue signals 

which mainly oscillate at the fundamental frequency, while maintaining harmonic signals 

generated from microbubbles. The PI images have been found to be superior to B-mode and 

second harmonic imaging in terms of better specificity in imaging microbubbles[176]. 

In this study, compounded plane wave PI imaging sequences were implemented using the 

Verasonics and a L12-3v probe such that 6 plane waves, interleaving 3 positive and 3 

negative 4MHz 1-cycle pulse with angle spanning between -10
0
 and 10

0
 (10

0
 angle step), 

were transmitted to acquire pre-beamformed rf-data at the pulse repetition frequency (PRF) 

of 10kHz. Typical settings for the data acquisition are given in Table 3.4.  

Table 3.4: Ultrafast imaging data acquisition configurations 

Probe Parameter  Imaging Parameter  

Probe L12-3v Imaging Mode Plane wave PI  

Centre Frequency  8MHz Transmit Frequency 4MHz 

Number of Elements  128 Excitation Pulse 1 cycle 

Element Pitch 0.2mm PRF 10kHz 

Element Height 5mm Compounding Plane Wave 6  

Sampling Frequency 32MHz Angle range 20
0
 (10

0
 step) 

Elevational Focus 20mm Imaging depth 5cm 

 

3.2.3.3 Anthropomorphic flow phantoms 

To evaluate our developed techniques for accurate flow estimation, two anatomically realistic 

flow phantoms[162], one of normal bifurcation geometry and one of diseased bifurcation 

geometry with 50% eccentric stenosis, were used. The phantoms are wall-less phantom 

fabricated with polyvinyl alcohol (PVA) cryogel as the tissue-mimicking material. In brief, a 

mould which mimics an idealised carotid bifurcation junction of the common carotid artery 
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(CCA), internal carotid artery (ICA) and external carotid artery (ECA) was first designed 

using computer-aided design tools and fabricated using 3D printing technology. Note that the 

inner diameter of the CCA, ICA and ECA are 6mm, 4.2mm and 3.2mm. The vessel mould 

was then mounted onto a phantom box and the PVA mixture was cast around the vessel tube 

and subjected to three freeze-thaw cycles. Once the elastic phantom was formed, the wall-less 

phantom was withdrawn from the mould and connected to a pump for operation.  .  

The flow phantom has an average acoustic speed of 1535 ms
-1

 and an attenuation coefficient 

of 0.229 dB/(cm MHz). The elastic modulus was found to be 106.1 kPa. To emulate a 

physiological condition, the inlet of the carotid model was connected to a pulsatile pump 

(Havard Apparatus 1405 pulsatile blood pump), circulating fluid comprised of BMF solution 

and diluted microbubbles at 60 pulses/min pulse rate, delivering flow at 2mL/s average flow 

rate and 4mL/s systolic flow rate.  

3.2.4 Error Quantification 

To evaluate the performance of the developed technique, the measured centreline velocity 

was compared to the reference centreline velocity and the corresponding mean error was 

calculated as follow:  

𝑀𝐸 =
∫ 𝑣𝑐(𝑡)𝑑𝑡−∫ 𝑣𝑐𝑔𝑡(𝑡)𝑑𝑡

𝑡
0

𝑡
0

∫ 𝑣𝑐𝑔𝑡(𝑡)𝑑𝑡
𝑡
0

 𝑥 100%    3-7 

where 𝑣𝑐  is the measured centreline velocity vector at a single spatial location,𝑣𝑐𝑔𝑡 is the 

reference centreline velocity extracted from the ground truth, and t is the sampling time. 

While the mean error only compared the centreline velocity, normalised root mean square 

error (NRMSE) was also performed to compare the spatial velocity profile within the FOV as 

follows: 

𝑁𝑅𝑀𝑆𝐸(𝑡) =  
1

𝑣𝑐𝑔𝑡(max)
√
1

𝑛
∑ (𝑣(𝑥, 𝑡) − 𝑣𝑔𝑇(𝑥, 𝑡))2
𝑛
𝑥=1  𝑥 100%  3-8 
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where 𝑣 and 𝑣𝑔𝑇 are the estimated and reference velocity profile,  𝑣𝑐𝑔𝑡(max) is the maximum 

reference centreline velocity, and n is the number of spatial sampling point. 

3.3 Results 

3.3.1 Poiseuille Flow Simulation 

3.3.1.1 Effect of flow velocity on the accuracy of UIV flow tracking 

The effects of flow velocity on the compounded plane wave image quality are shown in 

Figure 3.4. With the increasing of flow rate, the contrast, resolution and signal intensity of the 

imaged flow reduced due to the loss in focussing capability of the coherent plane wave 

compounding imaging. 
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𝑣0=0 cm/s 

 

𝑣0=20 cm/s 

 

𝑣0=50cm/s 

 

𝑣0=80cm/s 

 

Figure 3.4: The effects of flow velocity on the compounded plane wave image quality. 

 

To evaluate the effects of motion artefacts on the flow estimation, the normal UIV technique 

and the modified UIV technique were performed to estimate the 2D flow velocities as shown 

in Figure 3.5. With velocity estimated under different flow rate, the accuracy of both methods 

is summarised in Table 3.5 . It is clearly seen that the modified UIV performs better than the 

normal UIV method. Highly accurate measurements with less error and variance were 

produced when using the modified UIV method, and more importantly the estimations were 

not affected by the motion artefacts even under the fast flow condition. 
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𝒗𝟎 

(cm/s) 

Normal UIV Modified UIV 

20 

  

50 

 

 

80 

 

 

Figure 3.5: Flow velocity vectors estimated using normal (left) and modified UIV(right) 

under slow, medium and fast flow. The tube is tilted in an angle of 60
0 

to the ultrasound 

beam. 
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Table 3.5: Accuracy of the normal UIV and the modified-UIV approach a under different 

flow rates. Note that the error is calculated based on the radial velocity profile. 

V0 

(cm/s) 

Normal UIV Modified-UIV 

ME (%) NRMSE (%) ME (%) NRMSE (%) 

20 -6.08 ± 4.81 1.11 ± 0.03 -6.01 ± 3.24 1.10 ± 0.04 

50 -13.78 ± 3.75 3.35 ± 0.09 -8.13 ± 2.45 2.68 ± 0.06 

80 -69.16 ± 27.74 12.96 ± 2.09 -6.57 ± 1.54 5.55 ± 0.19 

Average Error 

(%) 

-44.50 ± 12.10 5.81 ± 0.74 6.90 ± 2.41 3.11 ± 0.10 

 

3.3.1.2 Effects of flow direction on the accuracy of UIV flow tracking 

The accuracy of both UIV estimations under different beam-to-flow angles is presented in 

Table 3.6. Overall, the modified UIV outperforms the normal UIV to provide more accurate 

velocity estimations. The results also suggest that the flow direction has substantial influence 

on the normal UIV estimation. The fast flow which cannot be well measured using the 

normal UIV method at the beam-to-flow angle of 60
0
, were better estimated at the beam-to-

flow angle of 75
0
 and 90

0
. Such results are expected as a lateral displacement will generate 

less artefacts than an axial displacement [164]. This is mainly due to the spatial frequency in 

the axial direction is much higher than the lateral direction and a higher phase coherence is 

required to avoid motion artefacts in the axial direction.  
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Table 3.6: Accuracy of the normal UIV and the modified-UIV approach under different 

beam-to-flow angle. Note that the error is calculated based on the radial velocity profile 

Angle 

( 
0 

) 

Normal UIV Modified-UIV 

ME (%) NRMSE (%) ME (%) NRMSE (%) 

90 -4.33 ±0.44 1.06 ±0.02 4.32 ±0.41 1.07 ±0.02 

75 -7.38 ± 1.68 2.66 ± 0.09 5.04±1.13 2.18 ± 0.07 

60 -69.16 ± 27.75 12.96±2.09 6.57±1.54 4.62 ± 0.19 

Average Error 

(%) 

26.96 ± 9.96 5.56 ± 0.73 5.31 ± 1.03 2.62 ± 0.09 

 

3.3.2 Pulsatile Flow Simulation 

Temporal snapshots of the flow velocity vectors estimated using the modified UIV analyses 

are illustrated in Figure 3.6 and Figure 3.7 to highlight the flow structures in the CCA and 

CFA. Unidirectional flows, mainly parabolic, were observed throughout a pulse cycle in the 

CCA (Figure 3.6a-d) while more complex flow structures including non-parabolic flow and 

reverse flow were observed in the CFA. The transitory behaviour from an undeveloped flow 

with blunt profile (Figure 3.7a) to a parabolic flow (Figure 3.7b) was seen during the systole 

phase while a flow reversal (Figure 3.7c) and a non-uniform flow profile (Figure 3.7d) were 

observed during the end systole and diastolic phase of the cardiac cycle. Note that such flow 

profiles were observerd in the in-vitro experiment in Chapter 3.  
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(e) 

 

Figure 3.6: (a-d) Snapshots of the flow velocity vectors derived using the modified 

ultrasound imaging velocimetry (UIV) method obtained at different phases in a simulated 

common carotid artery. (e) Comparison of the centreline velocity estimated using the UIV 

method and the analytical ground truth. The relative time of each flow pattern is marked in 

the centreline velocity plot and the shading in the UIV measurement represents the 

standard deviation. 
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(e) 

 

Figure 3.7: (a-d) Quantitative flow measurements of the modified ultrasound imaging 

velocimetry (UIV) obtained at four phases in a simulated common femoral artery (e) 

Estimated centreline velocity overlaid on the ground truth solution to show the accuracy of 

UIV. The relative time of each flow pattern is marked in the centreline velocity plot and the 

shading in UIV measurement represents the standard deviation.   
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To evaluate the performance of the normal and modified UIV, the measured centreline 

velocities and spatial-temporal velocity profiles were compared to the analytical solution and 

their accuracy is summarised in Table 3.7. Both methods performed well to track the pulsatile 

flow within the CCA and CFA with errors less than 5%. The modified UIV performed 

slightly better than the normal UIV. Although the high velocity and acceleration flow 

affected the compounded plane wave images, normal UIV estimation was still capable of 

measuring the flow up to a very high accuracy. This can be explained by the smaller spatial 

velocity gradient and the spatial filtering of the spurious vector eliminations algorithm which 

reduce the estimation errors as shown in Figure 3.8. 

Table 3.7: Accuracy of the normal UIV and the modified UIV approach under different 

simulated artery 

Vessel 

Normal UIV Modified-UIV 

ME (%) NRMSE (%) ME (%) NRMSE (%) 

CCA -3.99 ± 0.60 2.41 ±0.98 3.89 ± 0.72 2.04 ± 0.72 

CFA -1.03 ± 0.49 2.05 ± 2.86 1.00 ± 0.18 1.49 ± 1.61 

Average Error 

(%) 

2.51 ±0.55 2.23 ±1.92 2.45 ± 0.45 1.77 ±1.17  

 

While the calculated NRMSE in Table 3.7 were averaged within a pulse cycle, the temporal 

variation of the NRMSE is shown in Figure 3.9. From the temporal plot, it is clearly seen that 

although the error was flow dependent, modified UIV performed better than the normal UIV 

with smaller error produced in both the CCA and CFA cases.  
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Before Spurious Vector Elimination 

  

After Spurious Vector Elimination 

 

Figure 3.8: Flow velocity vectors before and after the spurious vectors elimination process. 

Note that the red vectors are the velocity estimations replaced after the spatial filtering. 

CCA

 

CFA 

 

Figure 3.9: Temporal variation of the normalised root mean square error (NRMSE) 

calculated using the normal UIV and modified UIV in a simulated common carotid artery 
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(CCA) and a common femoral artery (CFA).  

3.3.3 In-vitro flow experiments 

Figure 3.10 illustrates the time-resolved quantitative visualisation of a highly dynamic flow 

in a healthy and a diseased carotid bifurcation phantom under the same pulsatile flow 

condition. For the healthy carotid phantom, a uni-directional forward flow was observed 

during the systolic upstroke and peak systole (Figure 3.10a). A separation subsequently 

emerges near the ICA sinus immediately after the peak systole and slowly dissipates during 

the post-systolic phase (Figure 3.10b), causing a flow reversal near the carotid bulb. When 

the dicrotic pulse produced a secondary upstroke, the flow moves forward again (Figure 

3.10c) and followed by the reappearing of the separation near the carotid bulb during the 

post-dicrotic phase (Figure 3.10d). Similar flow behaviour has been observed in Chapter 3.  

With similar inlet flow, flow patterns appearing in a diseased carotid phantom are also 

presented in Figure 3.10 (f-i). Due to the 50% eccentric stenosis at the ICA branch, the 

formation of a high-velocity flow jet at the ICA stenosis throat can be clearly seen during the 

systolic upstroke.  It follows a path from the inner wall at the proximal ICA to the straight 

outer wall region at the distal ICA. The reorientation of the jet flow tangential to the wall and 

the bouncing of the jet stream upon hitting the outer wall can be visualised. In additions to the 

jet formation, the formation of the two flow separations, one at the carotid bulb and another 

along the inner wall of ICA can also be observed. The separationat the carotid bulb appears 

near the peak systole and persists almost the entire cardiac while the separationat the inner 

wall of distal ICA emerges and dissipates twice within a pulse cycle. The recirculation at the 

inner wall only occurs after the jet stream becomes narrower and completely crosses over 

from the inner wall to the distal ICA, forming a flow divider between two recirculation zones 

during the post-systole and post-dicrotic (Figure 3.10g,i), but not during the peak systole and 

peak dicrotic wave (Figure 3.10f,h) as the jet is more dispersed after travelling through the 
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inner wall at the proximal ICA. To clearly depict the separation, streamline images plotted 

using matlab function to show the separationslocation and the temporal velocity profile 

extracted from several locations are illustrated in Figure 3.11. It should be noted that these 

findings agree with those observed in [73], [177] 
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(e) 

  

(j) 

 
Figure 3.10:  Key quantitative velocity measurements derived from modified ultrasound 

imaging velocimetry (UIV) to highlight the spatio-temporal varying flow profile in (a-d) a 

healthy carotid bifurcation phantom; (f-i) a diseased carotid bifurcation phantom. (e,j) 

Centreline velocity extracted from the common carotid artery.  The relative position of 

each flow velocity is marked in the velocity plot. 
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Healthy Diseased 

 

 

a 

 

d 

 

b 

 

e 

 

c 

 

f 

 

Figure 3.11: Quantitative flow velocity extracted from the yellow boxes depicted in the 

streamline images on a healthy and diseased carotid phantom. Note that the streamline 

images are generated from velocity estimation during diastole. 

While the effectiveness of the modified UIV to track highly dynamic flow has been 

demonstrated, the comparison of our new approach with the normal UIV method was 

performed and is illustrated in Figure 3.12. It can be clearly seen that motion artefacts had 

affected the estimation of the highly-accelerated jet flow when normal UIV was applied to 

measure the flow. This error can be avoided when the modified UIV analysis was performed 

on the low-resolution images. The highly-accelerated jet flow at the ICA throat which cannot 
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be tracked with the normal UIV method can now be effectively estimated using our proposed 

method. It is evident that the modified UIV is robust against motion artefacts and a more 

accurate estimation can be achieved.  

 Normal UIV Modified UIV 

N=1 

 

 

N=5 

 
 

  

Figure 3.12: (a-d) Comparison of the flow velocity mapping at peak systole demonstrate the 

robustness of modified UIV approach to track highly-accelerated flow when similar amount 

of high resolution images (N) are used to estimate the flow velocity. (e)Velocity plot 

extracted at the stenosed throat marked in (a)-(d).  It should be noted that normal UIV 

approach estimate the flow using the final compounded images (N) but modified UIV 

analysis is performed on the multiple low resolution images (MxN, and M=3) used to 

construct the same compounded image.  
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3.4 Discussion 

In this study, a new modified-UIV technique based on an incoherent ensemble correlation 

approach has been developed to circumvent the effects of motion artefacts when a plane wave 

coherent compounded technique is used to image flow. The performance of the modified 

analysis was compared to the normal UIV analysis in simulations and experiments, indicating 

the robustness of the new approach against motion artefacts while demonstrating the potential 

of the system to provide angle-independent, accurate, full FOV velocity estimation.  

The coherent plane wave compounding technique has been introduced as a method to 

improve the image quality of plane wave imaging while retaining a very high frame rate. 

However, this is not the case when the technique is used to image flow. Noticeable image 

artefacts in terms of loss of image resolution (the speckle image is blurred), loss of speckle 

intensity and lower contrast are presented in Figure 3.4. With significant motion artefacts 

generated in the fast flow condition, normal UIV cannot correctly estimate the flow velocity 

from the compounded plane wave images (Figure 3.5).  

The motion artefacts are flow dependent and direction dependent as illustrated in Figure 3.5, 

Figure 3.9, Table 3.5, and Table 3.6. Although the motion artefacts have less effect on the 

velocity estimation in a straight and large vessel as shown in the pulsatile flow cases, it 

should be noted that in-vivo conditions are complex where the vessel geometry and the 

induced flow is unlikely to be uniform. In this condition, the spatial filtering process included 

in the existing UIV techniques may not be able to reduce the estimation errors as illustrated in 

Figure 3.5 and Figure 3.12.  

Although the motion artefact may only affect normal UIV technique under a fast flow 

condition with high spatial velocity gradient, a more robust modified UIV technique is 

proposed and evaluated. It is evident that modified UIV outperforms the normal UIV to 
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provide more accurate velocity measurements and is robust against motion artefacts as shown 

in both steady and pulsatile flow simulations. Even though the incoherent ensemble 

correlation was performed on the low-resolution images, the flow estimation accuracy is not 

compromised.  

The capabilities of the modified UIV to visualise and quantify the complex flow dynamics 

within a physiologically relevant geometry were illustrated in Figure 3.10 and Figure 3.11. 

Specifically, the streamline and the transient behaviour of the separation at the carotid bulb in 

the normal carotid bifurcation geometry, the formation of flow jet at the stenosed region, and 

the appearance of the two separations (each at the opposite site of the jet trajectories) in a 

diseased carotid bifurcation phantom, can be clearly visualised in the vector images or 

streamline images. The quantitative temporal velocity profile could also be extracted. 

Although there exists the out-of-plane motion due to the secondary flow, the in-plane motion 

can be well estimated with our technique. The visualisation of such fast changing flow 

dynamic, which is not possible when using the conventional UIV or standard Doppler, were 

demonstrated using our high-frame rate UIV technique.  

The advantage of the modified UIV algorithm to circumvent the motion artefact was also 

shown in Figure 3.12. High frame rate imaging is believed to increase the maximum velocity 

that can be measured, however highly accelerated jet flow motion between emissions results 

in significant image artefacts produced at the stenosed region when coherent plane wave 

compounding is no longer achieved. Such an image artefact leads to a rapid change of the 

speckle pattern between consecutive compounded images and limits the normal UIV method 

in tracking the highly accelerated jet flow (Figure 3.12a-b). Our new technique, on the other 

hand, overcomes the effects of motion artefacts and produces better velocity estimations 

(Figure 3.12c-d). Velocity estimated from 3 low resolution images (N=1, M=3) may well 

retrieve the high-speed jet flow that cannot be estimated from the normal UIV; however, the 
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in-plane velocity estimation may still be affected by the out-of-plane motion at the jet flow 

region. By increasing the low-resolution images used to perform the incoherent ensemble 

correlation (N=5, M=3), we demonstrated that our new technique reduced the estimation 

error caused by out-of-plane motion. It is also worth mentioning that our modified UIV 

method is similar to Doppler techniques that velocity estimation is performed on individual 

pulses instead of the summed signal. When the estimation is performed on the image 

reconstructed from a single pulse echo sequence, it may not directly suffer from the intensity 

or phase variations due to motion artefacts.   

While the capability of the modified UIV to overcome the problem of motion artefacts has 

been found in simulation and in-vitro studies, further refinement and evaluation of this 

technique is required. The straight tube flow simulation model used in this study may not be 

adequate to fully evaluate the performance of our technique as the flow generated is spatially 

uniform. A more realistic and complex simulation flow model that incorporates out-of-plane 

motion and spatially varying flow is necessary to fully evaluate our approach against known 

ground truth. Such a simulation which combines computational fluid dynamics and 

ultrasound simulator has been demonstrated by Swillen[178] and can be adapted. Another 

aspect that can be improved in the simulation is the generation of ultrasound images. As the 

Field II ultrasound simulator is a linear wave simulator, this has restricted us from modelling 

the non-linear response of microbubbles to generate contrast images similar to our in-vitro 

experiment. However, it should be noted that the simulation of contrast pulse sequence and 

non-linear response are possible and can be done by adapting the Creanius simulator 

developed by Varray [179]. Finally, as a large amount of data is generated from the high 

frame rate imaging, real-time processing of the UIV analysis is desirable from a clinical 

application perspective. With the recent advancement of parallel processing using Graphics 
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Processing Unit (GPU), the UIV algorithm can potentially deliver real-time velocity 

estimation.  

3.5 Conclusion 

A modified plane wave UIV based on the incoherent ensemble correlation approach was 

developed to avoid the motion artefacts when incoherent compounding occurs. Simulation 

and in-vitro studies demonstrated the circumstances where significant motion artefacts were 

generated and impact on the normal UIV estimation. The enhanced robustness against the 

motion artefacts and the accuracy of the modified UIV to provide 2D velocity measurement 

were demonstrated. Comparing to the ground truth, errors less than 10% under steady flow 

and 5% under pulsatile flow conditions were found in the simulation studies. The capabilities 

of the modified UIV algorithm to track fast and spatio-temporally changing flow were 

demonstrated in-vitro on two carotid mimicking phantoms and the effectiveness of the 

modified UIV to overcome the motion artefact due to coherent plane wave compounding was 

demonstrated.  
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Chapter 4 - Accuracy of Plane wave UIV for Wall Shear Stress 

measurement 

Further to the work reported in Chapter 4 where the ability of the plane wave UIV system to 

provide robust, accurate, angle independent and full FOV velocity mapping has been 

demonstrated, we extend our technique to provide the spatio-temporal wall shear stress (WSS) 

distribution in this chapter. Synthetic images generated from the simulation study were used 

to evaluate the performance of our system to estimate wall shear rate (WSR). As WSR is a 

differential quantity and sensitive to noise, sensible filter parameters were selected to smooth 

the velocity profiles prior to WSR estimations yielding a mean error of 8.56% under steady 

flow condition and 13.97% under pulsatile flow condition. The sensitivity of WSR 

measurement to the estimation of wall positions was also quantified under a controlled 

environment. Initial in vitro investigations on two carotid bifurcation phantoms (normal and 

diseased) indicated the potential of the system to simultaneously estimate flow velocity and 

WSS distribution.  

 

4.1 Introduction 

Blood flow patterns, flow velocity or volume flowrate have been widely used to describe the 

spatio-temporal hemodynamics within a vessel or a lesion. Although there exists several 

techniques of measuring the flow velocities clinically, a standard technical basis for fluid 

shear estimation in-vivo has not been established[180], [181]. The easiest and most 

straightforward way to estimate WSS is based on the Hagen-Poiseuille formula where the 

shear stress in a relatively straight vessel is computed in terms of either average or maximum 

velocity and the radius of the vessel lumen [182]. However, the accuracy of this expression 

depends on the validity of the assumptions that the flow is steady and parabolic, the blood 
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behaves as a Newtonian fluid with constant viscosity, the vessel is axisymmetric and the 

vessel wall is rigid. These conditions are barely met under physiological conditions where the 

flow is mainly pulsatile, the vessel is distensible and its diameter is never constant. This 

therefore limits the application of this technique to estimate the WSS.  Another technique to 

estimate the WSS is based on the determination of the wall shear rate (WSR), which is the 

flow velocity gradient near the vessel wall, directly from the estimated velocity profile [100], 

[183]. This produces a more reliable WSR measurement with no assumption of the geometry 

and flow required; however, the accuracy of this technique depends on the temporal and 

spatial resolution of the modality used to obtain the flow velocity profile and to track the wall 

position, and the interpolation or extrapolation algorithm. Due to such constraints, in-vivo 

WSS measurement is limited and the majority of the community is relying on computational 

fluid dynamics (CFD) where numerical simulation is employed to investigate WSS 

distribution of a given geometry measured by means of modalities such as computed 

tomography (CT), Magnetic Resonance (MR), or ultrasound. However, the accuracy of the 

simulation can be affected by the underlying assumptions on the geometry, wall properties, 

fluid properties, and most importantly the initial and boundary conditions.  

In order to compute the WSS in vivo, flow velocity information can be assessed using 

existing non-invasive imaging modalities such as phase contrast magnetic resonance (PC-MR) 

[184], [185] and ultrasound [99], [100]. However, it has been a challenge clinically to provide 

a reliable wall shear stress distribution with the existing medical imaging techniques.  

We have developed and evaluated a high frame-rate ultrasound imaging velocimetry (UIV) 

system for generating flow velocity maps with high spatial and temporal resolution. This 

technique benefits from the combination of three key elements; ultrasound imaging with high 

temporal resolution (up to tens of thousands of frames per second) to track fast and time-

variant flow within the full field of view, microbubble contrast agents together with pulse 
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inversion imaging sequence to enhance the signal-to-noise ratio (SNR) and differentiate 

between the wall-fluid boundary, and finally an advanced UIV algorithm to accurately 

estimate the flow velocities.  

In this work, we extend our previous study to provide spatio-temporal WSS estimations using 

high frame rate (HFR) UIV, and subsequently evaluate the accuracy of the developed system. 

Ultrasound flow simulation, implemented in the previous chapter, was used to evaluate our 

technique. To demonstrate the feasibility of our developed system to provide WSS 

distribution in addition to the flow velocity vectors, in-vitro studies on two anthropomorphic 

carotid bifurcation phantoms were presented. 

 

4.2 Methods 

4.2.1 Wall shear rate estimation 

WSR can be measured directly from the time velocity profile acquired near the vessel wall. 

Not only does this allow us to quantify the wall shear rate in a simple straight tube geometry, 

but also in any complex configurations such as curved vessels and bifurcations. In this study, 

WSR distribution was assessed by estimating the velocity gradient from the velocity profile 

tangential to the wall. It should be noted that as shear rate is a differential quantity, it can be 

easily affected by UIV estimation errors and noises. To mitigate such effects, a Savitzky-

golay (SG-) filter was introduced to locally smooth the velocity profile prior to shear rate 

estimation. This digital filter smooths the velocity profile by fitting the near wall velocity 

data with a low degree polynomial using the method of linear least-squares [186]. Prudent 

steps needs to be taken to avoid under or over-fitting the flow profile, and hence the effects of 

the filter parameters on the WSR estimation accuracy were investigated, in terms of the 

polynomial order and the window size. 
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Because non-slip boundary condition was applied to estimate the velocity gradient, accurate 

identification of the vessel wall is essential. In the experimental study, a localised region-

based active contour segmentation algorithm [187] was implemented to dynamically track the 

vessel wall prior to the velocity estimation. It is a robust and accurate technique which uses 

local image statistics to evolve a contour for object segmentation. However, such 

segmentation is not applied in our steady flow simulation study as a more controlled way to 

evaluate the sensitivity of the developed technique with respect to the possible errors due to 

inaccurate wall tracking.  The wall positions were deliberately deviated from the ground truth 

positions in the steady flow simulation study 

By assuming the working fluid is a Newtonian fluid, WSS can be determined from the shear 

rate tensor as follows: 

τ𝑤 =  μ ε ′12      4-1 

where μ is the dynamic viscosity and ε ′12 is the tangential component of the shear rate tensor 

defined in Eq 4-3. To account for any misalignment between the image coordinate and the 

coordinate along the wall, the shear rate tensor was computed by transforming the original 

strain rate tensor in the 2-dimensional Cartesian coordinate to the wall-oriented coordinate 

system[188], [189], written as  

ε ′𝑚𝑛 = ∑ ∑ 𝐶𝑖𝑚𝐶𝑗𝑛 𝜀 𝑖𝑗
2
𝑗=1

2
𝑖=1     4-2 

where 𝜀 𝑖𝑗 is the original strain tensor in the image Cartesian coordinate defined as  

 
ε 𝑖𝑗 = [

𝜕𝑢𝑖
𝑑𝑥𝑗

+ 
𝜕𝑢𝑗

𝑑𝑥𝑖
] 

4-3 

And 𝐶𝑖𝑗 is the 2D rotation transformation matrix, defined for each point along the wall in 

terms of the rotation angle 𝜃 between the original and wall-oriented coordinate, as follows 

C 𝑖𝑗 = [
cos 𝜃 −sin 𝜃
sin 𝜃 cos 𝜃

]    4-4 
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4.2.2 Ultrasound flow simulation 

To evaluate the accuracy of WSR estimation, synthetic ultrasound images for a 6mm in 

diameter tube were generated using the analytical solution and the Field II ultrasound 

simulator as described in Chapter 4. Poiseuille flow with centreline velocity of 50cm/s, 

Re=1500 and WSR of 333s
-1

 was generated to investigate the effects of the SG-filter 

parameters on WSR estimation. The same set of data was also used to evaluate the sensitivity 

of the WSR estimation with respect to the possible errors in wall tracking. 

In addition to the steady flow simulations, Womersley flows were also generated to evaluate 

the performance of our system to provide accurate WSR measurement in pulsatile flow. The 

reference WSR profile was derived from the ground truth velocity profile and compared to 

the estimated WSR.   

4.2.3 In-vitro flow experiments 

To illustrate the capability of our system to estimate WSS in a physiologically relevant 

environment, WSRs were measured on two anthropomorphic bifurcation phantoms. These 

data have been collected in Chapter 4 and reanalysed in this section. To recap, the phantoms 

are fabricated with polyvinyl alcohol cryogel as the tissue-mimicking material, containing 

three vessel branches, mimicking a carotid bifurcation junction of the common carotid artery 

(CCA), internal carotid artery (ICA) and external carotid artery (ECA). The design protocol 

and the phantom properties can be found in  [147], [162]. 

A realistic pulsatile flow with 2mL/s average flow rate and 4mL/s systolic flow rate was 

generated using a pulsatile pump (Havard Apparatus 1405 pulsatile blood pump), circulating 

fluid comprised BMF solution[148] (90% pure water and 10% glycerol, density           

p=1037 kgm
-3

, dynamic viscosity u= 4.1 mPa s) and diluted homemade microbubbles (5 x 

10
9 

micobubbles/mL) at 60pulses/min pulse rate.  
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4.2.4 WSR Assessment 

To evaluate the estimated WSR accuracy, mean error (ME) and the normalised root mean 

square error (NRMSE) were computed from a single spatial location x on the wall as follow. 

𝑀𝐸 =  
∫ 𝑊𝑆𝑅(𝑡) 𝑑𝑡− ∫ 𝑊𝑆𝑅𝑡(𝑡)𝑑𝑡

𝑡
0

𝑡
0

∫ 𝑊𝑆𝑅𝑡(𝑡)𝑑𝑡
∞
0

 𝑥 100%    4-5 

𝑁𝑅𝑀𝑆𝐸 =
1

𝑊𝑆𝑅𝑡(max)
√
∑ (𝑊𝑆𝑅−𝑊𝑆𝑅𝑡)2
𝑛
𝑡=1

𝑛
  𝑥 100%   4-6 

Where 𝑾𝑺𝑹 and 𝑾𝑺𝑹𝒕 are the measured and the reference WSR waveform, 𝑾𝑺𝑹𝒕(𝐦𝐚𝐱) is 

the maximum referenced WSR value, and n is the number of time samples. Note that the 

errors are calculated over a cycle period for the pulsatile flow condition and over 20 frames 

for the steady flow condition.  

4.3 Results 

4.3.1 Ultrasound flow simulation 

4.3.1.1 Sensible filter parameters 

With the known vessel wall location, simulated images were segmented and subsequently 

estimated using the UIV algorithm. The 2D velocity mapping, averaged velocity profile and 

shear rate profile are illustrated in Figure 4.1. Consistent parabolic profiles represented by 

colour-coded velocity vectors can be seen across the straight vessel.  From the quantification, 

ME of -1.61±0.92% or NRMSE of 2.37±0.02% was found when comparing the estimated 

velocity profile to the analytical velocity profile. Despite the highly accurate velocity 

measurement, a small fluctuation in the velocity profile may affect the WSR estimation 

(Figure 4.1b-c) as shear rate was estimated from the velocity gradient. To alleviate such 

errors, a SG filter which fit a sub-set of the near wall velocity profile with a low degree 

polynomial by methods of linear least squares method, was used to spatially smooth the 

velocity profile prior to the shear rate estimation to attain a more robust WSR measurement. 
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However, the selection of the polynomial order and filter length may affect the filtering 

results.   

(a) 

 

(b) 

 

(c) 

 

(d) 

 

Figure 4.1: (a) Vector velocity mapping derived from the simulated steady flow. (b-c_ 

Comparison of the analytical ground truth with the pre- and post- Sovitzky-golay (SV) filter 

velocity profile and shear rate estimation.  (d) Effects of filter length relative to the diameter of 

the tube and the filter order toward the WSR estimation error. n=filter length, dr=image 

resolution, D=vessel radial diameter 

To optimise the filter settings, the effects of the filter length and the polynomial order were 

investigated (Figure 4.1d). It should be noted that only 2
nd

 and 3
rd

 order filter were 

investigated as higher order polynomials are generally less robust and sensitive to small-

amplitude and random distributed error[190]. The findings in Figure 4.1(d) suggest that 

increasing the filter length relative to the diameter of the vessel produced less error with 
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smaller variance; however, it may intrinsically restrict the flow profile to certain polynomial 

shape depending on the polynomial order selected and forces the velocity profile to comply 

more to the velocity profile in the region further away from the wall than to the profile near 

the wall. Hence, filter parameters were chosen such that the mean estimation error and 

variance are less than 10%, and in the later study, a 2
nd

 order 0.2D filter resulting in 6.87 

+5.83% error (D=vessel radial diameter) and a 3
rd

 order 0.3D filter which yields 8.56 +6.75% 

error were implemented. 

4.3.1.2 Sensitivity to the wall positions 

Using the optimised filter parameters, the WSR estimation error as a function of estimated 

wall position relative to the ground truth wall position is illustrated in Figure 4.2(a).  

Regardless of the filter order, wall shear rates were overestimated when the wall positions 

were incorrectly localized within the vessel and underestimated when the wall positions were 

incorrectly localized outside the vessel away from the ground truth wall position. Figure 

4.2(b) plots the shear rate profile corresponding to the different wall locations identified. The 

wall shear rate, estimated at both end of the shear rate profile, deviated from ground truth 

profile by up to 60% when an inaccurate wall position of 200um was identified. Such errors 

can be explained by the low-pass spatial filtering effect of the correlation technique[95] and 

the non-slip boundary condition which impose a zero velocity at the identified boundary.   

(a) (b)
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Figure 4.2: (a) Effect of estimated wall location error toward the WSR estimation error.  (b) 

Shear rate profile corresponding to different wall locations which deviate from the ground 

truth location.  

4.3.1.3 WSR measurement on the realistic flow simulation 

With our developed technique, the wall shear rates were estimated from the velocity profile 

acquired from the simulated CCA and CFA. Temporal snapshots of the WSR mapping 

overlaid on the velocity vector images at different phase of a cardiac cycle are presented in 

Figure 4.3. The magnitude of the WSR varied according to the near wall flow velocity while 

the direction of the near wall flow velocity determined the direction in the WSR. Although 

consistent WSR distributions were expected along the inner wall of the straight tube, slight 

discrepancies can be observed near the left and right edges of the vessel. This is likely due to 

two reasons: first, the decreased spatial resolution there in a compounded plane wave imaging; 

second, the over smoothing of the flow field when in-plane motion moves out of the field of 

view occurs.   
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 (a)  

 

(f) 

 

(b) 

 

(g) 

 

(c) 

 

(h) 

 

(d)  

 

(i) 

 

(e) 

 

(j) 

 

Figure 4.3: Quantitative measurements of the ultrasound imaging velocimetry (UIV) 

obtained at four different cardiac phases highlight the key flow patterns and wall shear rate 

distributions in (a-d) common carotid artery (CCA), (f-i) a common femoral artery (CFA). 

The centreline velocity of the (e) CCA and CFA are overlaid on the ground truth solution 

and the relative time of each flow pattern is marked in the centreline velocity plot. Note that 

the shading in UIV measurement in (e)&(j)represents the standard deviation.   
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To quantify the WSR estimation error, the spatial-average WSR in the CCA and CFA are 

illustrated in Figure 4.4. Only the upper WSR was demonstrated as the shear rate profile is 

axisymmetric. The estimated spatial average WSR showed good agreement with the 

analytical WSR with minor shift, and the estimation errors were summarised in Table 4.1. 

(a)                           CCA 

 

(b)                                 CFA 

 

Figure 4.4: Spatial-averaged WSR estimation overlay on the analytical solution derived 

from the ground truth in (a) common carotid artery (CCA); (b) common femoral artery 

(CFA). 

 

Table 4.1: Error analysis on the estimated wall shear rate 

Error measures 

CCA CFA 

Upper wall Lower Wall Upper wall Lower Wall 

ME (%) -4.78±7.96 —13.97±8.45  5.71±2.12 0.64±3.05 

NRMSE (%) 1.62±1.74 3.73±2.47 0.92±0.31 0.39±0.36 
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4.3.2 In-vitro WSR measurements 

To highlight the spatiotemporally varying WSS distribution induced by the two different 

carotid models, temporal snapshots of the WSS distribution overlaid on the vector flow 

images acquired at 4 different phases are shown in Figure 4.5. In the healthy carotid phantom, 

high WSS, up to 10 Pa, was observed throughout the carotid bifurcation phantom except at 

the ICA bulb where a relatively low velocity and WSR was observed (Figure 4.5a). This low 

WSS area was clearly seen immediately after the peak systole when flow separated near the 

ICA sinus causing a flow reversal and a negative WSS near the carotid bulb (Figure 4.5).  In 

addition, it was also noted that at the inner wall of the proximal ICA and ECA (where the 

branching is located), a relatively high WSS was observed due to the forward streamline flow 

during the systole phase. However, during the diastole phase, the flow moved relatively 

slowly within the vessel and a lower WSR was expected (Figure 4.5c-d).  

Because flow velocity and WSS are inter-related, elevated WSS appeared at the stenosis 

throat in a diseased carotid phantom and continues along the inner wall of ICA where the jet 

flow forms (Figure 4.5f-g). Such elevated WSS was also observed further downstream in the 

ICA where the jet impinges on the outer wall. In contrast to the wall areas where the jet 

travelled, the wall regions where the separations are located were constantly exhibited a low 

WSS.  Such findings agree with those observed in [191], [192]. 
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Figure 4.5:  Key quantitative measurements derived from ultrasound imaging velocimetry 

(UIV) to highlight the spatio-temporal varying wall shear stress (WSS) distribution in (a-d) a 

healthy carotid bifurcation phantom; (f-i) a diseased carotid bifurcation phantom with 50% 

eccentric stenosis. (e,j) Inlet centreline velocity extracted from the common carotid artery in 

both carotid models.  The relative times when the images are acquired is marked in the 

velocity plot. 
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4.4 Discussion 

In this study, we have presented a methodology to quantify spatio-temporal WSS based on 

the high frame rate UIV system we have developed for quantifying arterial flow. Initial 

evaluations on the synthetic ultrasound images with ground truth known and the in vitro 

studies on healthy and diseased carotid phantoms have demonstrated the feasibility of the 

developed system to provide WSS distribution in addition to 2D flow velocity measurements.   

Despite the high accuracy of the velocity mapping, accurate measurement of the wall shear 

rate is not an easy task. WSR is derived from the velocity gradient near the wall; therefore 

slight changes in the velocity gradient or the wall position will affect the estimation. To 

mitigate the former problem, a SG-filter has been applied to smooth the velocity profile 

before estimating the WSR. This filter has been shown to effectively reduce the uncertainties 

in WSR measurement (Figure 4.1). Note that a careful selection of the filter’s order and 

window size is needed to avoid the under or over-fitting estimation similar to those where 

interpolation or extrapolation methods were used to approximate WSR [193].  From Figure 

4.3 and Figure 4.4, it can be clearly seen that the selected filter parameters were able to 

produce accurate and robust WSR measurements across the full FOV both spatially and 

temporally.  

While consistent measurement can be realised with the filtering, a more stringent 

identification of the wall position is needed to accurately estimate the WSR. Significant 

impact to the WSR estimation can occur due to the errors in wall tracking as illustrated in 

Figure 4.2. An error within a spatial resolution (200um) may yield a WSR estimation error up 

to 60%. To ensure accurate WSR measurements, sub-pixel wall segmentation up to 50um is 

required. However,tt should be noted that such sensitivity is not a specific weakness of our 

proposed technique, but is inherent from the direct WSR measurement technique and also 

affects others imaging modalities with limited spatial resolution[184], [194]. Our technique 
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which combined the plane wave ultrasound imaging with contrast imaging may well help to 

maximise the accuracy in locating the wall up to sub-wavelength limit. The microbubble 

contrast agents not only enhance the signal within the blood pool and increase the ultrasound 

imaging sensitivity, but they also enable a higher specificity between vessel wall and flow 

region when coupled with a contrast specific imaging sequence. This therefore allows a better 

wall segmentation while plane wave imaging retains a high temporal resolution for wall 

tracking and velocity measurement. 

The capabilities of our system to quantitatively visualise the WSS distribution and complex 

flow patterns within two physiologically relevant carotid phantoms were demonstrated in-

vitro. The post-processing steps including as the automatic wall segmentation, velocity 

estimation, and regulating velocity using SG-filter before WSR filtering, were kept the same 

for the investigation of synthetic images (pulsatile cases) and in-vitro imaging data. Our 

results match qualitatively with those optical PIV measurements demonstrated by Kefayati 

[191] on a transparent and rigid carotid bifurcation model. However, a lower WSS magnitude 

was quantified. This discrepancy can be attributed to several factors such as the difference in 

the flow rates or fluid viscosity, uncertainties in the wall location, out-of-plane motion, as 

well as the compliance of the model. Despite this, the relative differences between the WSS 

distribution of a healthy and disease carotid geometry were clearly observed in Figure 4.5.  

As with our previous study, a potential limitation in evaluating the accuracy of the WSS is 

the usage of the rigid tube simulation and the linear wave ultrasound simulator (Field II). 

However, it should be noted that the simulation of contrast pulse sequence and response are 

not impossible and can be done by adapting the Creanius nonlinear wave simulator [179] . A 

more complex geometry such as the carotid bifurcation model simulated by Swillen [178] can 

also be adapted to provide a more realistic simulation that includes the wall deformation, out 

of plane motion, and high dynamic flow patterns which have not been taken into account in 
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our current simulation. Such a simulation has been shown in [195] to generate synthetic data 

which mimic the physical properties of a human carotid bifurcation. The realistic blood flow 

and wall movement can be obtained through a fluid structure interaction (FSI) modelling, and 

the specular reflections signal at the lumen wall can be simulated by altering the scatterer 

density at the vessel wall and the wall surrounding tissue transition regions.  

Apart from the refinement that can be done in simulation, limitations of using 2D imaging to 

estimate velocity and WSR also need to be addressed. With 2D imaging, only the in-plane 

motion was tracked and considered when determining the accuracy of our system. However, 

the out-of-plane motion may also affect the accuracy of wall velocity and shear rate 

measurement and therefore needs to be further investigated. For example, although a 

controlled flow rate was applied in the experiment, secondary flow and turbulence may arise 

due to the local tortuosity of the bifurcation model and cause an error in the WSS estimation. 

In spite of this, the plane wave UIV is still capable of capturing the in-plane velocity and 

WSS distribution to show the relative difference between a healthy and diseased carotid 

geometry.  

High frame rate plane wave UIV is a non-invasive technique capable of evaluating both 

velocity and WSS simultaneously. This can be potentially used in a wide range of clinical 

applications. For instances, the technique could help to predict atherosclerotic lesions, assess 

risk of thrombosis and provide insight into the pathogenesis of various vascular diseases to 

guide clinical decision. It can also be used to predict the risk of angiographic restenosis after 

coronary and peripheral angioplasty and improve surgical technique related to coronary 

artery bypass graft. 
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4.5 Conclusion 

In this study, plane wave UIV system which provides both flow velocity vectors and wall 

shear stress mapping simultaneously has been developed and evaluated. Initial simulation 

studies have demonstrated the capabilities of our technique to provide accurate spatio-

temporally varying velocity and WSS estimation. In-vitro experiments have demonstrated the 

potential of this technique for vascular application in-vivo.  
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Chapter 5 - Microbubbles void imaging 

In this study, preliminary work is reported on a novel non-invasive technique, microbubble 

void imaging, which is based on ultrasound and controlled destruction of microbubble 

contrast agents, permitting flow visualisation and quantification of flow-induced mixing in 

large vessels. The generation of microbubble voids can be controlled both spatially and 

temporally using ultrasound parameters within the safety limits. Three different model vessel 

geometries, straight, planar-curved and helical, with known effects on the flow field and 

mixing were chosen to evaluate the technique. A high frame-rate ultrasound system with 

plane wave transmission was used to acquire the contrast enhanced ultrasound images and an 

entropy measure was calculated to quantify mixing. The experimental results were cross-

compared between the different geometries and with Computational Fluid Dynamics (CFD). 

The results show that the technique is able to quantify the degree of mixing within the 

different configurations, with a helical geometry generating the greatest mixing, and a 

straight geometry the lowest. There is a high level of concordance between the CFD and 

experimental results.  The technique could also serve as a flow visualisation tool.  

This work was in collaboration with a group of people from Department of Bioengineering, 

Department of Aeronautics and Imperial College Renal and Transplant Centre, and resulted 

in a publication [196]. Mr Francesco Iori has contributed to the CFD simulation and 

implementation of the analysis algorithm, Mr Richard Corbett helped in the implementation 

of the experimental setup, and I was responsible for the experimental data acquisition and 

data processing. The method was devised by Dr Meng-Xing Tang, Professor Colin Caro and 

Dr. Peter Vincent, and this part of the results is reproduced here with permission.  
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5.1 Introduction 

Cardiovascular disease is strongly correlated with blood flow dynamics. There is increasing 

recognition of the influence of the flow field on the normal functioning of vessels
 
and their 

development of pathology [4], [8], [122], [197], [198].  Moreover, the flow field can be 

expected to play a role in the management of vascular pathology [199], [200].Several groups 

have characterised arterial geometry and attempted to infer its influence on the flow [6], [12], 

[205]–[207]
. 

Non-planar curvature, in-plane swirling and intraluminal mixing appear 

commonly in normal arteries [204] and may be of importance in interventions, including 

bypass grafts and arterial stents [5], [205], [210]–[212]. However, readily applicable methods 

have been lacking for imaging the flow and quantifying mixing.  A novel method is proposed 

– void imaging - based on the controlled destruction of ultrasound microbubbles. 

Existing imaging techniques can be used for flow visualisation in vivo. These techniques, 

including Magnetic Resonance Imaging (MRI), Computed Tomography (CT) and Digital 

Subtraction Angiography (DSA), typically require local injection of a contrast agent or 

indicator, which is subsequently tracked over space and time. While these techniques can 

provide high anatomical and geometric resolution, they still have limitations in terms of rapid 

and contemporaneous assessment of three-dimensional geometry and flow.  The injection site 

must be upstream of the vessel of interest. The procedure can be highly invasive and the 

injection of contrast medium can be difficult to control, precluding quantitative assessment of 

mixing.  Furthermore there is local disturbance of the flow field arising from the injection, 

while the physical properties of the contrast agent may render it an unfaithful flow indicator.  

In addition, CT and DSA involve the use of ionising radiation. Although some MRI 

techniques such as arterial spin labelling can track flow without contrast injection, they suffer 

from poor signal to noise ratio[208] and currently are used predominantly to assess tissue 

perfusion. 
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An alternative approach is to image vascular geometries, using modalities which are then 

combined with computational fluid dynamics to achieve flow visualisation and 

quantification[209]. This approach depends highly on the fidelity of the geometry obtained 

from the imaging data and also on the accuracy of boundary conditions.   

Various ultrasound imaging techniques, including  B-flow imaging [210], [211] can provide 

both the vascular geometry and flow visualisation [212]. However, the signal to noise ratio of 

B-flow imaging is limited by the weak ultrasound scattering of blood cells and can become 

even less reliable in imaging deeper structures, where a lower ultrasound frequency is 

required.  

Contrast enhanced ultrasound (CEUS) with microbubble contrast agents, consisting of a gas 

core encapsulated within a lipid or albumin shell and with typical sizes between 1 and 7 

microns, have been widely used in clinical applications for improved imaging of flow and 

assessment of perfusion [217]–[219]. They have also shown great potential for molecular 

imaging and therapy [55], [216], including enhancement of mass transport across 

endothelium.  Under low acoustic pressure, microbubble contrast agents are able to 

significantly enhance the ultrasound signal from within blood vessels without disturbing the 

flow. This has been combined with particle/speckle tracking algorithms (known as 

Ultrasound Imaging Velocimetry (UIV) or echo-Particle Image Velocimetry (e-PIV)),  to 

quantitatively map the flow field in vessels where light cannot penetrate [100], [120]. 

While the above techniques are capable of visualising flow and quantifying the velocity 

derived parameters, experimental quantification of intraluminal mixing in vivo has not yet 

been reported; existing studies of mixing have mainly been undertaken using numerical 

models[217]. Quantification of intraluminal mixing remains nevertheless desirable given its 
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relationship to conduit geometry, the flow field (including its stability and pulsatility), wall 

shear and fluid-wall mass transport [5], [200], [218]. 

Secondary motion can markedly influence intraluminal mixing in larger vessels and their 

normal or disturbed physiology.  It is important therefore to distinguish the contributions of 

advection (bulk flow) and diffusion.  In determining the contribution of advection,  it is 

desirable that a contrast agent should have a low diffusivity, so that mixing results  

predominantly from advection  This situation is represented by a high Peclet (Pe) number (a 

dimensionless quantity representing the relative rates of advection and diffusion).  

Microbubbles, because of their micrometre size relative to water molecules (nanometre size 

scale) will have a very low diffusivity in water and blood. In a dilute suspension, as in this 

work, and from the Stokes-Einstein law, a typical bubble with a radius of 3.0x10
-6

m has a 

diffusion coefficient D= 7.6x10
-14

 m
2
 s

-1
 and a Peclet number Pe=3.5x10

9
 at physiological 

flow rates and scales involved in this study. Consequently, any mixing will dominantly be as 

the result of advection rather than diffusion and any further discussion of mixing in relation 

to microbubbles will relate to advective mixing.  The low diffusivity of microbubbles renders 

them highly suited for use as contrast agents for assessing advective mixing.  

A unique property of microbubble contrast agents is that at higher acoustic pressures they can 

be disrupted in a highly controlled way both spatially and temporally, i.e. bubbles can be 

“switched off” at will. In clinical practice this property is widely employed in the so called 

“destruction-replenishment” mode to quantify tissue perfusion [59], [219], using ultrasound 

amplitudes within clinical safety limits. This offers the opportunity to “inject” a volume void 

of microbubbles non-invasively and essentially instantaneously, by increasing ultrasound 

amplitude in the region of interest and observing the evolution of such a bubble void in 

vascular space over time. 
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In this study we investigate a novel method to visualise flow and quantify mixing in large 

vessels, making use of controlled microbubble destruction and high frame-rate ultrasound. 

An in vitro experiment has been performed on three different vascular geometries and results 

are compared with numerical CFD solutions. 

5.2 Methods 

5.2.1 Experimental flow set up 

Vessel mimicking phantoms of three geometries, straight, planar-curved and helical, were 

constructed from rubber latex tubing (Primeline Industries, Ohio, USA) with an internal 

diameter (Di) of 0.006m. Figure 5.1 shows diagrammatically the three vessel geometries. 

Location A in Figure 1 refers to the location of a single element transducer 3.5x10
-2

 m in 

diameter used for microbubble destruction, i.e. the location of the void indicator “injection”. 

0.2m downstream is the imaging plane (location B), with the respective location markers 

representing the central lines of the two transducers. 
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(a) Straight  

 

 

(b) Planar curve 

 

 

(c) Helix 

 

Figure 5.1: Three geometries used as phantoms: LE - entrance length, RC – radius of curvature, 

A- location of microbubble destruction transducer, B- location of detection transducer, AB- 

path taken by microbubble void prior to detection and direction of flow  

All phantoms were submerged (approximately 0.03m) in a water tank filled with degassed 

water. The surfaces of the transducers were submerged (approximately 0.01m) in the water 

bath directly above the tubing at locations A and B. The straight phantom (Figure 5.1a), 

consisted of a straight tube of 0.4m  length with an entrance section of length 0.09m (LE) to 

ensure established Poiseuille flow[220]
.
 A void was created in the tubing directly underneath 



 

105 

 

the upstream transducer (A) and after the distance travelled by the void (AB), images were 

acquired with the detection transducer downstream (B). The curved phantom (Figure 5.1b) 

consisted of a straight entrance section of length 0.09m, before the flow entered a planar 

curve of arc length π rad, with a radius (Rc) of 0.16m. The detection transducer was located at 

B, on the straight tube after the exit of the curve and parallel to the entrance length while the 

void creation occurred 0.2m upstream at A. For the helical phantom (Figure 5.1c), a helix 

with radius (Rh) 0.5Di and pitch (Ph) of 7Di was used with a total of 10 complete revolutions 

preceded by a straight entrance section of length 0.09m (not shown in figure). B lay at the 

straight tube immediate after the exit of the helix to allow placement of the transducer. 

Steady flow was generated by an elevated reservoir tank upstream of the phantom. 

Microbubbles (detailed below) were added to the header tank (0.1ml into 5 litres of gas 

saturated water). Bulk flow was measured and controlled by a rotational flow meter on the 

outflow arm of the circuit. The phantoms were submerged in a large tank of water to facilitate 

ultrasound imaging. The straight and curved phantoms were placed in a plane orthogonal to 

gravity along with the centreline of the helical phantom. The conformation of the phantoms 

was maintained for the curved phantom by the use of a supporting large diameter external 

rigid polyvinyl chloride tube, with apertures cut for the transducers and thermoset to the 

appropriate geometry. In the helical case a custom-made steel mandrel was used.  All work 

was performed at a constant room temperature (22°C). 

For all experiments mean velocity (ui) was set at 0.044m s
−1

. The dynamic viscosity of water 

μ and the density of water ρ were respectively taken to be 9.55x10
-4

 Pa s and 997.86 kg m
-3

. 

The inflow Reynolds number (Re) defined as: 

 
𝑅𝑒 =

𝑢𝑖  𝐷𝑖 𝜌

𝜇
 

5-1 
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was 275, a physiologically relevant value for a peripheral artery. Furthermore, for the curved 

vessel the Dean number (De) defined as, 

was 37, which is also physiologically relevant.  

5.2.2 Microbubble contrast agent 

Using the formulation outlined by Sheeran[140] decaflourobutane microbubbles were 

prepared by the dissolution of 1,2-dipalmitoyl-sn-glycero 3-phosphatidylcholine(DPPC), 1,2-

dipalmitoyl-sn-glycero-3-phosphatidylethanolamine-polyethyleneglycol-2000(DPPE-PEG-

2000), and 1,2-dipalmitoyl-3-trimethylammonium propare (choride salt; 16:0 TAP) in a 

molar ratio of 65:5:30 and a total lipid concentration of 0.75mg/mL, 1.5mg/mL, and 3mg/mL. 

The excipient solution comprised propylene 15% glycol, 5 % glycerol and 80% normal saline. 

Microbubbules were then generated via agitation of a 2mL seal vial containing 1.5mL of the 

resulting solution using a shaker for 60 seconds. 

The microbubble solution generated was sized and counted according to [141] and had a 

concentration of about 5 x 10
9
 microbubbles/mL with the average size at 1 micron. In this 

study, microbubbles were diluted in out-gassed water [142] to a concentration of 2x10
5 

microbubbles/mL. 

5.2.3 Void creation by bubble destruction 

In the present study, microbubbles disruption at high ultrasound pressure was harnessed as a 

technique for injecting a negative indicator by creating a microbubble void within a 

microbubble filled vessel.. A long burst of 5000 cycles at 2MHz and a peak-negative pressure 

of 1.3MPa was transmitted from the single element unfocussed transducer to destroy the 

 

𝐷𝑒 = 𝑅𝑒√
𝐷𝑖
2 𝑅𝑐
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microbubbles within the intersection volume between the ultrasound field and the vessel 

lumen. This level of ultrasound transmission is well within the FDA safety limit [221]. 

5.2.4 Ultrasound imaging 

A L12-5 50mm linear array transducer mounted on a Verasonics Vantage 128 research 

platform (Verasonics Inc, Redmond, WA, United State) was placed perpendicular to the local 

centreline of the phantom to image the cross-sectional flow field. The Verasonics system was 

programmed to send out plane waves of inverted phase which are capable of specifically 

detecting microbubbles with high frame rate [62] and avoiding potential issues with 

traditional line-by-line scanning [120]. 

16 plane waves with angles spanning -18 to 18 degrees were transmitted at 100Hz to form an 

image after coherent compounding. For each pulse sequence, the broadband transducer was 

driven to transmit repetitively a 5MHz 1 cycle imaging pulse followed by its phase inverted 

counterpart while the radio frequency (RF) echoes were received at a centre frequency of 

7.8MHz and accumulated in the local memory. The RF data collected were then transferred 

back to a computer through a high speed PCI-Express connection, software beam formed into 

a series of CEUS images and further analysed using Matlab. 

5.2.5 Ultrasound image enhancement 

Before quantifying the mixing, CEUS images were processed as shown in Figure 5.2 to 

enhance the image quality. The region of interest containing the cross-section of the tube was 

first selected from temporal snapshots and cropped using a circular mask. The regions of 

interest were then processed using proper orthogonal decomposition (POD) to enhance the 

visibility of the coherent structures that vary in space and time depending on flow geometry 

[222], [223]. In summary, the images were decomposed into a finite number of proper 

orthogonal modes by determination of eigenfunctions using Methods of Snapshots [224] and 
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reconstructed with the first N most energetic modes to capture the dominant structure. In this 

process, incoherent speckle and noise were removed and the coherent bubble response and 

microbubble void were emphasized. To further enhance the image, the contrast of the 

reconstructed images were enhanced by transforming the grayscale intensity using a sigmoid 

function. 

 

Figure 5.2: Illustration of the contrast enhancing filter used on data from a planar bend (a) 

raw data; (b) region of interest cropped from raw data; (c) Snapshot POD is calculated and 

the image is reconstructed using the first n modes; (d) Contrast is enhanced using a sigmoid 

function 

 

5.2.6 Computational fluid dynamics 

5.2.6.1 Geometries 

Geometries matching the experimental setup shown in Figure 5.1 were used in all the CFD 

simulations. In all cases, Re = 275 and for the curved configuration De = 37 was used, 

indicating that the flow is fully laminar.  A 0.006m diameter void (zero bubble concentration) 

was inserted 0.02m away from the flow outlet and the cross-sectional flow patterns were 

observed at the flow outlet. 



 

109 

 

5.2.6.2 Governing Equations 

Flow 

Water was treated as an incompressible Newtonian fluid. Specifically, flow was modelled 

using the steady incompressible Navier-Stokes equations for a fluid with a constant viscosity, 

which can be written as: 

here μ is the viscosity of water, ρ is the density of water, u is the three-dimensional velocity 

(vector) field, and p is the pressure field. The values of μ and ρ were chosen to match the in-

vitro experiment, resulting in identical Re and De numbers as above. 

Microbubbles 

Microbubbles were treated as a continuum species dissolved in water rather than a discrete 

phase. Specifically, microbubble transport was modelled using the time-dependent advection 

equation for a passive scalar, which can be written as: 

 𝑑𝑐

𝑑𝑡
=  −𝑢 . ∇𝑐 

5-5 

where u is the three-dimensional velocity (vector) field, and c is the non-dimensional 

microbubble concentration.  Use of the advection equation to model microbubble transport is 

justified in this instance given the very large Peclet number. 

5.2.6.3 Boundary Condition 

Flow 

A steady-state constant boundary-normal parabolic flow profile with a spatially averaged 

velocity ui = 0.044 m s
−1

 (equivalent to 1.3ml.s
-1

) was applied at the inlet in all models. A 

 ∇ ∙ 𝑢 = 0 5-3 

 
(u ∙ ∇)𝑢 = −

1

𝜌
 ∇ 𝑝 +

𝜇

𝜌
 ∇2𝑢 

5-4 
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constant (and arbitrary) pressure was applied at each outlet. A no-slip condition was applied 

at the walls, which were assumed to be rigid. 

Microbubbles 

For each configuration, a steady state constant concentration of 1.0 was applied at the inlet, 

and a no-stress boundary condition was applied at the outlet. A zero-flux boundary condition 

was applied at the walls, modelling the walls as impermeable to microbubbles. 

5.2.6.4 Initial Condition 

Flow 

For each configuration the flow solver was initialised with a zero-velocity and zero-pressure 

field. 

Microbubbles 

The initial microbubble concentration field had a value of 1.0 everywhere, except for the 

region of microbubble destruction where a value of 0 was imposed. A smooth transition 

between the two regions was applied to take into account the ultrasound beam pressure 

profile. Specifically, the measured beam pressure profile was fitted to a double logistic step 

function �̂�(𝑥) using a Least-Square Method to minimize error between the fit and the 

measured values. The generic logistic function σ(x) is defined as: 

while the double logistic step function: 

where a, xs, xe, and b parameterise �̂�(𝑥) . Table 5.1 shows the values of these parameters 

estimated using a Least-Square method. 

 
𝜎(𝑥) =

1

1 + 𝑒−𝑏𝑥
 

5-6 

 �̂�(x) = 𝑎[𝜎(𝑥 − 𝑥𝑠) − 𝜎(𝑥 − 𝑥𝑒)] 5-7 
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Table 5.1: Estimated set of parameters for  

a xs xe b 

2.3565M Pa 0.000576m 0.03049m 926.121m
-1

 

 

Figure 5.3 shows �̂�(𝑥) fitted to the measured ultrasound beam profile and the microbubble-

void transition, defined as 1 − �̂�(𝑥), having the same xs, xe, and c, and a = 1.0. 

 

Figure 5.3: Ultrasound peak-to-peak pressure profile (dashed line) and the microbubble-void 

transition profile (dot-dash line) reconstructed from the fitted ultrasound beam profile 

function (solid line).  Note that the left y-axis corresponds to the measured peak-to-peak 

ultrasound pressures and the fit function �̂�(𝑥) while right y-axis corresponds to the 

microbubble-void transition profile 

5.2.6.5 Computational Method 

Hexahedral meshes were produced for each of the three geometries using Star-CCM+ 

v9.02.005 (CD-Adapco, Melville, NY USA) as shown in Figure 5.4. The grids contained 
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approximately 8.3M, 12.7M and 16.1M cells in the straight, curved and helical configurations 

respectively. 

 

Figure 5.4: A cross-sectional view of the O-grid used. The section was swept along the 

centrelines of each vessel to produce hexahedral cells 

 

Solutions for the velocity field and the microbubble concentration were obtained via the 

following procedure: 

 Each simulation was initialized with zero velocity and pressure and run until 

convergence with the segregated steady-state solver 

 Each steady-state flow solution (velocity and pressure field) was then used as the 

initial condition for the implicit unsteady solver, which advanced each simulation 15 

seconds. During this time, the segregated solver was kept frozen and only 

microbubble advective transport was solved for. The time step was 0.01s and each 

step was solved until residual convergence. 
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5.3 Results 

5.3.1 Microbubble void concentration 

Figure 5.5 shows the arrival of the microbubble void observed by high-frame CEUS with two 

different views. In the image plane along the vessel axis, it can be seen that the initial (flat) 

wavefront at the site of void creation has developed into an elliptic wave front and travels 

from left to right whereas the cross-sectional view show the evolution of a circular ring from 

the centre of the tube toward the tube wall. 

 

Figure 5.5: The arrival of the microbubble void observed by high frame-rate contrast 

enhanced ultrasound at different time points within an image plane along the vessel axis 
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(left) and cross-sectional view (right). The elliptical dark wave front is the front of the 

evolved void (absence of bubbles) travelling along the vessel. 

 

Figure 5.6 shows the qualitative comparison of the temporal analysis of microbubble 

concentration acquired from CFD solution and ultrasound experiment. It is clear that the 

structures of the microbubble void acquired from ultrasound images are very similar to the 

CFD solutions in all cases. These include a circular ring growing progressively from the 

centre of the tube observed in a straight tube, two symmetrical vortices which progressively 

increase in size were detected in a curved structure, and two asymmetrical vortices captured 

in a helical structure. However, it should be noticed that the void structures obtained from 

ultrasound images in the helical case are not as distinctive as those from the CFD solutions. 

This may be due to the high degree of mixing in a helical structure and the sensitivity of void 

detection being beyond ultrasound resolution. 

 

Figure 5.6: Temporal snapshots of microbubble concentration in a plane orthogonal to the 

vessel centreline at different times. Images on the left are CFD solutions, whereas images on 
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the right are ultrasound images after contrast enhancement. Note that the outer wall for the 

curved and helical tubes are on the left hand side,  

 

5.3.2 Mixing evaluation 

An entropic measure can be used to quantify the degree of mixing. Specifically, following 

Cookson et al. [217]  the degree of mixing in the case where there are two species (here 

microbubble and microbubble void) can be quantified as: 

where Nb is the number of bins into which the domain is divided, cj is the microbubble 

concentration in each bin and Smax=Nb ln(1/2) which corresponds to the case where cj=1/2 in 

every bin.  

Time-entropy curves as illustrated in Figure 5.7 are computed to evaluate the mixing 

properties. In all cases, results from two independent ultrasound experiments are compared to 

the CFD solution. As the mixed void region passes through the analysis plane, S increases to 

a maximum before decaying as the mixed void region leaves the analysis plane. Similar 

trends are observed in both ultrasound experiments and CFD solutions, but it should be noted 

that the entropic measure S decreases at a much faster rate in the experimental cases. This 

disagreement is due to resolution limits on the experimental technique compared to those 

with the CFD approach. 

 
𝑆 =

∑ 𝑐𝑗
𝑁𝑏
𝑗=1 ln(𝑐𝑗) + (1 − cj) ln(1 − cj)

𝑆𝑚𝑎𝑥
 

5-8 
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Figure 5.7: Time evolution of entropy measure (S) calculated from CFD (solid line) and two 

experiments (dashed and dashed-dot lines) obtained using ultrasound imaging in different 

geometries: (a) straight, (b) curved and (c) helix 

 

The time-entropy curves provide useful information to help quantify the degree of mixing.  

Here we elect to use the peak entropy obtained over each time series (Sp) to quantify the 
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degree of mixing induced by each geometry. Figure 5.8 shows values of Sp for each geometry. 

It can be observed that there is good agreement between the computational and experimental 

results.  It can also be observed that the level of mixing Sp increases from the straight, to the 

curved, to the helical geometries in line with expectations. 

 

Figure 5.8: Peak entropy obtained over each time series (Sp) obtained using the experimental 

approach (twice) and the computational results for each geometry. 

5.4 Discussion 

A new ultrasound imaging technique for non-invasively visualising and quantifying flow 

mixing in optically opaque media has been developed, using high frame rate ultrasound 

imaging and controlled microbubble destruction. Initial in-vitro evaluation of the system with 

three different geometries compared with reference CFD solutions has shown the potential of 

this technique. 

Significant advantages of the proposed technique include abolition of the need for local-

injection of an indicator (which can be highly invasive and may disturb the flow) and the 

properties of which may differ from those of the medium into which it is injected.  

Furthermore, the technique has the potential to allow repeated measurements at various 
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ultrasound accessible sites following a single injection of indicator and offers a high degree 

of control of the “indicator injection” in both time and space. Microbubbles can be introduced 

into the circulation through distant peripheral intravenous injection and then destroyed 

essentially instantaneously at will with precise spatial and temporal control. The 

microbubbles are small (1 to 7 x10
-6

 m), with negligible mass compared to the surrounding 

fluid, occupy a very small percentage of volume (volume fraction typically <= 0.01% [143], 

[225]) and have very high Peclet number. Therefore they do not significantly disturb the flow 

or diffuse far enough within the flow to affect the assessment of flow mixing. Compared with 

other modalities such as MRI, DSA and CT, which often involve invasive procedures, the 

proposed method offers a non-ionizing, rapid, real-time and affordable system that can 

visualise qualitatively the flow field and quantify mixing both in-vitro and potentially in-vivo. 

The ultrasound output parameters used in this study for the destruction of microbubbles are 

within the FDA safety limit[226].  

Particles in blood are subject to forces which cause lateral motion of the particle.  Based on 

the Fahraeus-Linquist effect [227], red blood cells (RBCs) migrates toward the centre of 

vessel leaving a near wall cell-depleted layer where others particles such as platelets and 

white blood cells (WBCs) tend to concentrate. The margination of particles depends on 

number of conditions including the concentration, flow rate, particles size and their 

deformability [228]. Hydrodynamic forces between particles may also lead to complicated 

radial dispersion[229]. Despite being subjected to the forces, the migration of microbubbles 

was not observed in Figure 5.6. This is mainly because the boundary layer phenomenon 

relative to the size of the microbubbles is less effective than that in the micro-circulation. In 

additions, microbubbles occupies a very small volume fraction (<0.01%) compared to the 

RBCs and other particles in the bloods. This therefore does not significant alter the flow 

characteristics and affects the mixing quantification. 
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Although the proposed method has shown its feasibility in an in-vitro study, it can be further 

refined. The spatial resolution and signal to noise ratio can be further improved by 

optimisation of the ultrasound system parameters such as frequency and acoustic pressure. In 

this work the system acquired images at 100fps which is sufficient for the relatively low flow 

velocity in this study. To deal with the high flow rate in vivo[230]
 
the frame rate can be 

significantly increased as the imaging system is capable of acquiring at thousands of frames 

per second[230], which will create much larger amount of data than traditional ultrasound 

scanners. From a clinical application standpoint, real-time processing would be desirable to 

provide immediate qualitative and quantitative assessment. This is made possible with recent 

advances in GPU processing that can provide parallel processing of ultrasound data and can 

deliver real-time measurements.    

Assessment of mixing is valuable in studying fluid-wall mass transport which may play a 

major role in the initiation and development of vascular pathology such as atherosclerosis and 

intimal hyperplasia[6], [218]. Using a non-invasive ultrasound method and the technique 

proposed, not only can we qualitatively observe the mixing and flow field, but also 

quantitatively evaluate the degree of mixing using a scalar measure.  This is attractive since 

real-time clinical application of the technique could allow correlation of mixing with 

cardiovascular geometry, flow features and clinical outcome.  This leads on to the possibility 

of designing vascular interventions, such as bypass grafts, arterial stents or arteriovenous 

fistulae, to optimise outcomes.  Equally, the technique presented here may assist in the early 

diagnosis and management of vascular disease, incorporating indicators of flow into the 

assessment of lesions. 

Future studies with the technique, besides further optimisation of the ultrasound parameters, 

include assessment of non-steady flow and with different Reynolds numbers and imaging at 
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different sites relative to bubble destruction site. Given promising results, the study will be 

extended to pre-clinical in-vivo measurements.  

 

5.5 Conclusion 

In this study, visualisation and quantification of flow mixing in optically opaque media using 

plane wave ultrasound imaging and controlled microbubble destruction was demonstrated. 

Initial experiments on different flow geometries agree well with independent CFD 

simulations and demonstrate the potential of this technique for cardiovascular applications in-

vivo. 
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Chapter 6 - Graphics Processing Unit (GPU) accelerated 

ultrasound image beamforming and UIV tracking 

The plane wave UIV system has shown great potential for visualising and quantifying flow 

in-vivo. However, a large amount of data is generated as a result of the high frame rate image 

acquisition. Together with the computationally demanding image formation and UIV 

processing, real time implementation of such a system is known to be a great challenge. In 

this study, we have developed a graphics processing unit (GPU) based implementation of the 

coherent compounded plane wave image beamforming and UIV algorithm to accelerate the 

image formation by leveraging the parallel processing of a GPU. Initial evaluation of the 

GPU-based implementation with the central processing unit (CPU)-based implementation 

revealed a relative speedup over 66x for plane wave image formation and 12x for UIV 

analysis. The processing capability can be further refined by optimizing the GPU 

implementation and real time processing is possible with the use of more advanced GPU 

models or multi-GPUs implementations.  

6.1 Introduction 

The emergence of plane wave ultrasound imaging offers new possibilities in various 

applications which have been previously limited by the temporal resolution of the 

conventional ultrasound system [33]. Different from the line-by-line imaging paradigm of a 

conventional imaging system, a low-resolution image (LRI) covering the whole FOV can be 

reconstructed by performing delay-and-sum beamforming at every pixel positions from the 

radio frequency (RF) data acquired from a single pulse echo sequence, and a high-resolution 

image (HRI) can be computed by employing the coherent plane wave compounding 

technique to improve the image quality.  
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While high frame rate ultrasound imaging can be achieved using the plane wave imaging 

technique, image reconstruction of a plane wave image is far more complicated than a fixed 

delay-and -sum which works on a line-by-line basis. The computational workload increases 

not only because of the significant amount of data acquired, but also due to the computation 

intensive image formation. Each channel data requires a different set of focussing delays to 

form a LRI, and multiple LRIs need to be reconstructed to form a HRI [231]. Real-time 

hardware beamformers on existing ultrasound scanners were designed to handle conventional 

image formation, therefore they are not sufficient to accommodate the computational demand 

of a plane wave imaging.  

The UIV algorithm is an image processing technique which performs cross-correlation 

analysis to estimate the local flow displacement. Although cross-correlation is widely 

accepted as a reliable and robust similarity measure, it is also known to be computationally 

intensive. Fourier cross-correlation is reported to shorten the computation time to some extent 

[232], but the computational load of cross-correlation analysis in UIV remains high as the 

iterative image deformation process is implemented to improve the estimation accuracy. The 

processing workload also increases tremendously as thousands of images are generated from 

plane wave ultrasound imaging. Real-time application of the UIV analysis is therefore not 

possible with the current CPU processing and the computing is normally done as a post-

processing step in existing studies.  

Recent development of general purpose computing on graphic processing units (GPGPU) 

offers new opportunities for parallel processing in high performance computing. Compared to 

the central processing units (CPU), GPUs are very efficient parallel processing units. It is 

cost-effective and the computational power available on modern graphic cards can be easily 

exploited using the GPU programming environment provided by the graphic card companies. 

One such platform known as Compute Unified Device Architecture (CUDA), created by 
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Nvidia to work with programming language such as C and C++, can be easily used to achieve 

high performance parallel computing. 

In this study, our aim is to develop a real-time processing of a plane wave UIV system by 

leveraging the computational power of GPUs. Initial development of the GPU 

implementation of plane wave image formation and the UIV processing were demonstrated. 

The performance of both GPU implementations was evaluated by comparing the GPU 

implementations to the CPU implementations written in Matlab script to investigate the 

speedup that can be expected when moving from research work (Matlab) to clinical 

translation (CUDA).  

6.2 Methods 

6.2.1 Overview  

In this section, the beamforming principle for coherent plane wave compounding and the 

overview of the UIV algorithm for flow estimation are briefly described.  

6.2.1.1 Coherent Plane wave compounding image reconstruction 

The major steps of the image reconstruction are illustrated in Figure 6.1. With the channel RF 

data acquired from a high frame rate ultrasound system, the analytic signal is first computed 

using the Hilbert transform.  This analytic signal conversion step is required to extract the 

local phase and amplitude signal from the modulated carrier wave [233]. For instance, the 

local phase is essential for Doppler estimation while the local amplitude is necessary for 

envelope detection. To perform the Hilbert transform on the discrete RF signal, one technique 

is to create a one-sided periodic spectrum using frequency domain approach described in 

[234]. A forward Fast Fourier Transform (FFT) is first performed to convert the time-domain 

RF signal r[n] to frequency domain spectrum R[m]. Next, the one-sided discrete spectrum 

S[m] can be computed as follow:  
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𝑆[𝑚] =  𝑓(𝑥) =

{
 
 

 
 

𝑅[0], 𝑚 = 0

2𝑅[𝑚], 1 ≤ 𝑚 ≤
𝑁

2
− 1

𝑅[
𝑁

2
], 𝑚 =

𝑁

2

0,
𝑁

2
+ 1 ≤ 𝑚 ≤ 𝑁 − 1

   6-1 

And finally the complex discrete-time analytic signal s[n] can be computed by performing an 

inverse FFT on the one-sided discrete analytic signal S[m].  

 

 

Figure 6.1: Principle workflow of image formation for coherent plane wave compounding 

technique.  

Given the analytic signals, dynamic receive beamforming is performed to compute the LRI 

from each pulse echo sequence as shown in Figure 6.2. Assuming the plane wave is 

transmitted in an inclination angle 𝜃 during the m
th

 transmission, the backscatter signal at any 

point in the image can be reconstructed as  

𝐿𝑚(𝑥, 𝑧) =  ∑ 𝑎𝑛 . 𝑠𝑚,𝑛(𝑡 − 𝜏(𝑥, 𝑧))
𝑁
𝑛=1    6-2 

where  𝑠𝑚,𝑛 is the interpolated signal from the analytic signal, an` is the receive apodization 

which corresponding to the element directivity, N is the number of transducer elements, and  

𝜏 is the round-trip time-of-flight. Element directivity can be seen as a sensitivity map where a 

transducer element can receive the echo from the field-of-view. The directivity function can 

be approximated by means of Rayleigh-Sommerfield formula in the far field region denoted 

as [235], [236]. 

𝑎(𝜃) = 𝑠inc (
𝜋𝑑

𝜆
sin 𝜃) cos 𝜃     6-3 
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where d is the element width, 𝜆 is the wavelength, and 𝜃 is the receive observation angle. The 

round-trip time-of-flight 𝜏 can be calculated as 

𝜏 =
1

𝑐
({𝑧 cos 𝜃 + 𝑥 sin 𝜃} + {√𝑧2 + (𝑥 − 𝑥𝑛)2})   6-4 

To form a HRI image, M frames of LRIs, each reconstructed from a plane wave pulse-echo 

sequence transmitted at a different angle, were coherently summed as 

𝐻𝑖(𝑥, 𝑧) =  ∑  𝐿𝑚(𝑥, 𝑧)
𝑀
𝑚=1      6-5 

 

Figure 6.2: Geometry associated with the delay calculation of the coherent plane wave 

compounding imaging technique.  

6.2.1.2 UIV analyses 

To facilitate the discussion of our developed algorithm, the principal workflow of the UIV 

algorithm is illustrated in Figure 6.3. Generally, the algorithm consists of four sub-steps: local 

displacement estimation, sub-pixel displacement estimation, spurious vector elimination and 

image deformation. The process is performed over multiple grids, starting on a coarse grid to 

estimate the large global displacement and moving on to finer grid to estimate smaller local 

deformations. 
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Figure 6.3: (b) Principle workflow of an advanced UIV analysis which incorporates the 

multigrid window deformation algorithm, the ensemble correlation approach and spurious 

vector elimination. 

To estimate the local displacement, consecutive ultrasound images (I1,I2, …IN) are initially 

sub-divided into smaller interrogation windows and the corresponding window pairs are 

cross-correlated using a FFT-based cross-correlation function defined as: 

𝑅𝑛,𝑘(𝑥, 𝑦) = ℱ−1{ℱ(𝑤1
𝑛,𝑘) ℱ∗(𝑤2

𝑛,𝑘)}     6-6 

where 𝑤1(𝑖, 𝑗) and 𝑤2(𝑖 + 𝑢, 𝑗 + 𝑣) denote the image intensity distribution of the sub-image 

pair k, n is the frame number, u and v represent the pixel displacement between the two 

images,  ℱ and ℱ−1 denote the forward and inverse Fourier transform, and * denotes the 

complex conjugate. Once the instantaneous correlation function is computed, the ensemble-

correlation is calculated by time-averaging N instantaneous correlation planes as follow: 

𝑅𝑎𝑣𝑔
𝑘 (𝑥, 𝑦) = ∑ 𝑅𝑛,𝑘𝑁

𝑛=1  (𝑥, 𝑦)    6-7 

From the averaged correlation plane, the displacement (in pixels) between two windows is 

given by the peak location as  

(𝑢0
𝑘, 𝑣0

𝑘 ) = argmax𝑥,𝑦 𝑅𝑎𝑣𝑔
𝑘      6-8 

and a 3-point Gaussian peak estimator is implemented to estimate the subpixel displacement 

from the correlation plane[102] as  

𝑢 = 𝑢0 + 
ln𝑅(𝑖−1,𝑗)−ln𝑅(𝑖+1,𝑗)

2 ln𝑅(𝑖−1,𝑗)−4 ln𝑅(𝑖,𝑗)+2 ln𝑅(𝑖+1,𝑗)
    6-9 
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𝑣 = 𝑣0 + 
ln𝑅(𝑖,𝑗−1)−ln𝑅(𝑖,𝑗+1)

2 ln𝑅(𝑖,𝑗−1)−4 ln  𝑅(𝑖,𝑗)+2 ln𝑅(𝑖,𝑗+1)
    6-10 

As the displacement is directly estimated from the peak location in the correlation plane, 

spurious vectors may emerge if the displacement-correlation peak does not exceed the 

random correlation peak caused by image noises, loss of correlation due to in-plane and out-

of-plane motion and local variations of the velocity field. A 3X3 median filter is used to 

eliminate spurious vectors with the assumption that the measured displacement field is 

spatially smooth and certain coherence can be expected in the velocity field. 

Finally to deform the images, a predictor for the displacement field is generated from the 

displacement field estimated in the previous iteration and the images are interpolated using 

bilinear interpolation. 

6.2.2 Computation Platform 

A HP workstation (HP Z440; Hewlett-Packard, CA) was used to implement both CPU and 

GPU algorithm. It has a 8-cores, 2.4GHz processor (Xeon E5-2630 v3; Intel 

CORPORATION, Santa Clara, CA) and 32GB DDR4 RAM. A NVIDIA GeForce GTX 980 

GPU with 2048 cores, 1.126 GHz clock speed and 4GB global memory, was connected as an 

extension board through PCI-Express 3.0 slot available on the motherboard.  

6.2.3 CPU implementation 

The CPU algorithm was implemented in Matlab 2013b (MathWorks Inc, Natrick, MA, US). 

To optimize CPU implementation, a built-in profiling tool was used to track down the 

inefficient steps. Built-in multithreading functions and the parallel computing toolbox were 

used to accelerate the CPU implementation. Note that although the Matlab implementation 

may not be the fastest CPU processing, the performance is still relevant to investigate the 

speedup that would be expected when moving from CPU to GPU processing.  
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6.2.4 GPU implementation 

In this section, the GPU implementation of the image formation and the UIV algorithm using 

CUDA are presented. The basics of CUDA are briefly described to introduce the GPU 

programming architecture before the implementation strategies to accelerate the programme 

are presented.  

6.2.4.1 CUDA 

CUDA (Compute Unified Device Architecture) is a parallel computing model developed by 

NVIDIA to work with a GPU for general purpose computing. It can be seen as an extension 

library of C/C++ which can be incorporated in a C/C++ program and compiled to run 

simultaneously on GPU processors. More specifically, it consists of kernels (C function) that 

are launched by host (CPU) but executed on the device (GPU).  

In contrast to a regular C function which runs on a single thread, each kernel is executed N 

times in parallel by N different CUDA threads and the computing threads on a GPU are 

organized into blocks and grids. Each thread has a limited amount of local memory but 

threads belonging to the same block can communicate with each other via the shared memory. 

To synchronise the data among blocks, there exists the large capacity global memory which 

can be accessed by all threads. Texture and constant memory are additional read-only 

memory accessible by all threads. The important aspect for choosing different memory is that 

they have different read and write latencies, as well as different sizes. In general, it is 

desirable to use shared memory rather than global memory for fast and repeated access if the 

data are small enough to fit in the shared memory. The threads and memory hierarchy are 

shown in Figure 6.4.  
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Figure 6.4: Schematic representation of CUDA threads and memory hierarchy [237] 

6.2.4.2 CUDA Implementation Strategies 

The image reconstruction and UIV algorithms were coded in C. Various CUDA syntaxes and 

functions were invoked to realize parallel processing on GPU. To achieve highly parallelised 

implementation, we developed the accelerating kernels respectively according to their 

computational characteristics and memory access patterns. This is because sufficient threads 

running simultaneously are needed to keep the GPU occupancy and efficient memory access 

is required to hide the memory access latency. 

To ensure high GPU occupancy, arithmetic operations such as the delay calculations and 

coherent compounding in the beamforming operation, or the ensemble correlation in UIV 

algorithm were parallelised such that each thread is processing one pixel data. Highly 

optimized functions were also used to achieve high processing efficiency. For example, 

CUFFT library [238], which contains highly optimized parallel FFT functions, was invoked 

to perform the forward and reverse FFT in the Hilbert transform operation and cross-
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correlation function. This allows us to accelerate our implementation without having to 

develop a custom GPU-based FFT function.    

Efficient management of memory access is also crucial to optimize the parallel processing. 

For example, an optimized peak searching algorithm was developed using the general CUDA 

reduction method [239] with the entire correlation map stored in the shared memory for fast 

memory access. However, not all data can be stored in the limited shared memory space. 

Global memory was used to store large input and output data. Texture memory was also 

exploited due to its caching behaviour and optimised spatial locality which benefits the data 

interpolation. Input RF data in the image reconstruction algorithm and the input images in the 

UIV algorithm were mapped to the texture memory. Linear interpolation in the delay-and-

sum operation and bilinear interpolation in the UIV image deformation operation become 

simple texture lookup where GPU automatically performs the interpolation and saves 

significant time compared to the global memory assess. 

To simplify our performance analysis, the GPU-based image reconstruction algorithm and the 

UIV algorithm were compiled and linked to the MEX-file library to be executed in MATLAB.   

6.3 Results 

6.3.1 Plane wave image reconstruction 

To assess the performance of the CPU and GPU based image reconstruction, RF data, 

consisting of backscattered signals from multiple point scatterers, were synthesised using a 

typical data acquisition parameters for coherent plane wave compounding as illustrated in 

Table 6.1. The CPU and GPU implementations are similar, apart from the fact that GPU 

computation is in single precision whereas CPU computation is in double precision. This 

configuration was used because GPU is optimized for single-precision floating-point 

computation in contrast to Matlab implementation where computation is optimized for double 
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precision. The reconstructed images using the CPU and GPU implementations are shown in 

Figure 6.5. It is evident that single-precision GPU implementation did not affect the image 

quality.  

(a) 

 

(b) 

 

(c) 

 

Figure 6.5: (a) Images generated using the CPU and GPU implemented image reconstruction. 

(b-c) Axial plot and lateral plot of normalised signal intensity to compare the image 

resolution and signal to noise ratio.    

Similar images were reconstructed in two different grids (512x128 pixels and 1024x256 

pixels) to compare the reconstruction time of a standard and a fine resolution image. In total 
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500 LRIs were reconstructed and 100 HRIs were generated by performing coherent 

compounding on every 5 LRIs. The processing throughputs of both implementations are 

shown in Figure 6.6.  

Table 6.1: Field II simulation setup 

Probe parameter  Imaging Parameter  

Probe L12-3v Imaging mode Plane wave 

Centre Frequency  8MHz Transmit 

Frequency 

8MHz 

Number of Elements  128 Excitation pulse 1 cycle sinusoidal  

Element Pitch 0.2mm PRF 10kHz 

Element Height 5mm Compounding angle 5 

Sampling Frequency 32MHz Angle Range 20
0
 

Elevational Focus 20mm Imaging Depth 5cm 

 

 

Figure 6.6: Processing throughput of the plane wave image reconstruction using CPU and 
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GPU. Note that the performance test was repeated for 5 times. 

6.3.2 UIV analyses 

To evaluate the performance of the UIV algorithm, pulsatile flow images in a model common 

carotid artery (CCA) (similar to Chapter 4 and Chapter 5) were generated using the setting 

summarised in Table 6.1. UIV analysis was performed iteratively over 3 different 

interrogation grids with 50% overlapping (32x32, 16x16 and 8x8 pixels). To illustrate the 

accuracy of both methods, vector images generated are shown in Figure 6.7. Consistent 

results were found between the CPU and GPU implementations. 
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(a)  

 

(b) 

 

(c) 

 

Figure 6.7: Vector images generated using (a) CPU implementation, (b) GPU implementation. 

(c) Comparison of the axial velocity profiles generated using different implementations. 
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To demonstrate the speed improvement when translating a CPU implementation to a GPU 

implementation, timings for normal UIV without ensemble correlation (N=1) and with 

ensemble correlation (N=5) were investigated. In total 100 HRI images were tested and the 

average time to generate one vector image for both CPU and GPU implementation are shown 

in Figure 6.8.  

 

Figure 6.8: Comparison of the average processing time to generate single vector image using 

CPU- and GPU-based UIV implementation.  

6.4 Discussion 

The GPU-based implementations of the coherent plane wave image reconstruction and UIV 

algorithm were developed to pursue the real-time implementation of the UIV system. From 

the results in Figure 6.6 and Figure 6.8, there is a relative speedup of at least 19x for the 

image reconstruction algorithm and 8x improvement with the UIV algorithm. The 

performance increment becomes more significant when more computations were performed 

on the same set of input data. Relative speedup over 66x and 12x were found for the GPU 

image reconstruction and UIV analysis when the processing load increased. Such 

observations are expected as memory transfer between CPU and GPU requires time and the 
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memory transfer latency can be reduced when more computations are done using the same 

data.  

Although initial evaluation indicates significant speed improvement when using the GPU 

implementation, several limitations have been found in our evaluations. First, MATLAB 

implementation is not considered to be the most computationally efficient platform for CPU 

implementation. Multi-threaded CPU implementation is used by invoking the built-in 

multithreading functions and parallel computing toolbox, but to what extent an optimised 

multi-threaded CPU implementation would affect the results needs to be investigated. Next, 

the precision difference, although it did not affect the calculation accuracy (Figure 6.5 and 

Figure 6.7), may have an impact on the computational time. Comparison should be done with 

consistent floating-point precision for both CPU and GPU implementations.  

NVidia GTX980 is a high-end GPU which is capable of processing 4.6TFLOPS. In this study, 

one order of magnitude increment was achieved in both GPU implementations; however, 

further improvement of the implementation is still needed to fully accelerate the processing 

for real time applications. Further optimisation of the GPU implementation to maximise the 

independent parallelism and optimize the memory access in both algorithms is possible to 

increase the processing throughput. Alternative algorithms with lower computational 

complexity can also be adopted to increase the processing throughput. For instance, Fourier 

beamforming or a compressed sensing model which could reduce the processing demands by 

a factor of 20 is a good alternative for delay-and-sum beamforming in order to achieve real 

time implementation[240].  

While higher computation power can be realised with a newer or faster GPU hardware, 

parallel processing is not restricted to a single GPU implementation. The performance of a 

GPU implementation can be easily scaled up by leveraging the multi-GPU processing. Note 
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that with such scalability, real-time implementation of the plane wave UIV system is possible 

in the future.  

6.5 Conclusion 

Plane wave image reconstruction and UIV analysis are computationally intensive task that 

required high performance computing to maintain efficiency. With the advancement of GPU 

parallel computing, we demonstrated the potential of a GPU-based implementation to 

accelerate the processing of a plane wave UIV system and the opportunity of such system as 

a real-time application for visualising and quantifying flow in-vivo.  
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Chapter 7 - Conclusion and future work 

7.1 Summary and conclusions 

The research reported in the thesis was driven by the aim to develop non-invasive techniques 

capable of visualising and quantifying blood flow using a high frame rate ultrasound system. 

In chapter 2, a plane wave UIV system which is capable of visualising and quantifying 

dynamic flow was developed. To the best of our knowledge, the use of plane wave imaging 

to track microbubbles in the blood stream has not been reported. Initial evaluations of the 

system in-vitro on both straight and carotid-mimicking vessels, and in-vivo in the rabbit aorta 

were conducted. Good agreements were found when comparing the UIV flow velocity 

mapping results to the theoretical predictions and Doppler measurements. The tracking of 

complex flow patterns and the transitory behaviour of the flow within a physiologically 

relevant geometry reveal the advantages of our developed system in visualising and 

quantifying complex flow dynamics which was not possible with a conventional flow 

imaging system. The in-vitro and in-vivo results also indicate the potential of the plane wave 

UIV system as a highly sensitive, accurate, angle dependent and full field-of-view velocity 

mapping tools.  

In chapter 3, a modified UIV technique was developed to circumvent the motion artefacts 

that may affect the flow estimation when the coherent plane wave compounding technique is 

used to form an image. Simulation and experimental studies were conducted to evaluate the 

accuracy of both UIV algorithms and their robustness against motion artefacts. From the 

results, we demonstrated that the normal UIV method failed to estimate fast flow with high 

spatial velocity gradients. However, the motion artefact can be overcome using the modified 

UIV technique. Highly accurate and angle independent 2D velocity measurements with errors 

less than 10% under steady flow and 5% under pulsatile flow were found when using the 

modified UIV to estimate the flow. The motion artefacts which affect the normal UIV 
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estimation were also demonstrated in a diseased carotid phantom. Highly accelerated flow 

motion between emissions results in significant image artefacts which later affect the 

standard UIV estimation. With the modified UIV method, we showed that the motion 

artefacts can be avoided and the high-speed jet flow can be retrieved. 

Once the capability of the plane wave UIV system to provide reliable flow velocity 

estimation was demonstrated, we extended our technique to derive WSS directly from the 

UIV velocity measurement in Chapter 4. Initial evaluations of our technique using simulated 

flow images has demonstrated the potential of our technique to provide accurate spatio-

temporal WSS estimations with mean error of 8.56% under steady and 13.97% under 

pulsatile flow condition. However, a simulation study also reveals the need for accurate wall 

tracking up to sub-pixel accuracy. Derivation of the WSR directly from the flow velocity 

profile is very sensitive to the identified wall position as a 50um error on the wall position 

may result in as high as 20% WSR estimation error. It was assumed that the use of a high 

frame rate imaging system which is capable of imaging over one thousand frames per second 

and the contrast imaging which help in differentiating wall-fluid boundary, may minimize the 

wall tracking error. However, further evaluation is required to estimate the accuracy of the 

various wall-segmentation algorithms available. Initial in-vitro investigation on two carotid 

bifurcation phantoms was conducted and the differences in the WSS distribution due to their 

local geometry and flow were presented. The simulation and experimental results indicate the 

potential of such technique to quantify the WSS distribution in addition to the flow velocity. 

In chapter 5, we reported a novel non-invasive technique for flow visualisation and 

quantification of flow-induced mixing using plane wave ultrasound imaging and controlled 

destruction of microbubble contrast agents. Initial experiments on three different model 

vessel geometries with known effects on the flow field and the mixing properties were 

conducted. The results indicate the capabilities of the technique to visualise secondary flow 



 

140 

 

and quantify the degree of mixing within the different configuration. The experimental results 

were cross-validated with the CFD simulations. of the good agreement between the CFD and 

the experimental results demonstrates the potential of the technique for cardiovascular 

application in-vivo. 

In chapter 6, we developed a GPU-based implementation of the plane wave UIV system to 

accelerate the computationally demanding image reconstruction and flow estimation process. 

The plane wave image reconstruction and UIV flow estimation algorithm were reviewed and 

the initial GPU implementations of both algorithms were evaluated. Comparing to the CPU-

based implementation, GPU-implementation speeded up the image formation process and 

UIV analysis over 66x and 12x respectively. As further improvement to the GPU 

implementation is possible, we concluded that the real-time application of the plane wave 

UIV system is possible in the near future.  

Overall, techniques developed based on high frame rate ultrasound imaging and microbubble 

contrast agent has shown great potential for flow visualisation and quantification in-vivo. 

These techniques also hold the promise in being introduced as routine diagnostic tool to 

investigate human vascular flow dynamics by providing sensitive and accurate flow 

parameters such as flow velocity, wall shear stress and intraluminal mixing. 

7.2 Future works 

Because plane wave UIV technique has shown promising result in visualising and 

quantifying flow velocity, immediate efforts are being put into developing a real-time system. 

Initial GPU implementation has demonstrated a significant speedup when compared to the 

CPU-implementation; however, comparing to the GPU-based beamformer reported in [44], 

our image formation throughputs is 10 times less than their implementation. The main reason 

is that our implementation is not optimized where independent parallelism is not maximised 
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and the memory access is not efficient. With a better implementation, our implementation 

would benefit from at least another 10x performance speedup. In addition, multi-GPU 

implementation which can scale-up the processing power may well be done to achieve real-

time processing.   

To apply our techniques in-vivo, further work to improve the flow quantification and 

visualisation needs to be conducted. With respect to the flow velocity estimation, 

optimization of the acquisition parameters to enhance the image quality and the velocity 

estimation need to be investigated. For example, investigation of the number of compounding 

and imaging frame rate needs to be conducted to find a balance between spatial and temporal 

resolution while maintaining the tracking accuracy. In addition, a potential limitation lies in 

using the 2D imaging system to quantify 3D flow. The out-of-plane motion which affects the 

flow quantification was observed in the in-vivo experiment in Chapter 3.  Although such error 

may well be resolved by using a 3D ultrasound system, suggesting future work to investigate 

the error due to the out-of-plane motion can also be done. Vector flow visualisation is another 

challenge that needs to be solved. In this study, static color-coded arrow displays were used 

to represent the magnitude and direction of the flow while streamline images were used to 

depict the separations location. Dynamic visualisation algorithm which update the position of 

the flow vector between frame imaging can be adopted to highlight the dynamic nature of the 

flow[73].  

Apart from the 2D flow visualisation and quantification, 3D high frame rate flow imaging 

needs to be developed. As the anatomical structures are three-dimensional, 3D ultrasound 

imaging can overcome the limitations of the 2D imaging system to provide more 

comprehensive and accurate volumetric flow estimation. However, currently available 3D 

systems, which are based on the line-by-line imaging sequence, are limited to a small field-

of-view and the imaging frame-rate are relatively low. The high frame rate ultrasound 
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imaging system provides a solution to increase the imaging frame rate while imaging a large 

field-of-view has been demonstrated in [241], [242]. To realise a 3D high frame rate flow 

imaging system, future work should include the expansion of our system to 3D acquisitions, 

extension of our technique to the 3D measurement, optimising the imaging settings for 3D 

measurements, accelerating the process to handle larger amount of data comparing to 2D 

acquisition, and provide a visualisation software to display the 3D data.       

Another suggested future work is to improve the ultrasound flow simulation used in 

evaluating the flow velocity and WSS estimation. Such a simulation would be useful as a 

controlled environment can be simulated where the ground truth is known. In the current 

study, the rigid straight tube model with axisymmetric flow distribution is insufficient to 

represent the real vessels which generally present irregular geometries with complex flow 

structures. A more realistic and complex flow model that incorporates deformable wall 

motion, out-of-plane flow motion and spatially varying flow is necessary to fully evaluate the 

performance of our developed techniques in quantifying flow velocity and WSS. To realise 

such a simulation, the idealised flow simulation can be replaced with the CFD simulation as 

reported in [178]  

For the microbubble void imaging studies, promising results were shown in visualising the 

secondary flow and quantifying the intraluminal flow mixing under steady flow condition in 

different geometries. Further studies include assessment under pulsatile flow condition, 

investigation of the effect of quantification when imaging at different site relative to the 

bubble destruction site and optimisation of the ultrasound imaging parameters.  

Last but not least, as mainly in-vitro investigations were demonstrated in this thesis, the study 

should be extended to pre-clinical in-vivo measurements.   
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