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Linear Demosaicing inspired by the Human Visual System

David Alleysson, Sabine Süssstrunk, Member, IEEE and Jeanny Hérault

Abstract—There is an analogy between single-chip color cameras and the human visual system in that these two systems acquire only one limited wavelength sensitivity band per spatial location. We have exploited this analogy, defining a model that characterizes a one-color per spatial position image as a coding into luminance and chrominance of the corresponding three-colors per spatial position image. Luminance is defined with full spatial resolution while chrominance contains sub-sampled opponent colors. Moreover, luminance and chrominance follow a particular arrangement in the Fourier domain, allowing for demosaicing by spatial frequency filtering. This model shows that visual artifacts after demosaicing are due to aliasing between luminance and chrominance and could be solved using a pre-processing filter. This approach also gives new insights for the representation of single-color per spatial location images and enables formal and controllable procedures to design demosaicing algorithms that perform well compared to concurrent approaches, as demonstrated by experiments.

Index Terms—Color, Demosaicing, Fourier analysis, Linear filtering.

I. INTRODUCTION

A color image usually consists of three channels per pixel, each carrying the information of a specific wavelength sensitivity band (red, green, or blue) to allow for color processing and display. Intuitively, one would assume that acquiring such an image requires cameras with three spatially aligned sensors, each preceded by a different color filter to capture the information for a given part of the visible spectrum. However, to reduce size, cost, and image registration errors, most digital cameras only have a single sensor with a color filter array (CFA) placed in front of it. Consequently, only one spectral band—or one color—is captured at each spatial location. Such an arrangement can also be found in the human visual system (HVS), in particular in the fovea, where three types of cones called L for Long, M for Middle and S for Short wavelength band sensitivity are arranged in a single lattice. Thus, CFA-based cameras and cone lattices do not sample luminance and chrominance information separately, luminance being defined as a spatial map of intensity and chrominance as a map of chromatic components, spatial and chromatic information is mixed together in a unique bi-dimensional lattice after sampling. To provide a pleasing image from this mixture, some “processing” needs to be applied. In cameras, a color demosaicing (also called demosaicking) algorithm is used to reconstruct three wavelength measurements per spatial position. In this paper, we investigate how it is possible to identify and separate both spatial and chromatic information using luminance and chrominance in the sampled image, and what the conditions are for this color image representation to be lossless.

It is well known that achromatic (luminance) spatial acuity in the HVS is better than chromatic spatial acuity [1]. Moreover, it has been found experimentally that trichromacy does not influence spatial acuity [2]. The ability of a trichromatic human observer to detect achromatic gratings is similar to those theoretically given by a retina composed of only one type of photoreceptor. This suggests that the spatial information obtained by the retinal sampling is preserved, and that single-chromatic information per spatial location is sufficient for spatial and color vision. However, demosaicing algorithms applied to CFA images generate artifacts, characterized mostly by blurring and false color, which reduce the spatial resolution and color accuracy of the reconstructed image. It appears that the HVS has found a solution to reconstruct this sub-sampling with minimal loss. This poses the question if this property of the HVS could be imitated for the case of digital images acquired through a CFA.

To answer this question, we have developed a formalism of the inverse problem and defined the operations that transform a three-color per pixel image into a single-color per pixel image. We found that a single-color per pixel image could be interpreted as an image representation where luminance and chrominance have different locations in the Fourier domain [3, 4]. This allows the design of a demosaicing algorithm that uses estimators in the Fourier domain to reconstruct both luminance (spatial information) and chrominance (chromatic information). Luminance is coded in its entirety, whereas chromatic information is sub-
sampled. Moreover, this formalism allows us to understand artifacts in the reconstruction as aliasing between luminance and chrominance, and explain why the Bayer CFA is the most optimal spatial arrangement of three color samples on a square grid.

The paper is organized as follows. First, we present a simple case of a CFA camera design to show how to build an alias-free system in the case of demosaicing by bilinear interpolation. We then discuss a model of spatio-chromatic sampling that illustrates the properties of images with only one color per spatial location. We describe our demosaicing algorithm and the optimal filter for the best reconstruction. Finally, we review the principal concurrent algorithms of color demosaicing and compare some of them to our method.

II. EXACT DEMOSAICING: A SIMPLE CASE

An image is a sampled version of the real world in the sense that the energy of the original scene is only known at discrete positions. The sampling operation generates aliasing if the sampling frequency of the sensor is not high enough compared to the maximum frequency of the captured scene. When aliasing occurs, the original signal cannot be reconstructed without errors. According to the Whittaker-Shannon sampling theorem, when the sampling frequency is at least twice the maximum frequency of the continuous signal, there will be no aliasing and the original may be recovered exactly. This is discussed in [5, 6] for the case of CFA images. To reconstruct the original signal, a sinc function should be used for the interpolation. Unfortunately, the support of this function is infinite and slowly decaying, and therefore not usable in practice. An approximation of this ideal interpolation function is often used [7].

Natural scenes do not have a fixed frequency limit that allows designing a corresponding sampling frequency of the sensor. However, the modulation transfer properties of the optics of the camera act as a low pass filter and determine the cut-off spatial frequency of the captured image. To avoid aliasing, the optimal design of a camera is thus to match the optics with the sampling frequency of the sensor. This is easily accomplished for a monochromatic imager or a three-sensor imager because the sampling frequency is unique. For CFA imagers, however, the sampling frequency of one of the three colors is different from the other two because it is impossible to arrange three colors on a square grid with three identical (horizontal and vertical) sampling distances, as shown in Figure 1. The arrangement of colors on the CFA also determines the subsequent interpolation procedure. Thus, the design of a CFA camera is a compromise between optical and interpolation constraints. To help solve this problem, Greivenkamp [8] proposes an optical filter called birefringent filter that allows wavelength dependent optical processing to match the optical blur with any configuration of colors in the CFA. Also, Weldy [10] proposes a design of a CFA for which the interpolator could be optimized for the optical filter used.

The most commonly used CFA is called Bayer CFA after the name of its inventor [11]. As shown in Figure 1, it consists of alternating red and green pixels on odd lines and green and blue pixels on even lines. In Section II-C, we will show that the Bayer CFA is the most optimal spatial arrangement of three color filters in terms of avoiding aliasing. This arrangement minimizes artifact generation in general, independently of the algorithm used for demosaicing. Note that the framework we propose is not restricted to this type of CFA, but since its arrangement is optimal we will use it for the rest of the paper.

![Figure 1. Decomposition of the Bayer CFA into three subsampled lattices.](image)

Let us consider the design of a camera with a Bayer CFA. For this example, we use a simple algorithm to interpolate, namely the bilinear interpolation, instead of the ideal sinc interpolator. In reference to Figure 1, to interpolate the red pixel \( R \) at position (2.2) and position (3.2) in the grid, we apply:

\[
R_2 = \frac{R_{11} + R_{13} + R_{31} + R_{33}}{4}, \quad R_3 = \frac{R_{33} + R_{31}}{2}
\]

The bilinear interpolation depends on the position of the missing pixel, and differs also for the green pixels with respect to red and blue. Due to the regularity of the CFA pattern, it is possible to define convolution kernels that apply in each color channel separately. The following filter (eq. 2) can easily be implemented in a camera-internal processor, such as a digital signal processor (DSP), to compute the bilinear interpolation efficiently.

\[
F_{G} = \begin{bmatrix} 1 & 2 & 1 \\ 2 & 4 & 2 \\ 1 & 2 & 1 \end{bmatrix}, \quad F_{B} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\]

\[
F_{G} \cdot F_{B} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\]

\[
F_{R} = \begin{bmatrix} 1 & 4 & 1 \\ 4 & 1 & 4 \\ 1 & 4 & 1 \end{bmatrix}
\]

\[
F_{B} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\]

\[
F_{G} \cdot F_{B} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\]

In Figure 2, we illustrate the reconstructed color image, using the bilinear interpolation filters of eq. 2. The original three-cells per pixel image (Fig. 2a) was sub-sampled according to the Bayer CFA. The interpolated image (Fig. 2b) shows two artifacts inherent to demosaicing: blurring and the generation of false color, also called color aliasing. Topfer et al. [5] have already discussed these two artifacts generated by bilinear interpolation demosaicing. They showed that blurring and false color could be fully explained when considering the Fourier representation of sub-sampled color signals and interpolation filters.

These artifacts are a consequence of violating the requirements dictated by the sampling theorem. In this example, we have implicitly assumed that optical blurring is
designed for a monochromatic or three-sensor camera because we have applied sub-sampling on the original three colors per pixel image. The sub-sampling according to the Bayer CFA therefore reduces the sampling frequency in each color channel, generating a mismatch with the optical behavior of the camera. It is possible to prevent the subsequent aliasing artifacts by applying an anti-aliasing filter before sub-sampling the image. As each channel is sub-sampled by a factor of two in the horizontal and vertical directions, we need to ensure that the maximum of the Fourier spectrum of each channel occupies only half of the total frequency spectrum. This is not exactly true for the green channel where the diagonal directions are not sub-sampled. However, we consider only the worst case, applying for the green channel the same anti-aliasing filter as for red and blue.

Figure 2. Example of a bilinear interpolation computed with convolution filters. (a) Original image: the frequency spectrum of the red (and green and blue) occupies most of the Fourier spectrum. (b) Reconstructed image with bilinear interpolation. (c) Low pass filtering applied to the original image to reduce the size of the Fourier spectrum of the image. (d) The reconstruction of image (c) after mosaicing according to the Bayer CFA and demosaicing by bilinear interpolation shows no artifacts.

Figure 2 illustrates this concept. In a normal three-color per pixel image (Fig. 2-a), each color channel generally has a large Fourier spectrum (Fig. 2a inset), occupying most of the Fourier space. If we sub-sample such an image, the reconstruction would result in aliasing because the sub-sampling operation replicates the spectrum of the image in each corner and middle of the sides of the Fourier window. Original and aliased signals are mixed and cannot easily be separated. To prevent this, the Fourier spectrum of each color layer should be limited to 1/2 of the sampling frequency. We can ensure this by applying a low-pass filter on each channel of the image (Fig. 2-c). It is then possible to apply mosaicing to the image according to the Bayer CFA so that the bilinear interpolation results in a reconstructed image without any aliasing artifacts (2-d).

In general, the procedure we outlined above to reconstruct an image without visible aliasing is not satisfying. The useful frequency range of the sampled image is half the frequency theoretically provided by the pixel pitch of the sensor. Moreover, the point-spread function that is applied identically on each color channel should be designed for the worst case, i.e. red and blue, which reduces the frequency range of green by half of its actual sampling frequency. For these reasons, this solution is not acceptable and better demosaicing algorithms need to be found.

III. SPATIAL CHROMATIC SAMPLING

A. Introduction

In this section, we describe a model of spatial chromatic sampling that reveals the nature of a CFA image in terms of spatial and chromatic behavior and allows us to design a better schema for interpolation. By examining its properties, we show that a CFA image is composed of the sum of luminance signals carrying achromatic spatial information at full resolution, and opponent color signals carrying chromatic spatial information at lower resolution.

As mentioned above, spatial and chromatic information is mixed together in images resulting from CFA sensors and the human retina, as only one spectral sensitivity per spatial location is available. The retina uses random samples on a hexagonal-like grid, which greatly reduces aliasing [12]. However, this is not feasible in current CFA sensors where the sampling is regular on a periodic grid. Additionally, we know that color information is coded into luminance and opponent color signals at an early stage in the retina to optimize the representation of light information [13]. This has also been described as spatial and temporal multiplexing between luminance and chromatic information at the ganglion cell level of the retina [14]. Therefore, the representation of a color image as luminance and opponent colors better matches human perception than an RGB color encoding. In the particular context of CFA sensors, we can consider each color sample to carry a part of the spatial (intensity) information, due to its position, and a part of the chromatic (wavelength’s band) information, due to its spectral sensitivity.

It is important to note that our luminance and opponent color definitions, resulting from mosaiced images, are not directly related to the usual definition of luminance and opponent colors used in image and video processing.
components per pixel (i.e. R,G, and B) results in four components. One component, luminance, contains the achromatic intensity information of the color image. When we subtract the luminance from the color image, we obtain chrominance. This chrominance, composed of three chromatic opponent signals, is representative of the chromatic information of the color image independently of the achromatic intensity \( \sum \Psi_i = 0 \). Note that these definitions are different than the usual ones, but helpful in the case of a CFA image. Figure 3-abc shows an example of the decomposition of a color image with \( p_y = p_b = p_k = \sqrt{3} \).
\[ m(x, y) = (1 + \cos(\pi x))(1 + \cos(\pi y))/4 \]  
\[ m_0(x, y) = (1 - \cos(\pi x)\cos(\pi y))/2 \]  
\[ m(x, y) = (1 - \cos(\pi x))(1 - \cos(\pi y))/4 \]  
\[ m(x, y) \text{ can also be thought of as modulation functions} \]

Luminance is defined exactly as in eq. 5, while chrominance depends on the modulation function \( m \). The fact that luminance is not multiplied by a modulation function means that it is defined with full spatial resolution. Thus, luminance is not subject to interpolation; rather it can be estimated directly from the CFA image. Theoretically, luminance could be recovered from a CFA image with the same spatial resolution as from an image acquired with three sensors. The idea proposed by Crane et al. [15] to use pre-determined coefficients directly from the CFA image for demosaicing is therefore relevant. But the choice of the predetermined coefficients should be dependent on the optimization of the luminance estimation rather than on the constant hue hypothesis used by them (see Section IV).

While eq. 8 establishes that luminance is exactly present in a CFA image (even if it is subject to aliasing with chrominance), we still need to provide a way to estimate it at each spatial position from the neighboring RGB pixel values of the CFA image. With our definition of luminance as a scalar, it should correspond to a unique projection in RGB space at each position, meaning that the percentage (weights) of red, green, and blue pixel values that compose the luminance estimator should remain constant over all spatial positions. One way to design a luminance estimator is therefore to compute the parameter \( p \) with such a constraint.

Let us assume that we can estimate luminance by a 3x3 unitary symmetric convolution kernel that has three degrees of freedom, as shown by coefficients \( a, b \) and \( c \). We impose the constraint that the result resulting from the convolution of the CFA image with this kernel has exactly the same weight of R, G and B at each spatial location. There are three different 3x3 RGB patterns in the Bayer CFA, which result in two conditions. The third pattern, exchanging the position of blue and red, does not result in an additional condition. The third condition is that the filter is unitary. If \( \Phi_{\text{est}} \) is the estimated luminance by a 3x3 convolution kernel applied to a CFA image, we can write:

\[ \Phi_{\text{est}} = \frac{1}{16}(p + b + c) \]  
\[ \text{condition for } R \]  
\[ \Phi_{\text{est}} = \frac{1}{4}(a + b + c) \]  
\[ \text{condition for B} \]  
\[ \Phi_{\text{est}} = \frac{1}{4}(a + b + c) \]  
\[ \text{condition for G} \]

Thus, if the luminance signal is defined as \( \Phi_{\text{est}} = (R + 2G + B)/4 \), the kernel \( \Phi_{\text{est}} \) of eq. 2 allows extracting this signal directly from the CFA image.

In order to clarify the composition of the scalar chrominance signal (eq. 8) in a CFA image, we select color measurements of each photoreceptor type by multiplying by the modulation functions \( m \). Note that \( \tilde{m}(x, y) \) can be rewritten as \( \tilde{m}(x, y) = (1 - p)m(x, y) - \sum p m_i(x, y) \).

Substituting \( j \) by R, G and B, and \( p \) by the results found in eq. 9, i.e. \( p_R = p_G = p_B = 0 \), chrominance in a CFA image can be expressed as:

\[ \Psi_{\text{est}}(x, y) = \sum \Psi_{\text{est}}(x, y) m(x, y) \]

Thus, the scalar chrominance in a CFA image is in fact composed of three sub-sampled and modulated opponent color images, as illustrated in the Figure 3. To recover full chrominance, as defined in eq. 5, we have to demodulate it by multiplying with the modulation functions \( m \), resulting in a vector of three sub-sampled opponent colors. An interpolation, for example with kernels described in eq. 2, allows reconstructing all pixels of the three opponent color channels.

Note that our definition of luminance and chrominance that allows us to relate a three-color image and a CFA image needs four dimensions: one for luminance and three for chrominance. Also, the weights of R, G and B that compose these signals depend on the proportion of their corresponding filter occurrence in the CFA. In the following section we will show that luminance and chrominance in a CFA image have specific location in the Fourier domain and consequently can be estimated by frequency selection.

### C. Fourier representation

From the representation of the CFA image \( I_{\text{CFA}} \) given in eq. 6, we can compute its Fourier transform as the convolution of the Fourier transform of each color layer of the original image \( C(f_x, f_y) \) and the Fourier transform of the modulation function \( \tilde{m}(f_x, f_y) \):
\[ I_{cfa}(f_x, f_y) = \sum \tilde{C}_i(f_x, f_y) * \tilde{m}_i(f_x, f_y) \]  

where \( \tilde{ } \) represents the Fourier transform, \( * \) the convolution operator, \( \tilde{C}_i(f_x, f_y) \) the Fourier transform of the color layer \( i \) and \( \tilde{m}_i(f_x, f_y) \) the Fourier transform of the modulation function \( m_i(x, y) \). The modulation functions defined in eq. 7 are based on cosines and have their Fourier transforms expressed as Diracs. Given \( f_x = f_x - r/2 \) and \( f_y = f_y - s/2 \) and \( \delta \) the discrete Dirac distribution, they can be expressed as:

\[
\tilde{m}_x(f_x, f_y) = \pi \left( \sum_{r=-\frac{1}{2}}^{\frac{1}{2}} \delta(f_x - r) \right) \left( \sum_{s=-\frac{1}{2}}^{\frac{1}{2}} \delta(f_y - s) \right)
\]

\[
\tilde{m}_y(f_x, f_y) = \pi \left( \sum_{r=-\frac{1}{2}}^{\frac{1}{2}} \delta(f_x - r) \right) \left( \sum_{s=-\frac{1}{2}}^{\frac{1}{2}} \delta(f_y - s) \right)
\]

\[
\tilde{m}_z(f_x, f_y) = \pi \left( \sum_{r=-\frac{1}{2}}^{\frac{1}{2}} \delta(f_x - r) \right) \left( \sum_{s=-\frac{1}{2}}^{\frac{1}{2}} \delta(f_y - s) \right)
\]

Considering a regular color grid arrangement, these modulation functions localize luminance and chrominance in the frequency domain because \( \tilde{C}_i(f_x, f_y) * \delta(f_x - a, f_y - b) = \tilde{C}_i(f_x - a, f_y - b) \). Thus, the Fourier spectrum of a spatially multiplexed color image can be expressed as:

\[
l_{cfa}(f_x, f_y) = \sum_i \tilde{C}_i(f_x, f_y)
\]

\[
+ \frac{1}{8} \sum_{i \neq k} \sum_{j=0}^{3} \tilde{C}_i(f_x, f_y) - \tilde{C}_k(f_x, f_y)
\]

\[
+ \frac{1}{16} \sum_{i \neq k} \sum_{j=0}^{3} \tilde{C}_i(f_x, f_y) - 2 \delta(\tilde{C}_i(f_x, f_y) + \tilde{C}_j(f_x, f_y))
\]

Figure 4-a shows an example of the amplitude frequency spectrum of a single-color per pixel image sub-sampled according to the Bayer CFA. We clearly see nine regions where energy is concentrated. The center region corresponds to luminance, and the border regions to chrominance.

The frequency localization of luminance and chrominance signals in the Fourier domain allows us to estimate them directly in the CFA by simply selecting corresponding frequency domains. Luminance is estimated by low-pass filtering, while chrominance is estimated by high-pass filtering. The example of the luminance filter given in eq. 9 can be improved by taking into account this frequency localization and by designing a filter with better frequency selection. This will be further discussed in Section IV.

The spatial frequency representation of a CFA image also allows us to clearly formulate the visual artifacts that can arise when reconstructing CFA color images. If the spatial bandwidths of luminance and chrominance are too wide, they overlap in the frequency domain and some spatial frequency components contain the sum of the luminance and chrominance signals instead of each of them separately. In this case, demosaicing algorithms reconstruct luminance information in chrominance and vice-versa, which results in visual artifacts. As illustrated in Figure 5, there are in fact four kinds of reconstruction artifacts possible, two more than described by Topfer et al. [5].
the borders of the Fourier spectrum and luminance in the center, allowing the best distinction between them in the Fourier domain.

Figure 5: The four artifacts visible after demosaicing: (a) Excessive blurring (b) Grid effect (c) Watercolor (d) False color.

If the period is higher, the chrominance spectra would be located closer to the center of the spectrum, increasing the probability of aliasing between luminance and chrominance. The Bayer CFA is the only proposed CFA on a square grid that provides the same horizontal and vertical sampling frequency for each color and a maximum sub-sampling by a factor of two in the horizontal, vertical, and diagonal direction. Other proposed CFAs, such as stripes or interlaced stripes, have at least the horizontal or vertical direction sub-sampled by a factor of three. Also, the four-color CFA proposed recently does not provide a reduction of aliasing since its frequency pattern is identical to the Bayer and the addition of a color should reduce correlation between color channels and worsen aliasing by increasing the chrominance bandwidth. However, a CFA on a hexagonal grid should provide better reconstruction of three colors.

D. The new demosaicing algorithm

In summary, the new algorithm we propose is composed of five steps [3, 4]. First, we estimate the luminance signal from the spatially multiplexed image by low-pass filtering, for example with the filter proposed in Figure 4b. Second, we estimate chrominance by high-pass filtering. This high-pass filter can be designed to be orthogonal to the luminance filter. In that case, the chrominance signal is obtained by subtracting the estimated luminance from the CFA image. Third, we de-multiplex the chrominance by multiplying it with the modulation functions given in eq. 7, which results in three opponent chromatic and sub-sampled signals as shown in eq. 10 and 11. Fourth, we interpolate the opponent chromatic signals, using for example filters similar to the ones defined in eq. 2. Fifth, we reconstruct the original image as a sum of luminance and interpolated opponent chromatic signals to provide three color components per pixel.

It should be noted that even though this algorithm has a number of steps, it is efficient because most of the steps have little computational complexity. The most computationally expensive step is the estimation of luminance. For good estimation, a filter of size 11x11 is usually required. For our proposed filter (Fig. 4b), this results in 69 operations per pixels. The second most computationally expensive step is the interpolation of chrominance. However, since the human visual system is not too sensitive to spatial acuity in chrominance, a simple bilinear interpolation is sufficiently accurate.

IV. LUMINANCE AND CHROMINANCE FILTERS

We have seen that the reconstruction quality of the demosaicing algorithm depends on the estimation of luminance and chrominance. The luminance should be estimated directly from the CFA image to optimize the reconstruction of achromatic spatial information. A good filter design is a compromise between allotting a large enough spatial bandwidth for luminance and chrominance while reducing as much as possible the mis-categorization of each. Expressing the problem of demosaicing solely in this way, it is impossible to design filters for accurate reconstruction. Even if luminance and chrominance have a well-separated location in the Fourier domain, they have to share the Fourier space for their own representation. If we suppose that they don’t alias and that each occupies only half of the Fourier spectrum where they are represented alone, we would have the same condition as in Section II. However, luminance and chrominance do not occupy the same sized area in the Fourier domain. Luminance can be estimated with high spatial frequency, which ensures a good reconstruction of edges.

The three RGB channels are usually correlated along the wavelength dimension because the filter and sensor sensitivities \( \varphi \) generally overlap. In other words, the information captured in one channel might also be present in another one. They are also correlated in space, because neighboring pixels have a large probability to be identical. This spatial-chromatic correlation is useful in CFA images even if it is not easy to quantify and control.

There is no formal relationship between correlation and bandwidth. However, if we set a threshold beyond which
we consider the luminance and chrominance spectra no longer useful, and define the bandwidth from this threshold, we can see that the bandwidth of chrominance is narrower than that of luminance as illustrated in Figure 4-a, where the radii of the circles for chrominance are smaller than the radius for luminance.

We can define an arbitrary filter response as follows. We assume that the chrominance filters have a Gaussian response. The two parameters r₁ and r₂ are the diameters of the Gaussian function centered in the chrominance spectra, as illustrated in Figure 4-a. The choice of Gaussian shaped filters is arbitrary. Considering that we have no knowledge of the frequency distribution of the chrominance and luminance signals in a natural image (i.e. the "areas" they occupy in the Fourier spectrum), it gives a good compromise of spatial versus frequency behavior and is practical for FIR filter design. We can then iteratively compute the optimal parameters r₁ and r₂ to result in the best reconstruction in terms of CPSNR (color-peak-signal-to-noise-ratio). Note that other error criteria, such as ΔE, could also be used. Let I₁ and I₂ be the original and reconstructed images of height H and width W, expressed in integer values between 0 and 255. The CPSNR was calculated as follows:

\[\text{CPSNR} = 10 \log_{10} \left( \frac{255^2}{\text{CMSE}} \right)\]  

The resulting luminance filter, optimized for the four images given in Figure 6, is illustrated in Figure 4-b. The resulting transfer function of the filter, illustrated in Figure 4-c, shows that the radius r₁ is larger than r₂ for the images we have tested. This is because the geometry of the Fourier transform of a square grid allows for more 'space' for the chrominance in the corner (i.e. \( C_R + 2C_G + C_B \)) than for the chrominance in the middle (i.e. \( C_G - C_R \)). Consequently, this part of the chrominance should be reduced to allocate more bandwidth to luminance in this region of the Fourier space, which results in better CPSNR.

Intuitively, it would therefore be more appropriate to change the arrangement of color pixels in the Bayer CFA. We can change, for example, the amount and positioning of green and blue pixels. Red and green are usually more correlated than red and blue; their sensitivity functions overlap more. This would result in reducing the probability of aliasing between chrominance located in the middle and luminance, and allow for a better estimation of the spatial information (because \( C_R - C_G \), will be changed to \( C_G - C_R \), which occupies a smaller bandwidth). An example is given in Table 1 for the four images we have tested (see Figure 6). Note that for this example, we calculated the optimal filters for each image. The reconstruction is systematically better when the green pixels in the Bayer CFA are exchanged by red or blue. Therefore, having more green pixels in a CFA is not a better way to improve the spatial resolution of the demosaiced image, contrary to what it is generally thought. The weights of R, G and B that define luminance should be designed to optimize spatial acuity and not to match as closely as possible the human luminosity function. Visual examples of images mosaiced with the modified Bayer CFA and demosaiced by frequency selection can be found in [43].

![Figure 6: Results of the frequency selection demosaicing algorithm on four images. The same luminance filter (Figure 4-b) is used for the reconstruction.](image)

<table>
<thead>
<tr>
<th>Bayer CFA</th>
<th>R⇨G</th>
<th>B⇨G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lighthouse 33.88</td>
<td>34.43</td>
<td>34.34</td>
</tr>
<tr>
<td>Sails</td>
<td>35.72</td>
<td>36.28</td>
</tr>
<tr>
<td>Statue</td>
<td>37.70</td>
<td>37.92</td>
</tr>
<tr>
<td>Window</td>
<td>35.27</td>
<td>35.47</td>
</tr>
</tbody>
</table>

V. RESULT AND COMPARISON

In this section, we review the principal demosaicing algorithms described in the literature. There are many proposed methods, using the entire gamut of signal and image processing algorithms, from signal interpolation, neural networks, Bayesian methods, regularization method and methods specific to color science. It is not possible to discuss all the published methods and compare them with our result, because they are too numerous and the implementations are not always given with enough details. We have selected several of them that we find representative and discuss their relationship with our model
of CFA images. We also compare the performance of some of them with the performance of our demosaicing algorithm.

A. State of the art

The first approach to improve bilinear interpolation results, which exploits correlation, is based on the concept of computing hue as the ratio of two colors \( \varphi \). The underlying image model assumes that the correlation between color channels implies that the red and blue pixels are additively related to the green pixels, and an estimate of the red and blue measurements can be obtained by adding a constant to green. Assuming that hue does not change over the surface of an object, it is more reliable to interpolate color ratios instead of R, G, and B separately in terms of avoiding false color. This approach gives better results than bilinear interpolation for a reasonable increase of computation time, as shown in Table 2. However, artifacts are still visible around the border of an object or in textured regions where the assumption of constant hue does not hold.

To overcome the problem of object contours, Cok [17, 18] has proposed an improved interpolation method that takes the edges in the image into account. This approach has been generalized to an adaptive interpolation method that is also called template matching. The type of contour is classified and the interpolation changes according to the contour type. Cok [9, 18] has proposed to classify the interpolation patterns into three classes: edge, stripe and corner (a review is given in [19]). The different interpolations, based on median filtering, are applied dependent on the type of neighborhood of the interpolation point. Several authors [20-27, 42] have proposed such adaptive algorithms. These methods differ not only in the way the image template is estimated (either based on convolution kernels, image gradients or median filtering), but also in the interpolation procedure applied. The advantage of these algorithms is that they adaptively interpolate following the local content of the image and result usually in improved quality compared to non-adaptive algorithms. However, the computation time is image dependent and often longer. Improving these algorithms by taking into account more neighboring patterns results in higher computational complexity [27]. A way to avoid image dependence is to use an edge function computed from the image gradient [28-29]. This edge function is then included in the bilinear interpolation, changing the relative weight of each neighboring pixel, following the intensity of the edge. The advantage of such an approach over the adaptive methods is that edges are only computed once and known exactly from the existing pixels.

Some authors consider a CFA image to be three-dimensional in the sense that two dimensions contain spatial and one wavelength information, and propose interpolation algorithms for this sub-sampled three-dimensional space. Gupta et al. [31] propose to apply median filtering, with the vectors composed of the three colors’ neighboring pixels. Other authors [32-35] have employed this paradigm in more sophisticated ways. Jinwook et al. [34] propose the use of neural networks. Trussel et al. [33] use optimal wiener filtering. These techniques allow adding some knowledge of the physical process of sampling to the optimization. Taubman [32] proposes a de-convolution of the optical blur conjointly with the demosaicing algorithm. Unfortunately, these algorithms are application dependent and need to be optimized for each specific camera.

Some attempts at generalization have been proposed, such as using Bayesian theory where the knowledge consists of an ad-hoc function [38]. Also, Muresan et al. [30] propose to build a metric from a training set to define the interpolation class. In general, we would call these approaches “de-aliasing methods,” because they use knowledge about the image formation process. Iterative methods such as in Kimmel [28], Gunturk et al. [40] for color correction and Keren et al. [35] for regularization could also be classified in this category. As a metric defined from a training set, iteration procedures imply prior knowledge because one supposes that there will be a solution that converges.

### TABLE 2:

Comparison of CPSNR (eq. 15) and computation time between different demosaicing algorithms. The same luminance filter (Figure 4-b) is used for all images demosaiced by frequency selection.

<table>
<thead>
<tr>
<th>Lighthouse</th>
<th>Time</th>
<th>Alternating projection 1</th>
<th>Alternating projection 2</th>
<th>Frequency Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilinear</td>
<td>25.44</td>
<td>31.5</td>
<td>32.33</td>
<td>34.72</td>
</tr>
<tr>
<td>Adaptation</td>
<td>1.70</td>
<td>49.59</td>
<td>28.34</td>
<td>32.64</td>
</tr>
<tr>
<td>Alternating</td>
<td>28.43</td>
<td>34.37</td>
<td>34.89</td>
<td>36.92</td>
</tr>
<tr>
<td>Selection</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>1.65</td>
<td>48.21</td>
<td>28.34</td>
<td>32.47</td>
</tr>
<tr>
<td>Alternating</td>
<td>28.36</td>
<td>32.78</td>
<td>35.86</td>
<td>37.65</td>
</tr>
<tr>
<td>Selection</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>1.34</td>
<td>48.21</td>
<td>29.75</td>
<td>33.94</td>
</tr>
<tr>
<td>Alternating</td>
<td>27.96</td>
<td>31.46</td>
<td>34.76</td>
<td>35.40</td>
</tr>
<tr>
<td>Selection</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>1.31</td>
<td>48.87</td>
<td>27.99</td>
<td>32.08</td>
</tr>
</tbody>
</table>

In general, reconstruction methods based on interpolation are predominant. They result in efficient algorithms that can be extended by other signal processing techniques. Adams [7] has studied an approximation of the ideal filter, taking into account the neighboring pixels of different color. He found that a second derivative of the Laplacian, applied on other colors than those interpolated, acts as an interpolation corrector: Bongjin et al. [36] propose the use of splines to improve the bilinear interpolation filter. Goltzbach et al. [6] use specific two-dimensional filters to add the high frequency components of the green channel to the red and blue. Weerasinghe et al. [37] consider the green channel separately. Methods using bilateral filtering [39], a non-linear generalization of the edge-based algorithms, have also been studied. And finally, it is also possible to track the local properties of the image using wavelet decomposition [41], which allows for optimizing the correlation in spatial and frequency domain.

A recent method by Gunturk et al. [40] using wavelet decomposition to allow exchanging high spatial frequencies of red and blue with green (as previously proposed in [6]), using template matching [42] as initialization and an iterative process called “alternating projection” for
correction results currently in the best quality reconstructions that we are aware of. Our method, using linear filtering, also performs well and is computationally more efficient.

B. Comparison

We compared our demosaicing algorithm to four other methods: bilinear interpolation as described in eq. 2, constant hue [9], gradient based [28], and alternating projection [40] with either (1) bilinear interpolation or (2) template matching [42] as initialization, one level of decomposition, and eight iterations. We found that our method performed well for four images of size 384x256 pixels taken from the Kodak database. We compared CPSNR and computational time, assuming bilinear interpolation to be 1 time unit.

The reconstructed images are shown in Table 2. Our demosaicing by frequency selection method results in good CPSNR and good visual quality for a very short computation time compared with algorithms resulting in similar quality. The reconstruction of all four images uses the luminance estimator given in Figure 4b. For an illustration of the images using other demosaicing algorithms, see references [23, 27, 28, 40] that contain comparative studies for the same images.

VI. CONCLUSION

We have developed a Fourier-domain model for spatial multiplexing of color, common to CFA images and the human retina. We demonstrate that a one-color per pixel image is equivalent to a sum of luminance and sub-sampled and modulated opponent chromatic signals. In the case of a regular CFA arrangement, such as the Bayer CFA, luminance and chrominance are well localized in the spatial frequency domain. They can be estimated by appropriate frequency selection [3,4]. We also describe a method for designing a luminance estimation filter based on the estimation of the scalar luminance directly from CFA images. Additionally, we have explained the artifacts generated by the reconstruction of the image as aliasing between luminance and chrominance. These artifacts are common to all demosaicing algorithms. We can also use this representation to design optimal selection filters that provide a good and efficient demosaicing method.

This model also shows that the Bayer CFA is the most optimal spatial arrangement of three colors on a square grid. However, if we additionally take into account the correlation between color channels, the Bayer CFA should be modified to a CFA having two times more blue pixels than red and green. Such an arrangement allows estimating achromatic spatial acuity to higher frequencies.

Our demosaicing algorithm based on frequency selection performs well compared to other methods. It provides a good compromise between quality of reconstruction and computational complexity, because it can be implemented by linear filtering. Moreover, this algorithm could be extended to include some properties of previously proposed algorithm, such as adaptive interpolation or interpolation based on prior knowledge of color images. Identically, the frequency properties of a CFA image allow designing an improved interpolation in an explicit and controllable way.

There still remain two main extensions that have not yet been addressed. First, a better understanding of the spatial and chromatic statistical properties of natural color images could certainly help in the design of optimal luminance and chrominance filters. Second, it could be interesting to consider the random sampling properties of the human visual system as a model for allowing alias-free reconstruction of high spatial acuity, and to investigate how it applies to digital imaging.
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