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Abstract. To realize the full benefit from autonomy, systems will have to react 

to unknown events and uncertain dynamic environments. The resulting number 

of behaviors is essentially infinite; thus, the system is effectively non-determin-

istic but an operator needs to understand and trust the actions of the autonomous 

vehicles. This research began to tackle non-deterministic systems and trust by 

beginning to develop a user trust function based on intent information displayed 

and the prescribed bounds on allowable behaviors/actions of the non-determinis-

tic system. Linear regression shows promise on being able to predict a person’s 

confidence of the machine’s prediction.  Linear regression techniques indicated 

that subject characteristics, scenario difficulty, the experience with the system, 

and confidence earlier in the scenario account for approximately 60% of the var-

iation in confidence ratings. This paper details the specifics of the liner regression 

model – essentially a trust function – for predicting a person’s confidence. 
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1 Introduction 

A primary goal is for public and civil operators is to have one person managing several 

vehicles with different mission goals. To realize the full benefit from autonomy, these 

systems will have to react to unknown events and uncertain dynamic environments. The 

resulting number of behaviors is essentially infinite; thus, the system is effectively non-

deterministic. So, rather than verify that an autonomous agent provides the correct an-

swer in all cases, an impossibility with a non-deterministic system, instead determine 

whether verifying a defined solution space (i.e., bounds on system behavior) is feasible. 

An operator overseeing a group of autonomous vehicles is a direct application of this 

approach. The operator needs to understand and trust the actions of autonomous vehi-

cles. Achieving trust will become even more difficult and complicated if vehicles are 

able to make effectively non-deterministic decisions. An operator may learn to not trust 

or have confidence in such a vehicle if he is unable to understand why an autonomous 

vehicle is taking a particular action, which could result in system-wide failures and 

limited system performance due to the operator overriding the autonomous vehicle’s 

protocols. Conversely, if the operator relies on autonomy in excess of its behavioral 

bounds, he may lose situation awareness of the system as a whole with consequences 
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ranging from suboptimal system performance to potentially catastrophic for conditions 

falling outside the autonomous vehicle’s behavior boundary constraints. This research 

began to tackle these problems by trying to quantify the solution space non-determin-

istic systems inhabit as a function of the mission and then informing the operator of this 

solution space to foster trust and increase efficiency of the system as a whole. 

The overall objectives were two-fold – (1) verifying bounds for non-deterministic 

decisions and (2) fostering trust in the actions taken by autonomous agents by making 

their decision process transparent to the operator. Objectives for this initial experiment 

were to (a) develop a non-deterministic system that operates within known bounds, (b) 

develop a display that shows possible outcomes from the current state, and (c) begin to 

develop a user trust function based on intent information displayed and the prescribed 

bounds on allowable behaviors/actions of the non-deterministic system. The autono-

mous agent had responsibility for mission performance that entailed trajectory planning 

and replanning in response to unanticipated events such as weather, other aircraft, etc. 

without outside operator supervision. The system behavior bounds were dependent on 

vehicle internal state self-knowledge, external environment represented by sensor data, 

and associated uncertainty. To have known and hence prescribed bounds, a modified 

Chua’s circuit [1, 2] initially modeled the non-deterministic system. Autonomous agent 

intent information to display for user trust function initial development involved a drone 

arriving at its next waypoint at a specified latitude, longitude, altitude and time – a 4D 

trajectory. 

2 Background 

Research is just beginning on displaying possible outcomes and decision making (for 

example, see [3-5]) and previous research on trust focused on subjective measures (for 

example, see [6, 7]) rather than objective measures. Various models and questionnaires 

to define trust have been developed. For example, Hoff and Bashir [8] developed a 

three-layered framework for trust. This framework contains dispositional trust, which 

includes personality traits, situational trust, which encompasses workload, task diffi-

culty and self-confidence, and learned trust, which includes experience with the system, 

knowledge of system performance and transparency. Others have found that personality 

traits may not significantly affect trust; instead, trust was more affected by the autono-

mous agent characteristics and the task characteristics [9]. 

The Army Research Laboratory has focused recently on agent transparency effects 

on operator trust [10-13]. They have found that increasing transparency increased op-

erator’s trust [10] but this increase is limited [11]. With this added information on agent 

transparency, increases in operator workload may occur due to additional information 

the operator must pay attention to; however, recent research indicated that added trans-

parency information did not significantly increase workload [14, 15]. 

The Army Research Laboratory situation awareness-based agent transparency (SAT) 

model [12] mirrors Endsley’s situation awareness model [16, 17] in that it has three 

levels. The first level consists of basic information such as purpose, process, and current 

performance and status. The second level consists of rationale or the agent’s reasoning 

process which may include environmental and other constraints. The third level consists 



of outcomes and includes projections of future outcomes, uncertainty, likelihood of 

success, and performance history. 

Considering Chen’s, et al. SAT model [12] and trust questionnaires [7-9], operator 

personality traits, autonomous agent history, and the task itself, this initial experiment 

looked to develop an objective trust function. This trust function could then be used to 

predetermine the needed information to provide to an operator to ensure trust is main-

tained among all agents and to maintain trust during an operation by changing the in-

formation provided to the operator based on signal variations. This will allow for an 

optimal system by ensuring that a lack of trust does not lead to an operator overriding 

the system [18] and that excessive trust does not lead to a lack of operator situation 

awareness [19]. 

This research looked to define objective measures that estimate user trust in a system. 

First, a non-deterministic system that operates within known bounds was designed and 

is described in sections 3.1 and 3.2. Second, a simple display indicating the predicted 

state of a drone arriving at a 4D gate was designed and is described in section 3.3. 

Lastly, a human-in-the-loop experiment, described in section 4, collected user trust of 

the system and this data was used to develop an initial trust function described in section 

5. 

3 Setup 

3.1 Chua’s Circuit 

A Chua’s circuit was used to mimic a non-

deterministic system that operates within 

known bounds. Chua's circuits have values 

that are theoretically provable to fall 

within a defined range [1, 2, 20]. A basic 

Chua's circuit is shown in Fig. 1. The Chua 

diode consisted of resistors 1 thru 6. The 

gyrator, or inductor, consisted of resistors 

7 thru 10 and the capacitor C. The values 

for these resistors, inductor, and capacitor 

were from [20]. C1, C2, and R depended on 

the scenario. Because four values were 

needed, the Chua's circuit was run twice 

with the same C1 and C2 values but with 

different R values. C1 ranged from 8 nF (nanofarad) to 10 nF, C2 ranged from 80 nF to 

100 nF, and R ranged from 1800 Ohms to 2100 Ohms. 

3.2 Flight Paths 

The drone followed four types of trajectory paths. The first was constant velocity lati-

tude and longitude change with constant altitude. The second was constant velocity 

Fig. 1. Diagram of Chua’s circuit (figure 

from  http://www.chuacircuits.com/ 

matlabsim.php). 



latitude and longitude change with constant changing altitude (ascending or descend-

ing). The third consisted of a smooth boustrophedon pattern with constant changing 

altitude (ascending or descending) ((a)) and the last trajectory was a constantly ascend-

ing or descending helix ((b)). 

The Chua's circuit simulated the drone's 

deviation from the flight path, specifically 

longitude, latitude, altitude, and time. The 

absolute maximum or bounds of the Chua's 

circuit to the prescribed flight paths had 

three variation levels – low, medium, and 

high (normalized latitude, longitude, alti-

tude = ±10, ±12, ±14 and time = ±5, ±7, ±9 

respectively) – and one scenario that actu-

ally exceeded the bounds at the end of the 

run – Exceed (latitude, altitude = ±14, lon-

gitude = ±16 and time = ±7). Fig. 3 depicts 

an example of the prescribed path and de-

viations from the prescribed path as gener-

ated from the Chua's circuit. 

3.3 Displays 

Each subject saw several different displays – (1) trajectory display only, (2) trajectory 

display plus predicted deviation from prescribed gate, (3) previous plus deviation bars, 

(4) previous plus predicted deviation values from prescribed gate, and (5) previous plus 

likelihood of predicted deviation values from prescribed gate. 

Trajectory Display. The trajectory display showed the current position of the drone 

relative to its prescribed latitude, longitude, and altitude positions (left side of Fig. 4). 

Fig. 3. Example constant velocity lati-

tude and longitude change with constant 

altitude flight path with low variation. 

(a) Boustrophedon flight path with con-

stantly changing altitude. 

(b) Constantly ascending or descending 

helix flight path. 

Fig. 2. Boustrophedon and helix flight paths. 



 

Fig. 4. Trajectory display plus predicted deviation from prescribed gate. Predicted position devi-

ation is normalized. Prescribed bounds area is a green shade while outside the prescribed bounds 

area is a red shade. Predicted position dot and its text is same color as the area it is in. 

Trajectory Display plus Predicted Deviation from Prescribed Gate. This display 

added a panel to show the weighted average predicted deviation from the prescribed 

gate which was to be reached at the end of the run (right side of Fig. 4). The green area 

indicated the acceptable prescribed bounds which were ±10 units for latitude, longitude 

and altitude and ±5 sec for time. The red areas were exceedances of these bounds. The 

predicted position was a function of the 5 sec moving average velocity of latitude, 

longitude, altitude, and time. If a value was predicted to exceed the bounds when the 

drone was to reach the gate, the dot and its associated text were colored red otherwise 

they were green. The light dotted white line between the values was there to aid the 

subject in lining up the dot location with its heading text. 

Trajectory Display plus Predicted Deviation from Prescribed Gate with Deviation 

Bars. This display added deviation bars that indicated the range of possible values (Fig. 

5). The deviations were a function of average velocity and velocity of the 4D gate. The 

high and low values did not have to be equal. 

Trajectory Display plus Predicted Deviation from Prescribed Gate with Deviation 

Bars and Predicted Deviation Values. This display added predicted deviation values 

for the predicted value and its high and low value (Fig. 5). As with the dots being color 

coded, the values were the same color as where the value resided. So, if the value was 

within the prescribed bounds, the number was green; otherwise the number was red. 

Current drone position 
(blue) 

Prescribed path 
(magenta) 

green 

red 



Trajectory Display plus Predicted Deviation from Prescribed Gate with Deviation 

Bars, Predicted Deviation and Likelihood of Predicted Deviation Values. The  final 

display added the likelihood of the predicted deviation values (Fig. 5). As before, the 

percentages were the same color as the predicted deviation values. 

3.4 Confidence Rating Question 

At three points during each data run (at 10 sec, 20 sec, and at the end of the run), the 

scenario paused so that subjects could answer “How confident are you that the drone 

would reach its gate?” This question was on a scale of 0, no confidence that the drone 

would reach its gate within the prescribed boundaries, and 100, absolutely sure that the 

drone would reach its gate within the prescribed boundaries. 

3.5 Electronic NASA-TLX Questionnaire 

At the end of each run, subjects completed an electronic version of the NASA Task 

Load Index (NASA-TLX) [21]. This questionnaire was always the last set of questions 

presented at the end of the 30 sec run. 

4 Procedure 

Each subject had 15 data runs – 3 with each of the displays described in section 3.3. 

Each data run lasted for 30 sec and at the 10 sec, 20 sec, and 30 sec points, the scenario 

Fig. 5. Predicted deviation from prescribed gate with devi-

ation bars, predicted deviation values at next gate, and like-

lihood of current deviation at next gate. As with Fig. 4, text 

color matches the area the value is in. 



paused so that the subject could answer the questions described 3.4. At the end of the 

run, subjects also completed an electronic version of the NASA-TLX. At a change of 

display, subjects had 2 practice runs that behaved just like the data runs. 

5 Results for End Confidence Rating 

Data was analyzed using IBM® SPSS®1 V24 automatic linear regression techniques. 

Significance was taken at p0.05. 

The linear regression to predict confidence rating at the end of the run had an accu-

racy of 62%. The significant factors are earlier confidence ratings during the run, sub-

ject personality, path deviation level, when the run occurred, and an intercept of 36 (Eq. 

1). 
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5.1 Earlier Confidence Ratings Effects on End Confidence Rating 

From Eq. 1, the confidence rating at the 10 sec interval affected the end confidence 

rating by a factor of 0.21 (p  0.01; importance = 0.15) and the confidence rating at the 

20 sec interval affected the end confidence rating by a factor of 0.24 (p 0.01; im-

portance = 0.16). As can be seen in Fig. 6, the confidence ratings during a run increase 

as the run continues. Thus, as the run continues, newer information influences the end 

confidence rating the most. 

                                                           
1The use of trademarks or names of manufacturers in this report is for accurate reporting and does 

not constitute an official endorsement, either expressed or implied, of such products or manu-

facturers by the National Aeronautics and Space Administration. 



 

Fig. 6. Confidence rating at 10 s into run (gray triangles) and at 20 s into run (black circles) by 

subject. The gray dotted line indicates the average confidence rating at 10 sec and the black dotted 

line indicates the average confidence rating at 20 sec. 

5.2 Subject Effects on End Confidence Rating 

Subject personality had a significance of p  0.01 and an importance of 0.30. There 

were 3 groups of subjects (Fig. 7). In general, subjects that had low frustration and good 

performance added 15 points to their end confidence rating and subjects that had some 

frustration and slightly lower performance with the task added 9 points to their end 

confidence rating. Subjects that had high frustration and poor performance on the task 

added no additional points to their end confidence rating. 

5.3 Scenario Level Effects on End Confidence Rating 

Scenario level, or path deviation level, had a significance of p  0.01 and an importance 

of 0.24 (Fig. 9). Scenarios which had a path deviation of at least ±14 in latitude, longi-

tude, and altitude and ±9 in time decreased the end confidence rating by nine. Not sur-

prisingly, vehicles that deviate quite a bit from the planned path resulted in a lower 

confidence rating. 



5.4 Run Occurrence Effects on 

End Confidence Rating 

Finally, when the run occurred had a 

significance of p  0.02 and an im-

portance of 0.10 (Fig. 9). The first and 

last runs, which added 6 points to the 

end confidence rating, were in a sepa-

rate group from the middle runs. This 

may indicate an operator attentional 

lag in the middle of a mission. 

5.5 Linear Regression End 

Confidence Rating 

Prediction  

Fig. 10 shows an example predicted 

end confidence rating for a subject in 

group 1 by run number. Absolute error 

was calculated using Eq. 2. The mean 

absolute error was 5.5 with an standard 

error of the mean of 1.6, maximum ab-

solute error of 24.3 and a minimum ab-

solute error of 0.2. Table 1 indicates the above values for all subjects. As can be seen 

in Table 1 and Fig. 10, the absolute mean error is approximately 10 indicating that the 

linear regression equation can predict the end confidence rating of a person fairly accu-

rately. 
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Group 1: 

+15 

Group 2: 

+9 

Group 3: 

+0 

Fig. 7. End confidence rating by subject. The 

black dotted line indicates the average end con-

fidence rating for each subject. Light grey in-

dicates easy and medium scenario difficulty 

and black indicates hard scenario difficulty. 

Circles indicate mid-runs and squares indicate 

early and late runs. 

Fig. 9. End confidence rating by grouped 

scenario difficulty box plot. Bow tie indi-

cates the mean. 

Fig. 9. End confidence rating by grouped 

run occurrence box plot. Bow tie indicates 

the mean. 



Table 1. End confidence rating mean error statistics for each subject. Absolute error is calculated 

using Eq. 2. 

Subject 

Mean 

Absolute 

Error 

Absolute 

Standard Error 

of the Mean 

Absolute 

Maximum 

Error 

Absolute 

Minimum 

Error 

5 5.5 1.6 24.3 0.2 

8 9.5 2.8 40.4 0.5 

6 6.0 0.9 13.8 1.5 

3 9.8 1.8 23.0 1.2 

1 7.0 1.4 17.4 0.1 

2 8.7 1.5 20.7 0.0 

4 8.3 1.5 21.3 0.2 

7 10.4 1.8 22.3 0.3 

9 24.6 3.6 43.1 0.1 

6 Discussion 

The above results indicate that an op-

erator’s confidence or trust can be 

predicted by objective measures (see 

Eq. 1). Each successive confidence 

rating builds on previous confidence 

ratings for a particular run. The func-

tion also is dependent on the sub-

ject’s personality with regards to 

workload, how easily he may be-

come frustrated, and his perfor-

mance. The time or experience 

within a mission also affects trust. 

Lastly, if the vehicle has large devi-

ations from the proscribed path, con-

fidence decreases. Although the in-

formation provided on the display 

did not affect the linear regression, it 

did highlight the deviations; therefore, 

this variable may have rolled up into 

the scenario deviation variable. In 

general,  

  ,    ,  .Trust f personality observed path deviation experience  

7 Conclusions 

A primary goal is for public and civil operators is to have one person managing several 

vehicles with different mission goals. To realize the full benefit from autonomy, these 

Fig. 10. Example end confidence rating of a sub-

ject (black icons) compared to predicted end 

confidence ratings (gray icons). Circles indicate 

easy and medium scenario difficulty. Squares 

indicate hard scenario difficulty. 



systems will have to react to unknown events and uncertain dynamic environments. The 

resulting number of behaviors is essentially infinite; thus, the system is effectively non-

deterministic. 

Even with the system effectively non-deterministic, an operator needs to understand 

and trust the actions of the autonomous vehicles in order for the system as a whole to 

operate optimally. This research began to tackle non-deterministic systems and trust by 

beginning to develop a user trust function based on intent information displayed and 

prescribed bounds on allowable behaviors/actions of the non-deterministic system. Lin-

ear regression shows promise on being able to predict a person’s confidence of the ma-

chine’s prediction.  Linear regression techniques indicated that subject characteristics, 

scenario difficulty, the experience with the system, and confidence earlier in the sce-

nario account for approximately 60% of the variation in confidence ratings. 

However, these results are preliminary because this experiment entailed a few short 

runs with a limited subject pool.  Additional and longer runs will better determine how 

time affects confidence.  A larger subject pool will aid in determining more precise 

subject characteristics that affect confidence. This will simplify the trust function in that 

it will not have to be tuned to each individual. Furthermore, even though varying 

amounts of information were provided, the primary driving factors appears to be time 

and the amount of deviation from path. The information provided on the displays may 

have been rolled into the deviation from path variable. Therefore, additional research 

needs to be conducted in order to better refine the effects of deviation and the infor-

mation provided. 

In any case, trust appears to be a function of personality, deviation, and time. With 

a parametric function, user trust could be predicted. With this prediction, additional 

information could be provided to maintain an appropriate level of trust. The appropriate 

level of trust maintained among team members, whether they be human or machine, 

will help enable a system to perform optimally. Lastly, providing detailed information 

regarding the reasoning behind the prediction (second level of the SAT model) may 

also beneficially affect the trust function. 
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