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ABSTRACT 

This paper addresses the problem of semi-automatic image 

registration on planetary images. A joint feature-based and 

area-based approach is proposed. Firstly, the most relevant 

craters are extracted from the two images to register, and 

then, registration is performed in two steps. The first step 

matches the craters extracted from the images based on a 

generalized Hausdorff distance. In the second step, the 

mutual information between the two images is maximized to 

achieve high registration accuracy. Craters are detected by a 

stochastic-geometry approach based on a marked point 

process model and of a multiple-birth-and-cut energy 

minimization algorithm. The experimental validation is 

carried out with 13 images for the crater extraction stage, and 

with 20 semi-synthetic pairs of images with ground truth and 

several images extracted from actual multi-temporal lunar 

scenes for the registration phase. 

 

Index Terms — Marked Point Processes, Multiple Birth 

and Cut, Featured-Based Image Registration, Area-Based 

Image Registration, Mutual Information, Planetary Images. 

1. INTRODUCTION 

An increasing number of images have been collected by 

different planetary missions over the past few decades. The 

collected data exhibit different characteristics that depend on 

the kind of sensor employed, the time of acquisition, the 

illumination conditions, etc. To benefit from the wealth of 

information provided by these multiple data sets, (semi) 

autonomous and fast registration is necessary, since it allows 

the comparison and fusion of data acquired by different 

sensors and/or at different times. In the literature the problem 

of image registration is generally approached in one of the 

following three ways: 1. based on ground control points or 

other spatial features, such as from a scale-invariant feature 

transform (SIFT) [1]; 2. considering the entire image area and 

making comparisons based on some global area-wise metric, 

such as the mutual information [2]; 3. through Fourier, 

wavelet, or shearlet transforms [3], [4]. The goal of this work 

is to achieve high accuracy and (semi) autonomous 

registration of planetary images. A joint feature-based / area-

based approach is used. A good feature extraction procedure 

is the first step to achieve the objective, since registration 

generally requires prior accurate extraction of spatial 

features. Different types of spatial structures of variable size 

and shape characterize planetary surfaces. Among the typical 

features, craters play a primary role. In order to overcome the 

typical problems of planetary images with limited contrast, 

poor illumination, and a lack of good features, an 

unsupervised approach for the extraction of planetary craters, 

based on a marked point process (MPP) is employed in this 

work, extending the previous work in [5]. The framework is 

stochastic and the goal is to minimize an energy function on 

the state space of all possible configurations of objects 

(craters), using a multiple birth and cut (MBC) algorithm. 

After this feature extraction step, the actual registration 

technique proceeds as follows: first, a generalized pattern 

search algorithm minimizes an energy function that matches 

the features extracted from the two images to register; then, 

the maximization of the area-based mutual information (MI) 

between the two images is performed in a smaller search 

space using simulated annealing. This two-step process aims 

at jointly combining the well-known accuracy of MI-based 

registration, sensitivity to the main spatial features in the 

input data, and computational efficiency. 

2. METHODOLOGY 

The proposed method is structured as follows: (i) first, crater 

extraction is performed as a first step to extract useful features 

for registration; (ii) then, the minimization of a function that 

describes the relationship between the features extracted from 

the reference and input images is performed; (iii) finally, the 

maximization of the mutual information between the two 

images in a small neighborhood of the transformation found 

at step (ii) allows highly precise registration to be achieved. 

2.1 Crater Detection 

Following the high detection rate of different objects reported 

in [7], and considering the previous works with the same 

goals in [5] and [6], an MPP-based approach, aimed at 

detecting elliptical objects, is proposed here for crater 

detection. 

 

2.1.1. Marked Point Processes 

The MPP framework defines probabilistic models on 

configuration spaces consisting of an unknown number of 

parametric objects. Markov properties allow the introduction 

of local interactions and the definition of a prior on the object 

distribution in the scene. This framework can be interpreted 
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as a generalization of the Markov random field (MRF) theory, 

where the number of random variables is unknown and are 

not associated with a predefined pixel lattice. Moreover, an 

object is associated with each variable, on which some 

geometric constraints can be modeled. 

Given a bounded subset 𝑃 of ℜ2, a point process 𝑋 is a 

measurable mapping from a probability space (𝛺, 𝐴, 𝑝) 

(where 𝛺 is the certain event, 𝐴 is the event space, and 𝑝 is a 

probability measure) to configurations of points on 𝑃, i.e., a 

random variable whose realizations are random 

configurations 𝑥 of points: 

𝑥 = {𝑥1, … , 𝑥𝑛}, 

where 𝑥𝑖 ∈ 𝑃 is the 𝑖-th point in the image plane. These 

configurations belong to a measure space (𝛹, 𝐵, 𝜇) where 𝛹 

is the collection of all finite subsets of 𝑃, 𝐵 is a 𝜎-algebra 

over 𝛹, and 𝜇 is a measure on the configuration space. An 

MPP is a point process defined by a density function with 

respect to the Poisson measure. 

A configuration of an MPP consists of a set of marked points, 

i.e. a set of parameters associated with each point. In image 

analysis, these parameters are geometrical features related to 

that particular point. So, it is possible to state that each 

realization of an MPP represents a model for the spatial 

distribution of several objects in the scene. The probability 

distribution of an MPP is uniformly continuous with respect 

to a Poisson measure on 𝑆. 

 

2.1.2. MPP Formalization for Crater Extraction 

A crater can be modeled as an ellipse with low eccentricity. 

In this sense, it is possible to define an MPP where the objects 

are ellipses, so each point has the characteristics features of 

an ellipse as marks. In this work five parameters have been 

adopted to characterize the ellipse: the center coordinates 

(𝑏, 𝑐), the major axis 𝑎, the eccentricity 𝑒, and the orientation 

angle 𝜗. (𝑏, 𝑐) is a Poisson point in the image plane, while 

(𝑎, 𝑒, 𝜗) is the corresponding mark; 𝑛 such 5-tuples are a 

realization of the MPP 𝑋 used here for crater detection. 

In particular, a binary image 𝐼𝑔 that shows the object 

boundaries in the image is first computed through Canny’s 

filter. Then, 𝐼𝑔 is modeled as a configuration of ellipses whose 

positions and attributes are realizations of the MPP 𝑋. 

 
2.1.3. The Proposed Energy Function 

Similar to the case of MRFs, Bayesian inference with MPPs 

can be formalized in terms of minimum-energy problems. 

The energy function must take into account both the possible 

interactions between the geometric objects 𝑥1, 𝑥2, … , 𝑥𝑛 in 

the configuration 𝑥 and the way they fit the data (in particular, 

the extracted contours). 

So, starting from [5], the energy is divided into two terms, a 

prior contribution and a likelihood component: 

𝑈(𝑥|𝐼𝑔) = 𝑈𝑝(𝑥) + 𝑈𝐿(𝐼𝑔|𝑥). 

The prior 𝑈𝑝 describes the general aspect of the desired 

solution. In our case, it is useful to penalize overlapping 

craters, so 𝑈𝑝 is defined so that it grows with the overlapping 

area between two ellipses and saturates when they overlap 

more than 10% of their overall area: 

𝑈𝑝(𝑥) = {

1

𝑛
∑

𝑥𝑖 ∩ 𝑥𝑗

𝑥𝑖 ∪ 𝑥𝑗
𝑥𝑖∗𝑥𝑗

     𝑖𝑓 𝑥𝑖 ∩ 𝑥𝑗  ≤ 0.1 𝑥𝑖 ∪ 𝑥𝑗

1                                             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

where 𝑥𝑖 ∩ 𝑥𝑗 and 𝑥𝑖 ∪ 𝑥𝑗 denote the areas of the intersection 

and the union of the ellipses 𝑥𝑖 and 𝑥𝑗 in the configuration 𝑥 

and 𝑥𝑖 ∗ 𝑥𝑗 = true if and only if the intersection is nonempty. 

Then, the likelihood term 𝑈𝐿 is defined as: 

𝑈𝐿(𝐼𝑔|𝑥) = 𝑈𝐷(𝐼𝑔|𝑥) + 𝑈𝑆(𝐼𝑔|𝑥), 

where 𝑈𝐷 represents a measure of distance between the 

configuration and the contours extracted from the data, and 

𝑈𝑆 is a measure of similarity between the configuration and 

the data. 𝑈𝑆 is defined as a correlation measure: 

𝑈𝑆(𝐼𝑔|𝑥) = −
|{(𝑢, 𝑣): 𝐼𝑔(𝑢, 𝑣) = 1 & ∏(𝑢, 𝑣|𝑥) = 1}|

|{(𝑢, 𝑣): 𝑁𝑔(𝑢, 𝑣|𝑥) = 1}|
, 

where (𝑢, 𝑣) are the spatial coordinates in the image plane; 
∏(𝑢, 𝑣|𝑥) is the projection of the configuration 𝑥 such that 

∏(𝑢, 𝑣|𝑥) = 1 if (𝑢, 𝑣) belongs to the boundary of at least 

one ellipse in 𝑥; 𝑁𝑔(𝑢, 𝑣|𝑥) is an annulus around each ellipse 

and is used to consider just the neighborhood pixels and not 

to penalize small ellipses; and there is a minus sign so that 

minimizing energy favor maximizing correlation. 

The data term 𝑈𝐷, is computed at the object level: for each 

ellipse in the configuration, the distance from the extracted 

Canny contour points is computed: 

𝑈𝐷(𝐼𝑔|𝑥) = ∑
𝑑(𝑥𝑖 , {(𝑢, 𝑣): 𝐼𝑔(𝑢, 𝑣) = 1 })

𝑎𝑖
𝑖

 

where the major axis 𝑎𝑖 of each ellipse is included for 

normalization purposes. The distance 𝑑 adopted in this work 

is the Hausdorff distance. 

 

2.1.4. Multiple Birth and Cut (MBC) 

Common (e.g., direct or gradient-based) minimizers are often 

not effective for the minimization of the energy of an MPP 

because the minimization problem is challenging with many 

local minima and a huge search space. On the contrary, MBC 

was shown to be an efficient tool for the minimization of 

MPP energies [7]. It is based on graph cuts and is iterative: 

     Initialization of the number 𝑅 of ellipses to be added in 

each iteration and of the iteration count 𝑡 = 0, and generation 

of an initial configuration of ellipses 𝜔0. 𝑅 only impacts 

convergence speed and not detection accuracy.  

     Birth Step: Generation of a new configuration 𝜔′ of 𝑅 

non-overlapping ellipses in the scene by sampling 𝑅 new 

ellipses according to a posterior probability distribution 

proportional to exp[−𝑈(𝑥|𝐼𝑔)] [7]. 

     Graph Construction: a graph is constructed for 𝜔 =
𝜔𝑡 ∪ 𝜔′. Each node represents an ellipse. Edges link ellipses 

to each other and to terminal nodes (source and sink) to be 

used for the Max-Flow/Min-Cut processing of graph cut 



optimization. Edge weights are assigned to both types of link 

according to energy terms: details can be found in [7]. 

     Graph Cut: the Max-Flow/Min-Cut algorithm in [8] is 

applied to perform a binary classification between surviving 

and removed ellipses (see [7] for details). 

     Convergence: the steps listed above are iteratively 

repeated until the cut returns the same configuration for a 

predefined (large) number of consecutive times. 

 

2.1.5. Wavelet Decomposition 

Since the computational burden of MBC strongly depends on 

the size of the input image, wavelet decomposition is used to 

obtain an important speed-up factor. A decimated 2D discrete 

wavelet transform is applied to the input image. In particular, 

four levels of decomposition are computed by keeping at each 

step only the low-pass transformed image. Then, the crater 

detection algorithm is applied recursively from the coarsest-

level decomposed image going back until the original image. 

At each step, all the regions where ellipses have been found 

at the previous (coarser) levels are removed from the search 

space, by erasing the corresponding Canny contours. 

Therefore, a substantial reduction in computation time is 

obtained without sacrificing detection accuracy. 

2.2. Image Registration 

The registration is performed in two steps: the first one 

matches the extracted features from both images, while the 

second one maximizes the mutual information in a small 

neighborhood of the transformation obtained by the first step. 

 

2.2.1. First Step of Registration 

According to the nature of the two images to be registered it 

is possible to match the craters extracted from the reference 

image with the Canny contours extracted from the input 

image, or to match the craters extracted from both the 

reference and input images. In the former case, the 

minimization is performed on a functional 𝑈𝑡𝑜𝑡(𝑝) which is 

similar to the likelihood term of the aforementioned energy 

and is a function on the vector 𝑝 of the parameters of a 

Rotation Scale Translation (RST) transformation: 

𝑈𝑡𝑜𝑡(𝑝) = ∑
𝑑(𝑥𝑖 , 𝐼𝑔

𝑝
)

𝑎𝑖  

𝑛

𝑖=1

−
 {(𝑢, 𝑣) ∈ 𝐼𝑔

𝑝
: Π(𝑢, 𝑣|𝑥) = 1 }

 |𝐼𝑔
𝑝

|
 

where 𝐼𝑔
𝑝
 is the RST transform of the set {(𝑢, 𝑣): 𝐼𝑔(𝑢, 𝑣) =

1 } of Canny contour points. In the latter case, the minimization 

is performed by minimizing the Hausdorff distance between 

the ellipses extracted in the two images. This second option 

is especially useful in the case of multi-temporal images in 

which Canny contours differ substantially at distinct 

observation times. In both cases, minimization is performed 

by considering user-defined rectangular crops of the images 

to be registered, in which at least two craters are present. On 

one hand, this human-in-the-loop component makes the 

procedure not fully automated. On the other hand, the 

proposed method largely reduces the need for human 

intervention as compared to classical interactive registration 

procedures based on the selection of control points. 

Furthermore, this region-of-interest selection can be 

automated as well. 

The minimization of  𝑈𝑡𝑜𝑡(𝑝) is performed using a 

generalized pattern search (GPS) algorithm [10] where the 

mesh is created with the GPS Positive basis 2N method and 

the search phase is performed through a genetic algorithm. 

 

2.2.2. Second Step of Registration 
The first step gives a transformation result 𝑝’. To improve 

registration performances, a further step of maximization of the 

mutual information between the two images is also performed in 

a neighborhood of 𝑝’, thus finding a further RST transformation 

𝑝’’. The maximization is performed using simulated annealing. 

3. EXPERIMENTAL RESULTS 

Three sets of experiments have been conducted. The first set 

deals with the accuracy of crater detection. The second set 

deals with the evaluation of registration performances on 

semi-synthetic data for which the reference image is a real 

planetary image and the input image is an RST transform of 

the reference image (with some additive Gaussian noise). For 

these experiments, the ground truth transformation is always 

available and performances can be evaluated quantitatively 

through the root mean square (RMS) error between the 

computed and the true transformations [9]. The third set of 

experiments deals with the registration of pairs of multi-

temporal images; in this case the data are fully real, so the 

evaluation of the performances is performed using a 

checkered visual representation where squares are taken 

successively from the reference and the input image. 

3.1. Crater Detection Results 

Crater detection accuracy has been tested on 12 different 

images taken by the Thermal Emission Imaging System 

(THEMIS) or High Resolution Stereo Camera (HRSC) 

sensors orbiting around Mars. The results present a high 

precision of detection, but not all the craters have been found: 

this is due to the fact that for registration purposes the focus 

was in the bigger craters. Table 1 presents the quantitative 

results for crater detection. The three quantities in the table 

are defined as follow: 

𝐷 = 100 ⋅
𝑇𝑃

𝑇𝑃+𝐹𝑁
     𝐵 =

𝐹𝑃

𝑇𝑃
     𝑄 = 100 ⋅

𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
 

where 𝑇𝑃 are the true positives, 𝐹𝑁 the false negatives and 

𝐹𝑃 the false positives. 

Table 1 - Quantitative results for crater detection 

Data D (%) B Q (%) 

THEMIS 81.5 0 81.5 

HRSC 73.7 0 73.7 

Average 77.6 0 77.6 

Please note that 𝐵 is always equal to zero because in all the 

experiments no false positives were present. The reason lies 

in the way the algorithm was designed: since the extraction 

of the craters from the image scene is important for 



registration purposes, it is better to find fewer craters without 

any false alarm rather than finding craters that do not exist. 

4.2. Registration Results: Semi-Synthetic Data 

The simple minimization of an energy function that matches 

the extracted craters of the reference image with the contours 

of the input image gives good results. Then, the introduction 

of a final step of maximization of the mutual information 

allows to significantly decrease the RMS found after the first 

step of registration, guaranteeing the registration RMS to be 

always under the unity. Table 2 reports the average values of 

the RMS found by applying the algorithm to 20 different 

couples of semi-synthetic data, each obtained from 10 

THEMIS and 10 HRSC images. Subpixel accuracy was 

obtained in all cases. These results suggest the effectiveness 

of the proposed method. 

Table 2 - RMS results on two different sensors. 

Image Pairs Average RMS 

On 10 THEMIS images 0.54 

On 10 HRSC images 0.59 

On all 20 images 0.565 

4.3. Registration Results: Real Data 

Figure 1 shows an example of registration results obtained 

from a couple of multi-temporal images of the Moon surface 

acquired by the Lunar Reconnaissance Orbiter Camera 

(LROC).  

 

Figure 1 - (a) reference image, (b) input image, (c) and (d) 

checkered representation before and after registration 

transformation vector for registration found:  

[𝒕𝒙 = 𝟏𝟑. 𝟎𝟏; 𝒕𝒚 = −𝟐𝟖. 𝟕𝟖;  𝒔𝒄𝒂𝒍𝒆 = 𝟏;  𝝑 = 𝟎. 𝟎𝟏] 

For these experiments the ground-truth transformation is not 

available so, a representation as the one in the figure above, 

is a good way to understand the goodness of the registration 

procedure. Several tests have been conducted on images 

similar to the ones in Figure 1, achieving always good 

registration accuracy. 

5. CONCLUSION 

In this work, the problem of registering planetary images 

acquired has been addressed. Experiments with data from 

three sensors orbiting around Mars and the Moon has 

suggested that the proposed approach, based on crater 

extraction through MPPs and a two-step registration process, 

is effective. High accuracy was also obtained in the crater 

detection phase by itself. These results suggest that the 

proposed formalization of this detection problem through an 

MPP model in a stochastic geometry framework is effective. 

Indeed, the flexibility of MPP modeling in characterizing 

random distributions of parameterized objects in the image 

plane, which was proven in several applications to road, 

building, tree, flamingo, boat, etc., detection, was confirmed 

in this application to crater extraction from planetary data as 

well. In future work, the method will be further tested for the 

registration of multi-sensor images. 
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