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Abatract

The MC2/64 system is a configursable multi-user transputer- based system which was
designed using a modular approach. The M2/64 consists of MC? Clusters which are
connected using a modified Clos network. The MC? Clusters were designed and
realised as completoly configurable modules using and extending an algorithm based on
Bulerian cycles through a requested graph, This dissertation discusses the configuration
algorithm and the extensions made to the algorithm for the MCZ2 Clusters.

The total MC2/64 system is not completely configurable as a MC2 Cluster releases only
a limited number of links for inter-cluster connections. This dissertation analyses ihe
configurability of MC2/64, but also presents algorithms which enhance the usability of
the system from the user’s point of view,

The design and the implementation of the network control software are also submitted
as topics in this dissertation. The network contro] software must allow maultiple users to
use the system, but without them influencing each other’s transputer domains,

This dissertation therefore secks to give an overview of network control problems and
the solntions implemented in current MC2/64 systems, The results of the research
done for this dissertation will hopefully aid in the design of future MIC2 systems which
will provide South Africa with much needed, low cost, high performance computing
power.
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1 INTRODUCTION

1.1 Overview

We live in 4 world which is changing so rapidly that there is no paralle] in the history
of the earth. Most of these changes are technological changes and the demand for
computing power is growing exponentially with the rate of technological change.
Computers are responsible for most of the hard work that is necessary to bring new
design ideas and the technological wonders of our age into existence. Computers are
the work horses doing the calculations, simulations and documentation {with the aid
of the programmer!), Computers provide the necessary desigu and development
tools for each stage of the development of a new product. I we could enhance
computer efficiency and computer power results would be achieved faster. But this
means that the demand for computing power is growing so rapidly (and with that all
the possible solutions for this demand) that it is becoming a very complex field tn
work in. This dissertation endeavours to give an overview of the current status of
high performance computer technology and to place the work done by the MC2
project team of the CSIR into perspective, as well as te explain the design issues and
the development work of the author, especially concerning network control in the
implementation of a massively parallel compnter,

The ever-increasing demand for microcomputing power is being satisfied at this
stage by two areas of technological development: high-speed RISC technology on
the one hand, and paraliel processing on the other. RISC technology offers the
promise of mictocomputer systems that approach today’s supercomputers in
performance, yet it requires little change in the way in which current software is
being developed. But this technology is reaching its limits, both in speed and in
density, To get more performance out of RISC is also becoming expensive, Parallel
processing, however, offers the promise of systems of which the computing power is
limited only by the resources of the system designer and the ingenuity of the
programmer! Intuitively programmers and systern developers have always felt that

INTRODUCTION - Ovarview page-1-



Network Contrel for a Multi-user Transputer-based Systern MSc Dissertation - 1980

parallel processing is a technology that can satisfy computing power
demands ~ costing much less, and with the explosion that has taken place in this field
following the announcement of the Inmos transputer, they are being proven correct.

South Africa has also acquired the need for snpercomputer performance in several
areas. We have (had) the additional problem of international sanctions, as well as
an Increasingly unfavourable excharss rate that makes it difficult to obtain
supercomputers. It would benefit this country tremevdously if supercomputer power
and the necessary technological expertise to develop, enha .c< and support these
compuaters, conld be developed locally,

The MC? project was started in April 1985 at the CSIR wiih two purposes in mind:

% The creation of a computer that could supply South Africa with a machine
capable of performance levels equal to 2 CRAY type machine

*  Creating a scalable computer, cne that could address the computational
~ requirements from PC level through to mainframes and supercomputers,

The only way by which the above mentioned requirements can be met, is hy using
modular parallelism. In the past such systems failed because the traditional
microprocessors were uot suitable for parallel processing implementations.
Fortunately Inmos introduced the transputer, a microprocessor which was designed
specifically for parallel implementations using high-speed communication channels
and which is ideally suitable for a design such as MCZ. In the end the purpose of
MC? is a multi-user paraliel supercomputer using the transputer and based on the
concept of configurable nodes, but with smaller spin-off products along the line
which could alsc be used to address smaller computational needs.

INTRODUCTION - Overview page- 2 -
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1.2 Glossary of terms

CEs/CR Computing Element(s)

Configurable The concept by which is meant thﬁt all network
confignrations can always be switched,

CPU Central Processing Unit

DM Domain Manager. The memory resident program on

an IOP by which a user gets access to MCZ/64.

DMS Domain Management Server. This i3 the software on
MC2/64 responsible for all the user control of
domains, It is, in fact, the operating system of
MC2/64, Tt runs on the Helios backbone consisting of
the system controller and the four cluster controllers.

0P 10 Processor. For the MC2/64 this will be an JBM or
compatible PC.

Domain A set of linked transputers and resources.

System Console The computer acting as interface between the System

Administrator and the Helios backbone.

Domain Management A set of commands provided by the system software
Services enabling the user to e~4trol his domain,

External Resources  Resources not included in the Helios backbone,as a
high density screen,

INTRODLICTION - Glossary of terms paga-3-
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Helios Backbone

Parent Domain
DMS
GFlops

Inmos T80G
Transputer

Intel i860

Inter-cluster Switch

Mbyte
MC?

MC2/64

MC2 Clusters

(MC2 Maxi Clusters)

The pipeline of transputers running Helios and the
system software. These transputers control the parent
domain of MC2/64,

The transputer pool and the external resources.

Domain Management Server. This is the operating
system of MC?%/64 running under Helios on the system
controller.

Giga Floating-Point Second,

{=1000 MFlops)

Operations Per

25 MHz processor, 12,5 MIPS and 1.5 MFlops peak
performance, From 1 to 32 Mbytes of field upgradable
memory,

40 MHz processoy, 40 MIPS and 80 MFlops peak
performance. From 4 to 32 Mbytes of field
upgradeable memory.

The network that conmects the clusters to form the
MC?2/64 and MC2/256 systems,

Mega Byte
Massively Coneurrent Computer

The MC2 multi-user, 64 processor, configurable
supercomputer,

These are the 16-transputer units using two 48X48
crossbar switches to provide complete configurability
and reconfignrability,

INTRODUCTION - Glossary of terms
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MC2 Mini Clusters An  S-iransputer  upit  providing  complete

MFlops
MIMD
MIPS
PEs/PE

Reconfigurable

SDLC

Sun Microsystems
SPARC

Worker Cards

reconfigurability,
Millions of Floating-Point Operations Per Second

Multiple Instruction / Multiple Data Streams

‘Millions of Instructions Per Second

Processing Element(s)

The concept by which is meant that the network
configuration can be changed. MC2/64 is fully
reconfigurable,

Software Development Life Cycle

20 MHz processor, 12.5 MIPS and 3.6 MFlops peak
performance. 33 MHz processor, 40 MIPS and 6.2
MFlops peak performance.

These are the base units of all MC% machines and
consist of a TRO0/T425 and 1 to 8 MBytes of DRAM.

'NTRODUCTION « Glossary of terma pags -6 -
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1.3 Metwork control for a multl- user transputer- based system

The MC2/64 is a configurable, distributed parallel machine. Zonfiguruble means
that the way in which the communication channels of the processors ars connected,
can be selected and changed. A distributed paralle! machine is a machine consisting
of processors each with its own memory which is not shared in any way, The
processors commmnicate through high-speed commmunication links.

Users gain access 1o the machine by being allocated a certain domain of transputers,
This domain of transputers can be seen as the user's personal iransputer systzm
‘which can be switched, controfled and used as desired by the user, without affecting
another user of the system. This also means that there is no degradatior in
performance of the machine when more users use the gystem, as opposed to the
traditional sequential machines. In traditional sequential machines a single CPU
had to be shared amongst the different users. 'This was realised by allocating a
time-slot to each user. The more users, the slower the system owing to bath the
number of users and the additional overhead the accommodation of each user
generates, The systems therefore showed a considerable degradation in
performance with each user logging into the system,

The network control of the MC2/64 machine presented very inmteresting and
challenging problems. The architecture of the MC?%/64 is unique and the control of
the network is therefore also unique. MC2/64 15 also a distributed parallel machine.
Such parallel machines are traditionally arranged in fixed configurations resuiting in
an immense increase in software complexity when the software fully exploits the
hardware architecture, We chose to make MC2/64 configurable to provide greater
flexibility, especially as the hardware can b+ changed or configured to match the
software requirements of a specific problem. Algorithms controlling the network
must therefore ensure complste configurability, connecting any transputer in the
system to any other transputer regardless of connections previously made,
Moreover, the algorithms controfling the network must be fast and efficient, and the
operating systern or control software of the system must be user friendly.

INTRODUCTION - Network control for a multi-user transputer-based systam page-6-
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This dissertation will take on the following form :

Chapter 1 : Introduction,
This chapter will also include an introduction into the state of
supercomputers (especially parallel supercomputers) in the world
today as well as a glossary of terms used.

Chapter 2 : A description of the MCZ2/64 project.
This description includes the history. a description of the
transputer and Occam, and a description of the MIC? architecture.

Chapter 3 : MC? Cluster configuration algorithm.
This chapter will focus on the design of the MC2 Chuster as a
module of the MCZ/64. The MCZ must therefore also be totally
configurable. One of the design principles of MC2 is also the
production of smaller spin-off products for smaller computational
needs, and the MC? Cluster nqust be designed as such.

Chapter 4 : MC2/64 configuration.
This chapter will focus on the MC2/64 system as a multi-user
system that must be fully configurable. Any user must be able to
log on at any time and switch his requested network.

Chapter § ¢ MC2/64 system software design.
This chapter will describe the software desu_.,n technigques that
were used to design the Version 1 MC%/64 system software
incorporating the implementation of the configuration algorithms,

Chapter 4 : Conclusions.

INTRODUCTION - Network control for a multhuser transputer-based system page-7-
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1.4 History of parallel supercomputing

The term ‘supercomputer” has been used since about 1970 to describe the most
powerful machines of their generation.  The tferm computer power is
multidimensional but usually includes processing speed, accuracy, memory size and
memory speed. A snpercomputer’s performance allows it to perform computing jobs
that would be impractical or impossible on less powerful machines. Such problems
include certain simulations in aerodynamies or fluid dynamiics.

To meet computing power needs, new system architectures have evolved
continuously which offer supercomputing perfortmance or near-supercomputing
- performance. The overall architecture of the first generation of computers is
dlescribed as serial and is usually referred to simply as the Vom Neumann
organisation, Such computers comprise an input and output (TO) device, a single
memoty for storing both data and instructions, a sing = control unit (CU) for
interpreting the instructions and a single CPU (Central Processing Unit), Each
operation of the computer had to be performed sequentially. Today supercomputer
power is made accessible mainly through some form of parallelism, Parallelism
refers to the ability to perform these tasks simultaneously,

Three kinds of supercomputers can be distinguished today, single-processor
machines, minimally parallel machines with a few processors, and more recently, the
highly parallel mactiines, An example of the first type is the CRAY-1. The CRAY
X-MP is a minimally parallel machine with a few processors. The Connection
Machine (from Thinking Machines Inc.) and the Megaframe Supercluster (from
West Germany’s Parsytec GmbH) are highly parallel machines, The MC2 ¢an also
be distinguished as a highly parallel machine.

A new class of machine, the mini-supercomputer has also been defined recently,
Mini-supers fill the gap between full-scale supercomputers such as those made by
Cray Research, and super-minicomputers such as Digital Equipment Corporation’s

INTRODUGTION - History of parallel supercarmputing nage- 8-
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VAX machines. Mini-supers usuallj process between 10 and 100 million
fioating-point operations per second (MFiops). They cost between $100 000 and $1.5
million, compared to the price of $2 million to $25 million for a supercompnter,!

The latest supercomputers and mini-supers of today have taken different paths to
high performance. They have been designed with radically different architectures,
usually employing some kind of parallel processing or multiprocessing. This is
mainly becanse VLSI technology is reaching its Hmits and the fact that, the more
powerful the processor, the more expensive it becomes, By employing a large
number of cheaper and less powerful processors operating simuitaneously, that
which the computer power scieniists and engineers have been seeking is
achieved - supercomputer power without the huge expense of owning or sharing a
supercomputer,

The downside of parallel processing is that it is much harder to write applications
software that fully exploits the power of the machines than with traditional
sequential machines, It is often very difficalt for programmers to visualize the
effective decomposition of an application into node-sized portions. Once a program -
has been written, debugging it is far more complex than for standard sequential
code. The whole concept of parallel processing or parallel machines loses its
advantage over sequential machines if the application software does not take full
advantage of the parallel hardware.

As mentioned, the advantage of parallel machines lies in parallel applications nsing
the parallel architectures. It does not help to port a sequential problem to a parallel
machine, as the parallel machine will most probably take just as long as a sequential
machine to compute the problem, if not longer. One exception here is that multiple
sequential program modules can be computed simultaneously on a parallel machine,

1.{320 mmlon for a CRAY-2 having & pealk perfotmance of 2 GFlaps but & sustalned psrformance of
only 260 MFiops.)

INTRCDUCTION - Higtory of paralial supercomptting . page-8-
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A user who has to excute n runs of the same simulation program, can execute all #
runs on 7 processors at the same time, instead of running 7 runs one after the other
on a sequential machine.

A big advantage of parallel machines, however, is the issue of scalability, that is
“scaling up" the power by adding more processor nodes. A user can then buy an

~ inexpensive stripped-down machine and add processor nodes later on, Nevertheless,
scalability is not a trivial task. Bvilding easily scalable machines requires attention
to issues such as memory latency and bus bandwidth, These are somne of the aspects
which the MC? project had to address as one of the main objectives of the project
was 5scalability, The user should be able to buy a singie transputer board and vse it
to develop parallel programs, and then scale up to a MC2 Cluster! containing the
number of processors satisfying his requirements. MC2 Clusters can then be used to
form an MCZ/64 system, or even an MCZ/128 or MC2/256 depending on the user’s
computing power requirements,

We flrst review the history of parallel computers before returning to MC2,

1.4.1 Prior o 1960

2The earliest reference to parallelism in computer design is thought to be in
Guneral LF Menabrea'’s publication of October 1842, entitled Skefch of the

Analytical Engine Invented by Charles Babbage. He argned that the muitiplication
of two numbers, each consisting of twenty figures and requiring three minutes at
the utmost, could be done faster if the machine could give severa] results at the
same time., The idea of using parallelism to improve the performance of a
machine had occorred to Babbage over a hundred years before technology made
‘its implementation possible!

1.An MC2 Cluster contains 1 0 16 protessors.
2.The Information In this saction i primarily obtained from the book "Parallel Computers 27, written by
RW Hockney and CR Jesshope.

INTRODUCTION - History of parallel supercomputing nage - 10 -
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The first general-purpose electronic digjtal computer, the ENIACL, was a highly
paralle] and highly decentralised machine. It had 25 independent computing
units (twenty accumulators, one multiplier, one divider/square rooter and three
table look-up units), each following their own sequence of operations and
cooperating towards the solution of a single problem. ENIAC may also be
considered as the first example of MIMD computing. When the ENIAC was
completed, the first stored-program computers were already being designed. It
was realized that the ENIAC could be reorganized in the centralized fashion of
the new machines so that it was much easier to put problems on the machine.
This first parallel machine operated as a serial centralized comiputer for most of

-its life. (The size of the ENIAC was such that it could fit into an entire street
block,)

The first-generation vacunm tibe computer containing several parallel features
was the ACE and its commercial derivative, the DEUCE. This machine had 11
mercury delay lines, each with a capacity of 32 32-bit words and a circulation time
of 1 ms, The arithmetic was serial. A card reader, card punch and multiplier
could operate in parallel with the rest of the machine, and instructions existed
that could perform a limited number of operations on all 32 numbers in a delay
line.

Bit-parallel architecture became state of the art with the availability of static
random-access memories from which all the bits of a word could be read
simultaneously, The first commercial computer with paraliel arithmetic was the
IBM 701. This machine used electrostatic cathode ray tube storage and was
followed in a few years by the first machines to use magnetic.core memory,
amongst others the TBM 704, ‘This machine had parallel arithmetic and the first
- hardware floating-point arithmetic unit, The IBM 704 with the other machines of
its time, had all the data input or output pa.s through a register in the arithmetic

1.The Von Netimann computer archltecture originated In the late 19405 from John von Neumann's
work on ENIAC, the flrst slectronics general pumposs complter.

INTRODUCTION - History of parallel supercamputing page-11 -
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unit, thus preventing arithmetic from being performed at the same time as the
IO. The IO units were always much slower than the rate at which the processor
could manipulate the data and therefore the IO bottle-neck was always a
problem in IBM 704 fnstallations.

1.4.2 Scalar and pipelined vector machines

144 scalar computer is a machine that provides instructions only for manipulating
data items comprising single numbers, in contrast to the vector computer that also
has instructions for manipulating data items comprising an. ordered set of numbers
(that is to say a vector)” (Hockney et al, 1988). The history of the first scalar
compuiters is also the history of the introduction of increasing parallelism into the
serial design of the single instruction stream/single data stream computers,
Pipelining is the principle in which the different phases of an instruction execntion
are overlapped in some way.

During the 1960s, the first commercial supercomputers (for example, Control .

Data Corporation’s 7600} employed pipelining. Control Data Corp, delivered
the CDC 6600 in 1964, comprising magnetic core memory, 10 separate functional
units for multiplication, division, addition, shift, Boolean, branch and increment,
and 10 peripheral processors which were used to handle IO, The CDC 6600 was
followed by the CDC 7600 whose increased performance was caused by a faster
clock cycle and ten serially organised umits that were replaced with eight
pipelined units and one serfal unit for division that could not be piped. The
CDC 6600 and CDC 7600 were two of the most snccessful computers produced in
the scientific market. =~ They were renamed CYBER 70model74 and
CYBER 70 model 76.

1.The Information in this section s primarly obtalnad from the book "Paréllel Computers 2", wrliten by
AW Hockney and CR Jesshopa,

INFRONUCTION - History of parallef suparcomputing page-12 -
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Seymor Cray left Control Data Corporation in 1972 to start a new company, Cray
Research Inc, This company had the aim of building the fastest computer in the
world. The CRAY-1 compuier was designed and built in the short timespan of
four years. The CRAY-1 provided 12 functional units, all pipelined, a fast clock
and a 16-bank one-million-word bipolar memory. The CRAY-1 has eight vector
registers, each capable of holding 64 floating-point numbers and a set of about 32
machine instructions for manipulating these vectors, The CRAY-1 is referred to
as a pipelined vector computer. It was the first pipelined vectsr computer that
was commercially successful and it remains the most successful of this type.

The CRAY X-MP was aunounced in 1982. It can best be described as two
CRAY-1 computers warking from a common memory of 2 or 4 Mwords. Two
vector input streams and one output strear: access memory simultaneously in
both CPUs, The CPUs may work on different problems or different parts of the
same problem. Synchronisation is achieved either via main memory or a set of
synchronisation registers. Jn 1984 a four-CPU model CRAY X-MP was
announced, The top of this range, the CRAY X-MP/48 has a peak performance
of 840 MFlops.

The Equid immersion technology of the CRAY-2 involves submerging the whole
machine into 2 bath of clear inert lignid fluorocarboa which acts as the cooling
liquid, The CRAY-2 is designed to have up to four CPUs and a clock period of 4 -
ns. The performance of the machine is optimally 2 GFlops. The next major
development for CRAY is the use of gallium arsenide chips which should allow
the clock speed period to be reduced approximately by 1 ns, This machine
(probably the CRAY-3) was schedvled for 1990, It is likely to have 16
processors, a shared memory of 1 Gword and a performance of approximately 15
GFlops.

INTRODUCTION - History of paralle! supercomputing page- 13 -



Network Control for a Multl-user Transputer-based System MSe Digsertation - 1990

1.4.3 The ILLIAC IV

1An important paper was published by Slotmick et al. in 1962, entitled "The
SOLOMON Computer”. This = r describes 4 two-dimensional array of 32X32

processing elements, each v .. 2 memory for 128 32-bit numbers and an
arithmetic unit working in bit-serial fashion. Contrary to the development of the
serial computer into the vector pipeline computer, the SOLOMON concept was a
radical ¢hange in thinking on computer architecture, Although the SOLOMON
computer was never built, it gave birth to the ILLIAC IV, the Burroughs PEPE
floating-point processor arrays, the Goodyear STARAN and the ICL DAP arrays.

The TLLIAC IV was designed at the University of Iliinois in 1966. The ILLIAC
IV was {0 comprise four quadrants, each with a control unit interpreting a single
stroam of instructions for 44 floating-point processing elements (PEs). Each PE
was to have 2000 64-bit words of thin-film memory and the PEs in each quadrant
were connected as an 8X8 array, The four quadrants were to be connected by a
highly parallel IO bus and supported by a large disk as secondary memory from
which jobs could be retrieved. The ILLIAC IV was a machine that could be
regarded as a failure in that it cost more than four times the original contract
figure and it conld not reach its originally proposed performance, mainly because
the design could not be realised with the tec;+ logy available. Its influence,
however, was profound. Not only in regard to computer architectures, but also in
terms of software development as quite a conslderable amount of software
(including cowputer lauguages) was developed. Many of the parallel
architectures that appeared during the 1980s were influenced by the ILLIAC IV
design.

1.The informatlon in this sectlon ls primarliy obtained from the book "Parallel Computers 2%, written by
RW Hockney and CR Jesshope.
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The initial SOLOMON computer design was a 32X32 array of one-bit processors,
each with 4096 bits of memory, conducting its arithmetic on 1024 numbers in
parallel in a bit-serial fashion. 'This quite closely describes the ICL DAP
{(Distributed Array Processor) which was started in 1972, The first production
model of the machine was installed in 1980, Xt comprises a 64X64 array of PEs,
which are comnected in a two-dimensional meiwork with nearest-neighbour
connections. The original DAP used small secale integration with 16 PEs and
their memory per circuit board, in other «;ords the PE logic is mounted on the
same board as the memory to which it belongs. This is an interesting concept, as
in the Von Neumann concept the logic and the memory are both conceptually
and materially in different units which can lead to several bottle-necks. The ICL
DAP introduced the concept of placing both the logic and the memory on one
chip. In October 1986 AMT was founded to further develop the DAP concept.
The AMT DAP 510 is a 32X32 array with 64 PEs per VLSI chip,

1.4.4 Array processors

lAnother line of computer evolution involving parallelism has been the
development of relatively cheap, special-purpose computers for processing arrays

of data (array processors). This does not necessarily mean that it is arrays of
processors, in fact most of the designs are based on the pipelined architecture.
These computers normally require a host and are therefore also called attached
processors. Their main application Is in signal processing, | '

By far the most successful of this type of machine is the Floating Point Systems
AP-120B, Floating Point Systems was founded in 1970, the machine was
launched in 1976 and by 1985, 5000 systems had been installed. The FPS
AP-120B may be attached to either minicomputers or mainframes as host, and it
performs 38-bit floating-point arithmetic in separate pipelined multipucation and

1.The infarmation In this sectlon Is primarily obtained from the bool "Parallel Computars 2", written by
AW Hockney and CR Jesshape,
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addition units, Three meruories ({ur data, tables and program) and two 'scratch
pads’ of rgisters sie provided with multiple paths between each memory and
each arithmade unit, Typlcal processing rates of 5-10 MFlops may be achieved,
In 1550 FPS announced the FPS-164 Attached Processor, a 64-bit version of the
AP-120B, with expandable main memory. The peak processing power is
11MFlops in this machine. The larger main memory eliminates some of the slow
transfer times from the hest computer to the FPS machine. A navel
enhancernent was announnced in 1984 by FPS, the FPS 164/MAX. This machine
has a standard FPS 164 as a master, and may add up to 15 MAX boards, each of
which is equivalent to two additional FPS 164 CPUs.

1.4.5 Expert systems

¥The Japanese challenged the computer world in October 1981 with a vision of
computing in the 1990s which they called the Fifth Generation, The Japanese

identified expert and knowledge-based systems (KBS) as the main application
area for computing in the 1990s, These systems use a daiabase of rules to
reptesent the knowledge of an expert, The systein is intended to behave very
much like a consultation between a human expert and someone with a problem,
To date the most successful applications of these fifth generation computers have
been in limited areas of well-defined knowledge.

In order to provide the above capability, an expert system must comprise three
parts: a knowledge database machine with 100 to 1000 Gbyte of storage capacity
for the accumulated knowledge; & problem-solving and Inference machine to
manipulate the knowledge database and to respond to questions; and an
indelligent intetface machine to communicate with the human user in speech and
images. The basic computer requirements of the inference machine can be
expressed as the number of Jogical inferences made per second (LIPS), and it is

1.Tha Information in this seatian Is primarily obtained from the boak "Parallel Comptttars 2, written by
AW Hocknay and CR Jeashope,
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estimated that the system would need to perform between 100 MLIPS and 1
GLIPS, Present computers have the capability of between 0.01 and 0,1 MLIPS,
therefore a much more powerful machine is needed. Such factors are only likely
to be achieved by a combination of improved technology, architecture and
methods, It is also necessary that computers become more parallel and use
architectures such as ciuta-flow which automatically makes use of the inherent
parallelism in a problem. In contrast to computers controlled by instruction
streams (control-flow computers), the only limits to the order of execution are
those imposed by data dependencies. Subject to these constraints that can be
identifled by the hardware, & data-flow computer may perform as many
operations in parallel ax it has functional units.

Apother important concept of the knowledge-based systems is the vast
improvement in the man-machine interface (MMI), Currently available
computers are weak in speech recognition, textual manipulation and graphical
communication, all of which are important for an intelligent interface to the
human user. All these functions can only be supplied by subtantial computing
power, The Fifth Generation is therefore more dependent i very powerful
machines than any of the previous computer generations.

1.4.6 Mini- supercomputers

IThe mini-supercomputers are also called the *affordable supercomputers’, The
appearance of these computers Is another aspect of the computer revolution

introduced by VLSI chips with 10 000 or more gates per chip.

Convex
The mini-super Convex machine has used a CRAY-like architecture and
software. Like CRAY, Convex offers pipelining and vector processing,

1.Tha Infarmation In this seotion Is primarily obtained froim the book "Parallel Computers 2", written by
RW Hocknay and GR Jesshope.
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Convex can reach s speed of 60 MIPS with eight processors. The
architecture of the Convex C-1 is broadly similar to the CRAY-1 in that it
is based on a set of functional units working from vector registers, The
detailed architecture is quite different. Each functionial unit comprises two
identical pipes, one for add and the other for even elements; Bach pipe
petforms a 64-bit operation evexy 200 ns or a 32-bit operation every clock
period of 100 ns.

SCS-40

fclentific Computer Systems Corp.  offers the SCS-40, a 64-bit
scalar-vector mini-supercomputer w.th more than 40 MFlops peak vector
performance and more than 18 MIPS scalar performance, The SC5-40
appeared in 1986, Like the Convex C-1, the manufacturers claim that the
SCS-40 delivers 25% of the performance of the CRAY X-MP/1 at 15% of
the cost. The SCS-40, unlike the C-1, uses the CRAY instruction set, and
CRAY programs should rmun without alteration, The architecture
comprises 16 raain memory banks connected via multiple buses and a
vector crossbar switch to eight 64-element vector registers. These in turn
are connected by multiple buses to a set of pipelined functional units,
corresponding to those of the CRAY series, If the floating-point add and
multiply lines work sirm"taneously, the peak perforinance is 44 MFlops.

Alliant FX/8
Alliant Computer Systems Corp. designed the FX/8, a
mini-supercomputer with between one and eight parallel processors and a
peak performance of 94 MFlops. The Alllant FX/8 is the only
raini-supercomputer described here which Is based on MIMD architecture,
Eight CEs share a common memory, Each CE is a vector computer with
eight vector registers holding 32 64-bit words each, and separate pipelined
functional units for floating-point addition, multiplication and division. An
eight-CE machine has a theoretical peak performance of 94 MFlops
(32-bit) or 47 MFlops (64-bit). The CEs are connected via a c¢rossbar
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switch to two 64 Kbyte caches, The caches it turn access the shared
memory via 3 memory bus, The machine also contains a 'concurrency bus’
that is directly connected to all the CEs. This is used to synchronise the
CHEs with the minimum amount of overhead, The Alliant FX/8 is also sold
scparately, for example, as an Apollo DOMAIN workstation. The Alliant
systems are vector-parallel systems that include built-in g_raphics
capabilities. The newest member of the series, the FX/2800 family, also
excels in scalar performance by virtue of the use of Intel’s RISC i860
ProCessors.

1.4.7 MIMD computers

Wultiple instruction stream / multiple data stream  computers are controlled by
more than one stream of instructions. The term is also limited to tightly coupled

systems in which the instruction streams can be progranmed to cooperate in the
solution of a single problem. There are many proposed MIMD architectures and
only those that have been built and successfully operated are deseribed below.

The Connection Machine
The Connection Machine, made by Thinking Machines Corporation of
Cambridge, Mass,, uses a so-called hypercube to comnect 65 536 custom
made processors. Its massively parallel approach yields up to 2.5 billion
instructions per second for general computing purposes and 2.5 GFlops in
the CM-2 model introduced in. April 1986, Externally the Connection
Machine (designed by Danny Hiilis) is a black cube consisting of eight
smaller black cubes covered with flashing red lights that are used for
trouble-shooting. Each subcube contains 16 boards arranged vertically,

1:Tha Information in this section is primarily obtalned from the book "Parallel Computers 27, written by
RW Hockney and CR Jesshopa.
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Each board contains 32 chips. Bach ckip consists of 16 individual
processors, each with its own memory, Data storage consists of 42
Winchester hard disk drives connected to operate in parallel,

Carnegie-Mellor C.mmp and Cm*

One of the most ambitious early examples of MIMD computing was the
C.mmp computer at Carnegie-Mellon University. This comprised of 16
DEC PDP-i1 minicomputers connected to 16 memory modules by a
16X16 crossbar switch. This machine was completed in 1975 and
remained operational il 1¥80.

The Cin* was an entirely different concept using microprocessors and
memory subdivided amongst the microprocessors and made local to them.
The Cm* used a hierarchical packet-switching network to provide
communications between the processors. The primary unit was the
’computer module’ which comprised 2 DEC LLSI-11 microprocessor with 64
Kbytes of dynamic memory, and perhaps peripherals attached to its LSI-11
bus. This module could be used as an independent computer but up to 14
could be linked to a common. intra-cluster bus to form a tightly couplied
cluster. Within the ~lster data transfer is by direct memory access. The
system is built up by linking clusters together via two inter-cluster buses to
form & loosely coupled network exchanging data by packet-switching
techniques. |

Erlangen EGPA

Perhaps the most original and imaginative MIMD architecture was
developed at the University of Erlangen, West Germany, aund is called the
Erlangen General Purpose Array (EGPA). The connections between the
computers are topologically similar to that of a pyramid, with the
computers at the corners and connections along the edges. The control
C-computer, at the top of the pyramid, controls four B-computers at the
corners of its base. The four B-computers also have direct connections
along the edges of the base. The idea is expandable 1o further levels by

INTRODUCTION - History of parallel supercompiting page - 20 -
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making each B-computer itse}f the top of & further pyramid with four

A-computers at its base. The advantage of the EGPA pyramidal topology
is that short-range communications can take place most effectively along
the nearest-neighbour connections, whereas long-range communication
can take place mosi effectively by sending the data higher up in the
pyramid, The five-computer systém has been used for contour and picture
processing, and has proved to be about three times faster than a single
computer of the same type,

Livermore 8-1

The. largest MIMD project is the Livermore S-1 computer of the US Navy
and Department of Energy, which comprises 16 CRAY~1-class pipelined
vector computers comnected to 16 memory banks by a full crossbar switch
which provides a direct logical connection between each computer and
each memory bank. Each of the component computers is provided with a
data cache (64 Kbytes) and an instruction cache (16 Kbytes) in order to
Hmit the traffic through the switch. All the computers are also directly
connected to a commeon bus to facilitate the transfer of small amounts of
data and the synchronisation of messages between them.

Hypercubes

Binary cubes were studied extensively as possible interconnection networks for
MIMD computers, but they were not realised in a practical way until the Cosmic
Cube was built. The point, line, square and cube with nodes at their corners and
connections along their edges are the zeroth-, first-, second-, and third-order
hypercube networks. Each order is made by taking two copies of the next
lower-order hypercube and joining corresponding enrners. In this sequence the
dth-order hypercube has n = 24 m\nodes and d = logon connections to each
node. One aitraction of this connection scheme is therefore that the number of
connections grows relatively slowly with the size of the hypercube.

INTRODUCTION - History of parallel supercomputing page-21 -
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Intel IPSC and IPSC-VX

In 1985 Intel announced the {PSC hypercubes in sizes 25, 26 and 27 rated
at 2, 4 and 8 MFlops. Bach processing node contains an Intel 80286
microprocessor with an 80287 arithmetic coprocessor. In 1986 Intel
annoimeed the iPSC-VX in which a pipelined vector processor board is
attached to each node, increasing the peak theoretical performance to
20 MFiops per node in 32-bit mode. Two boards are now required per
node and thus the maximum number of nodes are reduced to 64, As there
has been no accompanying increase in the rate of internode
communication, the performance of this machine is likely to be
determined primarily by the time spent in communication rather than

arithmetic, Careful problem formulation and programming are therefore -

required to realise performances anywhere near the peak rates,

Floating Point Systems T series

The Floating Point Systems T series i a massively parallel design that
combines parallelism, pipelined vector arithmetic, VLSI and RISC
architecture, The basic unit, a T/20, consists of two system nodes each
with eight processors and is capable of 192 MFlops peak performance.
Floating Point states that a speed of 65 GFlops s attainable in the
T/10000 by combining 256 T/20 cabinets for a total of 4 096 processors.
Each node has an Inmos transputer to handle communication and 1 Mbyte
of dual port video DRAM as memory. The DRAM can feed a
256-element contiguous vector of 32-bit mimbers in parallel to one of four
vector registers which themselves feed two WEITEK 64.bit pipelined
floating-point arithmetic chips for multiplication and addition respectively,
The theoretical peak performance is 16 MFlops per node. In this
architecture we again find that the communication between nodes is at
least two orders of magnitude slower than the arithmetic which
complicates programming and problem formulation immensely if one is to
achieve peak performance rates. These machines use the Trollius
operating system. '
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Bus-connected systems _

Bus-connected sysiems are by far the most common commercial MIMD
computers. They are based on attaching multiple computing elements (CEs) and
multiple memory modules 0 a common bus, Some examples are discussed
below.

ELXSH System 6400 _ _

: The Elxsi System 6400 can comsist of one to twelve processors and uses
parallel multiprocessing and vector capability to reach a performance of
100 million Whetstone instructions per second. The ELXSI 6400 is an
example of a MIMD system in which the processors and memoty are

connected by a fast shared bus. In ELXSI there may be from one to ten

CPUs and one to four IO processors accessing from one to six memory
systems (4 to 192 Mbytes) via a common high-speed databus known as the
Gigabus, Also taking into account the bus cycles required, the total time
to complete a floating-point multiplication in one CPU is about 800ns,
giving a performance of 1.2 MFlops. '

Sequent Computer Systems : Sequent Ealance

Another proponent of parallel processing is Sequent Computer Systems
with its Sequent Balance product family. It can configure up to
12 PEs (model 8000) or 24 PEs (model 21000) and up to 28 Mbyte of
shared common memory attached to a 52-bit wide pipelined packet bus.
The PEs are National Semiconductor 32032 microprocessors and provide
performance from 1.4 to 21 MIPS. The Sequent Balance is a 32-bit
bus-connected shared-memory architecture,

BBN Butterfly
The BBN Butterfly was produced by BBN Advanced Computers Inc.,
Cambridge, Mass. Using a parallel architecture based on the Moiorola
MC68020 microprocessors, the Butterfly is able to produce 250 MIPS of
processing power with a combination of 256 processor nodes. A
proprietary high-performance switch called the Butterfly switch directly
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interconnects all the processor nodes This computer differs from other
- MIMD systems in that it is a distributed-memory switched system, All the
.memory of the system is distributed as local memory to the multiple CEs
which are then connected to each other by a multistage packet switch. The
distributed nature of the memory is hidden from the programmer who may
write his program as though all the memory were shared by the processors.
The only difference between accessing data in the CE's local mesnory or
the Yocal memory of another CE, is the time for the messages o pass -
through the switch, The topology of the switch is a Banyan network which
is similar to that required to bring data together in the Jogon stages of a
fast Fourier transform on 7t data, hence the name Butterfly switch.

Specific MEMD designs compared to MC? .

In this subsection a few MIMD machines comparable to the design of MC2/64
are considered. It is beyond the scope of this dissertation to give a detailed
description of each machine and how it compares with the MCZ. It can be
mentioned, however, that the Parsytec and the Meiko systems are two systems
that have a very similar approach to the MC2 system,

Meiko Machine -
The Meiko Computing Surface is a MIMD machine with a distributed
memory architecture, The system is highly modular, and as more nodes are
added, the processing power, memory bandwidth and communication
bandwidth all increase linearly, 'The Meiko Computing Sutface at
Edinburgh University consists of 200 T8N0 transputers, each with 4 Xbyte
of memory. (Meiko also produces smaller systems which do niot fall within
the scope of this discussion.) The Meiko machines are based on a domain
type of system where a number of processors represent a domain of
processors. These units are all linked by means of large crossbar switches
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designed by Meiko, IO of the specific system at Edinburgh is through a
MicroVAX computer, Some fast hard disk subsystems based on the
Meike MK021 disk controller board are included in the system.

The operating sys‘em used on the Computing Surface is a dual operating
system called MEIKOS, which is a Unix-based disk filing system. The
domain switching network of the MEIKO is controlled by an operating
environment called M2VCS. Programming in the domain is done using
OPS (Occam Programming System) based on the Inmps TDSL. All
aspects of parallelising code is left to the user, Any configuration can be
switched within a domain. Simulated annealing is used to minimise the
length of connections between processors in the network requested by a
user. MEIKO also supports the Helios operating system, MEIKO also
supports CSTools, a program development toclset for multiprocessor
computer systems, CSTools consists of cross-development tocls such as
compilers, confignration systems and runtime facilities such as high-level
commiunications services and symbolic debuggers.

The latest release of MEIKO is processor nodes which use the Intel 1860
and the Sun Microsystems SPARC processors. The reason why they
moved away from the tramsputer seems to be that they need more
powerfull processor nodes, and Inmos has been very slow to provide a
more powerfull transputer. In the new processor nodes the 1860 (for
instance) provides the computing power while a transputer is used as a link

engine.

Parsytec Megaframe Supercluster

The Parsytec Supercluster is a second generation transputer-based
machine and incorporates a number of interesting features, The
Supercluster series consists of two models, a 64-processor model and a

1.7D§ s an acronym for Transputer Develcpment Systemn, an environment developed by Inmos for the
development of Ococam programa,
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256-processos model. The 64-processor Supercluster in turn consists of 4
logical subclusters, Each one of these subclusters provbides complete -
confignrability through two 96X96 crossbar switches. These switches are
built using a number of C004 switches from Inmos. Bach cluster provides
32 links for connecting the subciusters to form the bd4-precessor
Supercluster, The 256-processor Supercluster comprises 4 of these
64-processor Superclusters. '

The XO unit of the Parsytec Supercluster is located in a system services
cluster which is connected through links to the 96X96 crossbar switches of
cach one of the subclusters, It seems that this aspect of the Supercluster
design is probably one of its best featyres as high speed IO is Jacking in
most of the other transputer-based computers. The system services cluster
contains up to 4 SCSI units which can attain a maximum {ransfer rate of
6 Mbytes per second. The disk system supports the Unix 4.3 BSD standard
file system. Other IO features of the system services cluster include
interfaces to non-host units such as terminals.

The Parsytec Supercluster supports the Helios operatmv system as the
Tuain operating system.

 The architecture of the Parsytec is in many aspects similar to that of the
MC? svstem, but the architectures evolved entirely independent from each
other, although over a similar period of time.

The Supernode (Esprit P1085)
The Supernode consists of units containing 16 transputers which are
connected by means of a 72X72 erossbar switch. These crossbar switches
are gate arrays made by Thorn (NEC ASIC's). The switches gave
problems with resynchronisation of the information passing through them
(unlike the Inmos C004 made specifically to switch transputer links). The
project was industrialised by TELMAT Informatique in 1988,
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The Telntat T.Node
TELMAT Informatique was born in 1985 out of the successful ESPRIT
Supernode. TBLMAT industrialised the Supernode to bring the T.Node
to the market in 1988, |

The TNode is a massively paraliel computer based on the Inmos
tiansputer, Telmat has created a family of parallel computers, the T.Node
(8-32 transputers), the T:Node tandem (32-64 transputers) and the
MegaNode (128-1024 transputers), The T.Node family is a fully
recontigurable, modular and expandable transputer network, Dynamic
switching devices, integrated in all systems, allow the full reconfiguration
of all the configurations, from 8 to 1024 transputers. The graph of the
network can be dynamically modified by the program, according to the
nature of the calculation to be performed. Results can be siored on disks,
transferred in memory for graphic systems or used by the host computer.
The T.Node tandem is the basic building block of the MegaNodes.

The T.Node Worker Modules s the basic computation element of the
T.Node system, Each board contains 8 TB00 transputers, Each of the
T800's has 3 Mbyies of memory, The links of all the worker processors in
the T.Node tandem are cont cted in a switching device, which can modify
the network topology of the T.Node. The switch is a specific VLSI circuit.
The T.Node tandem can again be seen as the "node" of the larger
configurable network of the MegaNode. Another switch is used to
connect T.Node tandems together, allowing full recoufigurability of up to
1 024 transputers.

The T.Node supports Hellos as operating system. Telmat also provides
T.Node Tools, a software toolbox integrated in the implementation of
Helios on the T.Node systems, The T.Node Toolbox allows a user to
switch the T.Node, and provides support for selective reset/analyse and
support for multiple users of the T.Node system,
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Transtech Devices® Multi-Computing Platform

The Multi-Computing Platform is a parallel processing system from Sun-3
and Sun~d workstations. ‘The MCPI000 has a transputer-based
motherboard that supports up to 32 transputer modules (TRAMs). The
moatherboard connects a 32-bit VME interface into a processor farm
consisting of 4 sites, each having elght TRAM slots. The processor farm
feeds into a transputer link-switching matrix and then into a bank of link
outputs. When fully loaded the MCP1000 is capable of 72 MFlops with up
to 12 platforms per Sun chassis. This offers a computing facility of
864 MFlops. Up to four users can have access to a Multi-Computing
Platform from any point in a Sun network. Multiple platforms can be
configured to run within the same Sun workstations as large multi-user
computational engines, or across the Sun NWetwork as a distributed
computing facility. :

The operating system supported is GENESYS. GENESYS resides
alongside SunOS.

Chorus Supercomputer ComputeServer

The ComputeServer is a high-performance parailel processing system
designed specifically for access by Sun, Macintosh and PC-compatible
gystems over industry standard networks such as Bthernet, It is de:igned
to  accelerate compute-intensive applications remotely via a
multiprocessing system based on 1 {CS1) to 16 (CS16) processors, Current
systems are based on the Inmos T800, but the announced systems will be
based on the Intel i860. Cost-effective hardware upgrades are available,
and source-code portabllily between successive punerations of
Compute“erver hardware is provided by adherence to the Linda C and
Fortran 77 open specifications.

Linda is rapidly emerging as an industry standard syntax for parallel
programming. Chorus’ Linda C implementation, the most robust Linda
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for any platform, also transparently handles all networking and RPC
functions between the desktop environment and the ComputeServer
system,

The XTM of Cogent Research INC.
The XTM is a desktop parallel supercomputer. Cogent Reseaich also
provides QIX, a operating system that makes it éasy to write programs that
are independent of architecture ~ud topology. QIX is based on Unix and
uses Linda extensions to provide a distributed parallel operating system.
Languages available include C, C+ + and Fortran 77, with a graphical user
interface based on X-Windows.

Present configurations support from 2 to 32 processors, currently the 1800
transputer, and provide between 8 to 128 Mbytes of memory, A propriety
dual bus architecture uses both a parallet bus and point-to-point links with
an intelligent switch that reconfigures the communication topology as
programs run, This creates a distributed-memory machine with close to
shared-memoty performance, Present versions deliver up to 160 MIPS
and 48 MFlops, '

Computer System Architectures (CSA)
CSA offers a broad family of transputer-based products, including add-in
systems and host luterfaces for Sun, Apollo and PC-based workstations;
processor boards; peripheral interfaces; different compilers; operating
systems and other software tools for the transputer. The SuperSet series of
parallel computing products includes the SuperSet.16 and SuperSet.64
parallel processors with oplional switched node topology and parallel disk
and data acquisition subsystems. The SuperSet,16 provides 25 MFlops,
and up to 25 Mbytes/sec of sustainable IO bandwidth, and contains 16
'T800 transputers, The SuperSet.64 provides 100 MFlops and up to 100
Mbytes/sec of sustainable IO bandwidth, and contains 64 switched T80G
transputers, CSA also provides individnal boards, interfaces and software.
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All CSA products are compatible and all systems are expandable. A
SuperSet.16 can be upgraded to a SuperSet.64 with the addition of nodes
and a chassis.
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1.5 Classification of parallel architectures

There is no useful and accepted classification scheme for parallel architectures at
present, mainly because there are so many different architectures. This can be seen
from the brief overview of the best known systems in the previous section,

1.5.1 Lavels of paralielism

1Parallelism has been used to improve the effectiveness of computers since the
earlicst computer designs. Parallelism has been applied to several distiriet levels

which may be classified as follows :

Job Level / Task Level
* between jobs
* between phases of a job

Program Level
* between parts of a program/ between procedures
* within DO loops

Instruction Level
* between phases of instruction execution

Arithmetic and Bit Level
* hetween elements of a vector operation
* within arithmetic logic circuits

Paralielism at the job or task level is mainly concerned with the organising of jobs
such as IO jobs or computing jobs so that bottle-necks are minimised,
Parallelism on this level is mainly handled by the cperating systera.

1.The Informatlon In this sactlon Is primerily cbtalned from the book *Farasel Computers 2", wiitten by
AW Heckney and CR Jesshope,
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Program [evel parallelism is concerned with different sections (or procedures) of
code of the same program that are so independent that they can be executed in
paralle] on different processors in a multi-processor environment. Some sections
of independent code can be recognised from a logical analysis of the source code,
others are data-dependent and are therefore not known until the program is
executed, A data-flow analysis of a program can aide the programmer a lot in
identifying parts of the program that can execute in paralle],

At an even lower level, the processing of any instruction may be divided into
several suboperations, and pipelining may for instance be used to overlap the
different suboperations on different instructions.

At the lowest level, one has the choice in the arithmetic logic itself, whether to

perform this arithmetic in a bit-serial fashion, or on all bits of a mumber in
parsllel.  This is parallelism at the arithmetic bit-level - an active area of
development in the first generation of computers during the 1950s.

Owing to the formal CSP! methodology that was used for their design,
transputers are geared specifically towards Job Level and Program Level
parallelism. The rate of computing speed versus communications speed of the
transputer i3 5:1, making it ideally suitable for parallelism where the computing

power versus communications power ratio is also 5:1. These problems, therefore,

must feature the need for much computing power compared to little
communication power.

Transputers are therefore mainly used in distributed-memory machines. A
* distributed-memory machine i5 a machine in which memory is local to the
processors and is not shared in any way. A distributed-memory machine with
local memory associated with each processor, but with a 1:1 computing to

1.CSP - Communicating Sequential Processes, a formal methodology especlally developed for arguing
ahout paraliel processes and the way in which they Interact with each other. CSP was developed by
GIA}HI Hoarel
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. communication ratio, approaches the shared-memory system as the time spent on
- communication is the same as that spent on computing. The time spent on
communication thus becomes irrelevant,

Distributed-memory machines, where the computing fo communication ratio is
>1:1 (such as MC2 with 5:1), must place more emphasis on computing rather
than on communication since communication will most probably, in most
problems, be the limiting factor in determining the solution speed. Problers
must be analysed to minimize the communications between processors wiile
maximizing the computing per processor, This will ensure efficient use of the
distributed-memory architecture when solving problems. A way to analyse the
communication versus computing aspect of any problem is with a data flow
analysis since such an anglysis determines the flow of data through a software
problem, With the results of a data flow analysis, the software problem can be
mapped orito the hardware in such a way that flow of data between modules (the
cemmunication between processors) is limited,

1.5.1.1 Levels of parallelism on the fransputer

For the transputer the different levels of paralielism are provided through
Occam, parallel compilers and available aperating systems. Although the
transputer is ideally suitable for parallelism at job or program level (parallel

~ compilers and operating systems), parallelism can also be provided on
instruction level through Occam,

1.5.1.1.1 Occam
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Qccam, which is the basic language of the transputer (see section 2.4),
provides parallelism at levels as low as the instruction level. The language
is a subset of CSP and thercfore provides parallelism at instruction level
although, if running on one transputer, the transputer would most probably
sinmilate the parallelism using time-slicing which is not real parallelism at
all. The code below will result in instruction being executed 4 times in
parallel.

PAR i= 0 FOR &
Inatruetion

But Occam can also provide parallelism at program level, for instance
allowing different subroutines to be executed concurrently:
PAR

foutined

Routine?

Routined
This code will result in Routinel, Routine2 and Routine3 to be executed
in parallel,

Occam is specifically geared towards low-level parallelism, burdening the
user with all the nitty and gritty of actvally parallelising his code. Because
Occam was specifically designed with the transputer in mind, it allows a
transputer applications programmer to utilise all the power of a
transputer, but burdens the user with all the effort necessary to actually
make use of that power.

1.5.1.1.2 Parallel compilers

Parallel compilers for the ttansputer are avallable for all main languages
such as C, Pascal, Modula-2, Ada, Fortran, etc. These languages adhere to
the different language specifications but with extensions, allowing a user
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parallelism at program level, in other words, running different parts of the
program in parallel. The user si still burdened with the actual paralielising
effort, but at least it is in a language he is familiar with.

1.5.1.1.3 Operating systems

Different levels of parallelism are provided by an operating system such as

Helios (see Appendix C, section 7.3). Compilers for the different popular

languages are also available and can be used as in the naked environment,

but the real advantage of the operating system is that the parallelism is

made transparent to the user. It is for instance, possible to let the

operating system do all the load balancing for different tasks. This implies
- @ degradation in speed as the overheads increase.
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1.5.2 Flynn’s taxonomy

"Flynn does not base his macroscopic classification of parallel architecture on the
structure of the machines, but rather on how the machine relates its instructions
to the data being processed, A strenm is defined as a sequence of items
(instructions or data) as executed or operated on by a processor, Four broad
classifications emerge, according to whether the instruction or data streams are
single or multiple:" (Hockney et al., 1988, p.56)

SISD - Single Instruction Stream / Single Data Stream
This is the conventional serial Von Neumann computer in which
there is one stream of instructions and each arithmetic instruction
initiates one arithmetic operation, leading to a single data stream of
logically related arguments and results. (Examples: CDC 6600,
CDC 7600)

SIMD - Single Instruction Strewm / Multiple Data Stream
This is a computer that retains a single stream of instructions but
has vector instructions that initiate many operations. Each element
of the vector is regarded as a member of a separate data stream,
This classification therefure includes all machines with vector
instructions. (Examples; CRAY-1, ILLIACIV, ICL DAP)

MISD - Muitiple Instruction Stream / Single Data Stream
This class seems to be void as it implies that severai instructions are
operating on a data item simultaneously. (No Examples)l

1.'Plpelining - the applicatlon of assembly-fine tachnigues to improve the periormance of an arlthmetic
or control unit’ (Hockney et al., 1988, p.5). A pipelined architacture does therefore not fall it this
category as Instructions are not performed on the data ltem simultanaously.
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MIMD - Multiple Instruction Strearmn / Multiple Data Stream
Multiple instructions streams imply the existerice of several
instruction processing unmits, and therefore necessarily severs ita
streams. This class contains all forms of multi-proces.
configurations, from linked main-frame computers to large arrays of
MiCroprocessors.

Hockney and Jesshope evaluate the above taxonomy as being too broad, since it
lumps all parallel computers, except the multi-processor, into the SIMD class and
draws no distinction between the pipelined computer and the provessor array, or
between the different architectures, Flynn's taxonomy can be vsed for a broad
distinetion betw sen different machine s however (Hockney et al., 1988, p.57).

MCZ/64 can be classified as a MIMD system as we can identify multiple
instruction streams working on multiple data streams. This classification can also
be subdivided to distingnish between the different architectures of MIMD
machines and a further classification will therefore also be helpful in the MIMD
class,
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1.5.3 Shore’s taxenomy

"Unlike Flynn, Shore (1973) based his classification on how the computer is
organised from its constituent parts. Six different types of machines were
recognised and distinguished by a numerical designator.* (Hockney et al, 1988,

p.38)
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Schamatlc reprasentation of Shore's taxonomy: (I} word-serlal, bit-parallel; (Ilj wor'-paraliel,
kei-gerigh (1} = {+)1), onthogonal computer; (IV) unconnected array; (V) connected array;
(Vl} logic-In-mamory array {Hockney et al,, 1888).
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Machine I - The conventional Von Neumana architecture with a single control
vait (CU), processing unit (PU), instruction memory (IM) and data
memory (DM). A single DM read produces all bits of any word for
processing in parallel by the PU. The PU may contain multiple
functional units which may or may not be pipelined. (Examples :
CRAY-1 = pipelined vector computer, CDC 7600 = pipelined scalar
computer)

Machine Il - The same as machine I, except that a DM read fefches a bit slice
from all words in memory instead of the bits of >ne word, and the PU is
organised to perform its operations in a bit-serial fashion.
(Example: ICL DAP)

Muachine IiI - Combination of mackines [ and II. It comiprises a
two-dimensional memory from which may be read either words or bit
slices, a horizontal PU to process words and a vertical PU to process bit
slices; in short, it is an orthogonal computer, '

Machine IV - This machine is obtained by replicating the PU and DM of
machine 1 (defined as the processing element, PE) and issuing
instructions to this ensemble of PEs fron: a single control unit, There is
no communication between the PBEs except through the CU. The
abgence of connections between the PEs limits the applicability of the
machine, but makes the addition of further PEs relatively
straightforward. (BExample: PEPE machine)

Muchine ¥ - This machine is the same as IV but with the added facility th-t
the PEs are arranged in a line and nearest-neighbour connections arg
provided. This means that any PE can address words in its own memory
and those of its immediate neighbours, (Example: ILLIAC. ™)

Machine VT - Machines T to V all maintain the concept of separate data
memory and processing units, ~ith some databus or switching element
between them, altuough some implementations of one-bit machine 11
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processors include the PU and DM on the same IC board, Machine VI,
called a logic-in-memoty array (LIMA), is the alternative approach of
distributing the processor logic throughout the memory.
(Bxample: ICL DAP),

Hockney and sesshope evaluated Shore's taxonomy: ". we can see that Shore’s

- machines IT to V are useful subdivisions of Flynn's SIMD class, and that machine
I corresponds to the SISD class. Again the pipelined vector computer, which
clearly needs a category of its own, is mot satisfactorily covered by the
classification,.." (Flockney et al., 1988, p.59),

MC2 does not fit one of these classifications, A MC? transputer node is, in
effect, a node containing the CU, PU, IM and DM since such a nede is a separate
entity running a separate task. Nodes communicate with each other through
commuriication links, MC? ¢t be arranged (or switched) to simulate machines
IV, V and V1, In such a case one of the nodes will take over the role of the CU,
and the other nodes can be arranged as PUs but with their DM attached to them,
as memory is associated with a nude in the MC? system.
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1.5.4 Structural taxonomy

Hockney and Jesshope formulated a structural taxonomy based on a structural
notation, This is the best taxonomy so far describing parallel machines. A
summary of this taxonomy is given here {(Hockney et al,, 1988, p.73).

The structural classification taxonomy of parallel machines is based on tree
structures and there is therefore only one ioute from the top of the diagram to
any of the classes of computers that are defined on the bottom line. Certain large
computers have properties belonging to more then one ¢lass and Hockney and
Jesshope chose the domiyant property to classify these machines.

Computers
fp"/ . M‘!
single I streom Multiple I steoom
.4"'"“‘\\

Sinale Pipevned ar
unpipelined £ unit muttiple E ounts

Serinl Raruallel L

uncomputers unigomputors MiMD

CRigure 13 higurgn & and 32 thiguren 4, § and 61

Tha broad subdivisions in computer architecture (Hockney et al,, 1988, p.73)

At the highest level the computers are classified according to the functional
tassification of Flynn, Computers are divided into those with single instruction
streams (SI), and multiple instruction streams (MIMD),
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Figure 1 : Classliication of setlal unlcomputers {Hoclney et al,, 1988, p.74)

SI machines are further subdivided into those with a single unpipelined E unit
and thosé with multiple and/or pipelned E unitsl, Remembering that an E unit
miay only execute one function at a time (even though it may be abls to compute
many functions), the single unpipetined B unit subdivision leads to sequential
operation and includes all serial computers. The muitiple E units or pipelined
subdivision allows different types of overlapping in the family of parallel
unicomputers,

i 8

The next level of subdivision {s based on the type of arithmetic that is performed
by the E units, The difference in complexity between a one-bit arithmetic unit
(less than 10 logic gates) and a floating-point aritbmetic unit (thousands of logic

1.IE unit ; Exscutlonal Unit
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gates) is sufficiently large to constitute a qualitative differenice which should be
recognised, (The extra space required for floating-point cirenitry also places
divergent constraints on assembling large arrdays of processors from those
associated with one-bit processors,) In order to include the historic evolution of
‘setial computers, this class has been divided into integer arithmetic and
floating-point arithmetic. The integer arithmetic class is divided into serial and
parallel arithmetic,

Figure 2 covers the introduction of functional parallelism and pipelining into the
traditional serial computer concept, and Hockney and Jesshope first differentiate
into separate classes computers with, and without pipelined B units. On the left
is the unpipelined multi-unit scalar computer, such as the CDC 6600, which
obtalns its performance entirely by functional parallelism. On the right the
pipelined computers are first divided into those with or without explicit vector
instructions. This division is necessary {o separate the high-performance scalar
computers (CDC 7600) from the pipelined vector computers (CRAY-1), The
pipelined computers with vector instructions are further subdivided into those
with separate sneclal-purpose pipelines for each type of arithmetic and those with
one or more ;¢eral purpose pipelines eapable of performing more than one type
of operation. The pipelined computers with only scalar instructions are
subdivided into those in which one instruction conirols all units at each cycle and
those in which instructions are issued to units individually when they are ready to
carry out an operation,
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Figure 2 : Parallel unlcomputers hasad on functional paralisilam and plpelining. {(Hocknay et al,,
1988, p.75),

The aiternative of obtaining parallelista by the replication of processors under
lockstep control is considered in figure 3, This ig again divided into the
floating-point class and the few-bit class, The next subdivision concerns the
connections between the processors, whether these be unconnected or connected
to neighbours. Other forms of connections are lumped loosely under the class of
cross-conniected processors and memory,
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Flaure 3: A alassiflcation of processor arrays (Hockney et al., 1988, p.76)

In figures 4, 5 and 6 Hockney and Jesshope shows a possible taxonomy for
MIMD computers. In this taxonomy they bave only included computers

controlled by multiple streams of conventional instructions, in other words,
control-flow computers.
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Figure 4 : A structural taxonomy of MIMD computer systems {Hockney et al., 1988, p.78)

Figure 4 shows the broad division into pipelined, switched and network systems.
Multiple instruction streams may be processed either by time-sharing a single
sophisticated pipelined instruction processing unit (pipelined MIMD), or by
providing separate and simpler instruction processing bardware for each stream,
MIMD systems using the second alternative naturally divide into those with a
separate and identiflable switch (switched MIMD) and thoso in which computing
elements are connected in a recognisable and often extensive network (MIMD
networks),
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Figure 5: A subdivision of the switched class of MIMD computer systems {ockney st al., 1983,
p.79)

In the switched MIMD systems all connections between computers are made via
the switch, which is vsually quite complex and a major part of the design. In the
MIMD networks individual computing elements (CBs) may only communicate
directly with their neighbours in the network, and long-range communication
across the network requires the routing of information via, possibly, a large
number of intermediate CEs. The CE must therefore provide a small computer
(microprocessors), a portion of the system miemory, and a number of links for
connection to neighbouring elements in the network. Early network systems
provided these facilities on a board. The Inmos transputer now provides a CE in
a chip and is therefore an ideal building bock for MIMD networks {but also for
switched MIMD systems).
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In networked systerns the CEs are the nodes of the network and may also be
called nodal computers or processors, or processing elemenis. Within this
definition they must be called CEs in order to indicate that they are complete
computers with an instruction processing unit, The term PE is reserved for the
combination of arithmetic unit and memory without an instruction processing
unit,

Switched systems are further subdivided into those in which all the memory is
distributed amongst the computers as local memory and the computers
communicate via the switch (distributed memory MIMD), and those in which the
memory is & shared resource that is accessed by all computers through the switch
(shared-memory MIMD). A further subdivision is then possible according ‘o the
nature of the switch, for example, crossbar, muitistage and bus connections in
both shared- and distributed-memory systems, Many larger systemis have both
shared common memory and distributed local memory. Such syste:«s should be
considered as hybrids or simply switched MIMD systems., Hockney and Jesshope
prefers to classify them as variations with the shared-memory section and reserve
the distributed-memory section for systems with no separate shared memory,
The classification is based on the location of memory that is intended for
permanent storage of the main data of the problem. Local cache memory that is
present in almost all systems for temporary storage during calculation is not
relevant for this classification.

All MIMD networks appear to be distributed-memory systems, but they may be
further subdivided according to the topology of the network as in Figure 6. The
simplest network is the star, in which several computers are connected to a
common host. Single and multi-dimensional meshes are also used, Binary
hypercube networks in which there are only two computers along each dimension
form an interesting class which is receiving a lot of attention (Intel iPSC). There
are also examples of hierarchical networks based on trees, pyramids and
bus-connected clusters of computers. The most suitable computer network
certainly depends on the nature of the problem to be solved, hence it is attractive
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to have a MIMD network which may be reconfigured under program control.
The CHiP computer and the Southampton ESPRIT Snpernode computer are
" designed to satisfy this requirement (as is MCZ/64).

figure &
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Figure & : A subdivision within the networked class of MIMD computer systerns (Hockney et al,,

1988, p.80)

The author would classify MC2/64 as a switched network, distributed memory
MIMD machine according to the classification scheme of Hockney and Jesshope.
MC2/64 falls somewhere between the switched wmd the networked MIMD
machines. Any network can be switched in the MC? machine, but for program
duration this network stays the same (implying a networked MIMD system). For
the problem being executed, MC? is a networked MIMD machine, Although the
nodes communicate with each other through & switch, the switch is not changed
during execution time. This is a restriction imposed by Version 1 of the MC2/64
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contiol software, mainly because the transputer has no memory protection or

 communication guarantee if a user decides to change the network while the
transputers are still engaged. If a user takes responsibility for handling the
synchronisation of transputers while they are active on 4 problem, there is no
reason why a network cannot he changed during certain phases of execution. An
example could be a problem with different phases. Let us say phase 1 needs a
nearest neighbour cor.nection. The MC2 network is switched into a mesh, Phase
2 needs io compute a Fourier transform, and the MC?Z network is switched into 2
butterfly network for the calculation of a . durier trazsform. Such a systern
approaches the switched MIMD machine. MCZ/64 could therefore be classificd
as a switched network MIMD machine, but with the emphasis moie on a
networked MIMD machine,
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1.6 Supercomputing in South Africa

The international tendency today is definitely towards the use of parallel machines
to attain very high levels of performance, The Supercomputer market is expected to
grow by 3009% internationally between 1988 and 1991 while the traditional
Mainframe market will only grow about 22% over the same period.

Sequential processors, such as the Intel processors, have dominated the computer
market totally in the Jast decade, Even some of the large supercomputers have been
based on such processors. These processors were not designed with parallelism in
mind and Tnmos saw the need to develop a microprocessor based on a new concept
offered by the CSP model.

Since the transputer was developed specifically as a paralle]l processing processor,
the interest in all transputer related topics is now expanding at a rapid rate, The
"T800 (with floating point capability) is a very high performance microprocessor with
unique ¢ommunications-based architecture. There is also a tremendous growth In
the availability of transputer software. The transputer is the first microprocessor to
be developed with parallelism in mind, and the interesting design concepts have
definitely influenced the wotld of computers, providing new possibilities and
challenges.

In South Africa we need to look at this new emerging field to satisfy our computing
demands. At this stage the South African supercomputer user is totally dependent
on the outside world which is (was) quite hostile. South Africa does not have the
resources to compete in the supercomputer markets of the world; but perhaps a
specific field might be identified in which we could develop local expertise. We
could become leaders in this fleld, and thus also address our country’s needs, The
field in which we can most effectively address supercomputer performance, is the
massively parallel environment, mainly becanse the building blocks of such a system
are Jess expensive, and such a system iz relatively easy to realise, 'The primary
drawback of such a system is that the vser applications which are available do not
use the parallel architecture optimally.
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The University of Stellenbosch developed the first local tranmsputer card, to be
plugged into a PC as host, in 1988, The CSIR produced its own card at nearly the
same time, but the purpose of the CSIR project was difterent from the start. The
purpose was defined as the building of parallel single-user workstatlons and in the
end, a parallel multi-user supercomputer,

Considerabie interest in the transputer has developed in South Africa, but most of
the time the processor is used in embedded systems as it is a high-performance
processor at a relatively low cost, The ¢communications based architecture makes it
suitable for such an environment.

The products that were developed by the MC2 project team at the CSIR include
transputer Worker Cards, MC? Clusters and MC2 Mini Clusters, a 64 processor
MC?2/64 multi-user machine, as well as peripherals such as A/D cards, graphics
boards, LAN connections etc, At this stage the MC2 products are being produced
and marketed by a company that was launched for that purpose, CTS (Concurrent
Technology Systems),
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2 Mc2
2.1 The MC2 project

The MCZ project was initiated to exploit new international technological
developments and build a multi-user, low-cost, high-performance supercomputer for
South Aftica, centred around the transputer and based on the concept of
reconfigurable transputer nodes. The international tendency is definitely towards
the use of parallel machines to attain very high levels of performance.

The MC2 design approach had to be modular with spin-off products along the way
which could be used to satisfy smaller computationa? needs in South Aftica. In the
end, MC? must provide solutions to computational problems experienced in
South Africa,

The main drawback of MC? in South Africa is the availability of reliable software
that can exploit the architecture to provide better sclutions than do other systems
addressing the samie needs. It is, for instance, not worthwhile to just port existing
sequential software to the transputer as this will in most instances not provide the
necessary performance increase. The existing software needs to be analysed to see
which parts can execute in parallel, and the software must be rewritten to use the
M2 architecture effectively. Paralle] Programming is also much more complex and
it ig difficult to provide reliable and maintainable software,

Compatibility with existing international transputer systems is exiremely important
and the system was kept as compatible as possible with architectures used
internationally so that existing interpational software could be used. 1t is very
important to adhere to international standards or even emerging international
standards, especially since our resources are restricted, By following these
standards, we ensure compatibility regarding interfaces, software and hardware
modules with international products.
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2.2 History of MC2

The MCZ project was started in April 1988, The original project leader was Niel
Viljoen. The project was to take place in three distinct phases :

Phase 1 :  Initial hardware design [Completion Aug. 1958}

Phase2 : Creation of a sihgle user parallel processing workstation
[Compietion March 1989]

Phase3 ¢ Creation of a parallel processing distributed computer

{Completion March 1990}

These three phases have been completed on schedule and the first MC?/64 was
delivered to the University of Stellenbosch, The second MC2/64 is at this point in
time (December 1990) operational at MIKOMTEKY, CSIR. It is used specifically
for research regarding upgrades on MCZ and for the local development of
transputer-based software,

Before we enter & detailed hardware dascription of the MC?2, it is first necessary to
examine the transputer and Occam.

1.Divislon for Micro-slectronics and Communications technology.
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2.2 The transputer

The Inmos? transputer? is a high-performance 32-bit processor with a umique
communications-based architecture designed for parallel processing systems. For
the purpose of this document, only the T8003 transputer will be discussed. The core
of the 'T800 is the 32-bit 10 (RISC) MIPS processor t which a 64-bit floating-point
unit capable of sustained performance of 1.5 MFlops at 20 MHz (and 2.25 MFlops at
30MH7z) has been added.

The highly integrated chip also carries & configurable memory controller, 4 Kbytes of
high-speed RAM, four Inmos serial links that can operate up to 30Mb/sec, 32-bit
wide 26MB/sec memoty interface that can address up to 4 GBytes of external RAM
linearly, and high-performance graphics support, The chip is packaged compact and
fewer design chips are needed than for the state of the art machines, To provide
maximom speed with minimum wiring, the transpuier uses point-to-point serial
communication links for direct commumeation to other transputers. '

tInmos was originally a Britlsh semlconductor company, but is now part of the Franco-itallan company
5GS-Thompson, Europe's secand lzargest < smicohductor firm,

2.Tha word "transputar* derlves from *translistor-computer”,

3.The previous generation of transputers, the T414, was capable of parforming Integer operations only
and this was a real limitation in the high-performance computer market where fioating point operations
are assenitlal. The TGO became tha first chip with bulit-In floating-point capabllities,
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A small core of about 32 instructions is used to implement simple sequential
programs, In addition there are more specialized groups of instructions which
provide facilitles such as long arithmetic and process scheduling,

The transputer supports multitasking in hardware, but also virtnaily (multitasking on
one transputer). In practice, both physically concurrent and virtually concurrent
processes can run on a transputer network, The transputer’s multitasking capability
makes it possible for a programmer to write a concurrent program for a network of
transputers even when the numbe. of computing nodes in the network is unknown,
or may vary. A programmer can develop and debug a program on one transputer
that will eventually run on a network of transputers.

Transputers communicate only through links, allowing the memcry to be dedicated
entirely for use by the processorl, The transputor implements no memory
protection, and cannot share memory with another transputer. Integration of the

1.l the transputer Is used in large systems such as MC?, tha system memory will be localised and
assocfated with each processor making It a distribLted memory machine,

MC2 - The transputer page - 56 -



.Netwnrk Control for a Mult-user Transputer-based System MSe Dissortatlon - 1890

processor and memory in the same device results in considerable performance gain
as memory access does not require communication outside the device, The choice of
point-to-point communication links also means that a system can be constructed
from an arbitrary nnmber of transputers. As the number of transputers in a system
increases, the total processing power, memory bandwidth and communication
bandwidth of the system grows proportionally.

The transputer architecture is designed for narallel processing on the distributed
memory, message-passing model. Inmos decigned the programming language
Occam to take advantage of the computing model of the iraasputer, Occam has
Interesting features for synchronizing processes and for inter-processor
communication. Both the transputer and Occam were derived from the CSPA
model. This is a feature of the transputer which makes it revolutionary, as a total
new design methodology was used to design the chip, enabling it to be used
specifically for paraliel processing,

1.Communicating Sequentlal Processes,
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Some of the published benchmarks for a transputer compared with other state of the
art systems are shown below. These are projected figures but still provides
comparative data and are adequate for fllustrative purposes.

Processor Mips Dhrystones [ MFlops | Whetstones (| Chips

T414-20 10 11,345 0.1 66(,000 1
T800." 10 11,345 15 4,000,000 |1
TR00-30 5 |10 225  |6,000,000 |1
386-16/387 4 6133 ? 1,800,000 |2
38625 5 10,000 - - 1
68020-25/68881 |5 |7119 9 1,500,000 |2
68030-25/68882 |6 9,500 2 |1800000 |2

As mentioned, the transputer architecture simplifies system design by using
point-to-point communication links. Peint-to-point communication links have
advantages over multiprocessor buses, for example, the fact that there is no
contention for the communication channels, regardless of the number of processors
in the system, There is no capacitive load penalty as transputers are added to the
system, and the communications bandwidth does not saturate as the size of the
system increases. Rather, the larger the number of transputers in the system, the
higher the fotal communications bandwidth of the system,

To sumtharise, the transputer is & component designed to exploit the potential of
VLSI. This technology allows large numbers of identical devices to be manufactured
cheaply, For this reason, it iy attractive to implement a concurrent system using a
numu.s of identical components, each of which is customised by an appropriate
program. The transputer is, therefore, a VLSI device with a processor, memory to
store the program executed by the progessor, and communication links for direct
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connection to other transpulers. Transputer systems can be designed and
programmed using Occam which allows an application to be described as a
collection of processes which operate concurrently and communicate through
channels, The transputer can therefore be used as a building block for concurrent
processing systems, with Occam as the associated design formalism.

2.4 Occam'

William of Occam was a fourteenth century philosopher who lived in Oxford and
was best known for a Latin quotation known as Occam’s razor: Entla non sunt
multiplicanda praeter necessitatem, in other words KEEP I'T SIMPLE.

Occam is known as the language of the transputer, Occam is not only a
| programming language for the transputer implementing concurrent processing
systems but, also a subset of a software design methodology (CSP} which completely
specifies the transputer. In fact, Occam predates the transputer in that it was used to
design the chip; conversely, the transputer is the best component for implementing
the programming language Occam. Occam is a deriviation of CSP, the work of Tnoy
Hoare on Communicating Sequential Processes (CSP), which gives a mathemati.ally
based notation for specifying the behaviour of parallel processes. Occam is based on
the CSP model of computation with features chosen to ensure efficiency of
implementation, At the heart of Oceam is its facility for expressing concurrency,

Occam is not an assembly-level language, but a high-level language. From the
beginning Occam was geared towards non-Von Neumann architectures, The
primary requirement was that it should support concurrency and communication,
especially the point-to-point inter-processor commuaication of the transputer,

Occam enables a system to be described as a collection of concurrent processes
which communicate with each other and with peripheral devices through channels.
Occam programs are built from three primitive processes:
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vise assign expression e to variable v

cle output expression e to channel ¢
civ igput from channel ¢ to variable v

The primitive processes are combined to form c¢onstructs:

* SEQuentigl comp onents executed one after another
PARallel components executed together
ALTernative component first ready is executed

A construct itself is a process, and may be used as a component of another construct,
Conventional sequential programs can be expressed with variables and assignments,
combined in sequential constructs. Concurrent programs can be expressed with
channels, inputs and outputs, which are combined in parallel and alternative
constructs.

Each Occam channel provides & communication path between two concurrent
processes. Communication is synchronised and takes place when both the inputting
and the outputting processes are ready. The data to be output is then copied from
the outputting to the inputting process, and both processes continue.

Occam differs in many respects from other programming langnages such as Pascal,
Modula-2 and Ada. These langnages have a form of coneurrency which assumes that
the aim is to have a set of processes sharing a single computer. Occam comes from a
different direction which lies in the conception of the transputer as a single-chip
microprocessor intended for comnection into collections of processing elements
working co-operatively on a task. Occam is & langunage intended for programming
such multi-transputer systems and the choice of features in the language has been
motivated by the need for a distributed implementation.

An important objective in the design of Occam was to use the same concurrent
programming techniques both for a single computer and for a network of computers.
This means that the decision about how-to distribute the system over multiple
processors may be made fairly late in the development cycle, "This enhaaces the fact
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that the transputer supports multitasking in hardware and virtually. This is a very
important concept, supporting the modularity of transputer systems. It means thata
user can buy one transputer and do all the development of a system using only this
transpliter. This transputer can be used to simulate all the concurrency of the user’s
implementation. When debugged, the implementation can be loaded onto a
network of transputers to get the necessary improvement in computer power. This
supports the modularity design principle of the MC2 systems.

The use of Occam n. the design and developiment of software leads to significant
differences in approach vhen compared with the use of sequential languages. An
Occam program. is designe1 as a collection of communicating processes, with data
flowing across channels betw sen the processes; the format of the data flow is defined
by the channel protocols. Nuvel challenges in the design of software are cansed by
the distributed nature of the system, such as the trade-offs between coraputation and
communication, and the avoidance of deadlock.
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2.5 Hardware of MC2

To understand the problem statzment for this dissertation it is necessary to have a
knowledge of the different hardware comronents developed for the MIC2/64 system.

2.5.1 MC2 worker card

The design approach of the MC? roject is modular, The basic building bIock of
MC?2 must therefore also be a module on iis own,

I

— Ol |

 ————— TRANSPUTER FC~LINK

MC2 Worker Card and the PC-Link Card used to interface the
Worker Card with an [BM compatitle PC

The basic building block of the MCZ systems is the MC?% Worker Card, Because
the {ransputer was designed for systems on the distributed-memory
message-passing model, each transputer has its own memory. The MC2 Worker
Card contains a T800 transputer and between 1 and 8 Mbyte of fast DRAM. The
‘Worker Card is the module containing the transputer, its memory and the rest of
the necessary logic.

The Worker Card contains all the logic and memory necessary to ensure a
individual module which can be used on its own. IO is provided by an external
resource such as the TBM PC. The PC-Link Card provides the module that
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interfaces the transputer Worker Card, or the other MC? systems, with an IBM
or compatible PC, The PC-Link Card is a very flexible module in that it provides
two connectors which can copnect to the tramsputer to provide the necessary
interface. By connecting it as in the preceding diagram, the Worker Card -
PC-Link Card combination can be plugged into the PC-bus as one card, The
PC-link Catd also provides a connector outside so that the Worker Card can be
used ovtside a PC, In this case only the PC-Link Card is plugged into the PC and
the Worker Card is externally connected to the PC-Link Card using a cuble.

s ——

TN ANAA O

A Tronsputer Worker Cord

A PC-Link Card can also Interface a Transputer Worker Card
outside a PG

Normally, softwarc. is developed on the PC using a PC-based editer. The
compiler and linker is downloaded with the software to the transputer to compile
and link the software. Finally the software is rmin using an afserver which provides
the interface between the software and the PC for XO. '
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2.5.2 MC2 Cluster

The MC? Cluster prbvides the framework and motberboard to house up to

sixteen transputers {consisting of Worker Card modules) which can be connected
- to form any requested configuration,

VA2 I

MEC

A P-'ICa Ciuster

An G2 Cluster used as a single user worlstation

“\._/\ ’

& MC? Dluster

A transputer network {as embodied ih an MC2 Cluster)
connected toa PC as host

The MC? Cluster switch consists of two 48X48 crossbar switches built from three
Inmos C004’s,
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The 48X48 Crossbar Switch

*The TMS C004 provides full switching capabilities between 32 Inmos Links, The
IMS C004 can also be used as a component of a larger switches, such as the
48X48 Crossbar switch. The C004 operates at 10 or 20 Mbits/sec. The switch is
programmable over a separate Inmos configuration link" (Inmos, IMC CO0D4
Programmable Link Switch, 1987).

The two crossbar switches are located on both sides of the cenfral row of
transputers as indicated in th. block diagram below. Two links from each
transputer go into each switch, Configuration of the network is done using the
unique multi<graph colouring scheme that is explained in the section on cluster
configuration, Each MC? Cluster is completely configurable meaning that any
requested network configuration can be mapped onto the hardware.
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G2 Cluster block dlagram

& links (REDY

Each MC? Cluster has 32 links emanating from it, 16 from each one of the two
48X48 crossbar switches, These are the links that are used to connect Clusters
together to form the larger machines, They also connect peripheral devices to a
cluster.

The IO is again provided by a PC using the PC-Link Card. Special IO cards can
also be plugged into the system, providing their intorfacés are the same as the
MC? Worker Card (described in the previous section)l. The PC however,
provides cheap IO,

1.An example Is the high speed, high resolution Graphles Worker Card that was also daveloped by the
CSIR. Such a card cah be piugged Into one of the slots of the MC2 Cluster providing high speed
output to a high resolution graphics scres.
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The physical construction of a MCZ Cluster consists of a cabinet housing the
motherboard as well as the power supply. The motherboard contains the 16 slots
for each one of the transputer Worker Card modules that can plug into the
system. The cards slide into the slois and are plugged inio the motherboard.
Two other slots are provided for the cluster controller] and the interface card
connecting a cluster to the PC-Link Card in the PC, Another slot provides access
to the 32 inter-cluster links released by an MC2 Cluster, This is the siot which is
used when clusters are connected together to form *he larger MCZ systems,

iy [y ey ey | AP WOrker Card

B : Dluster Gontrolier
A

d e d L L Ld | €t Interfoce Cord

D1 Inter~Cluster Buffer

allallar]alfa
— 1 7
Bj(ci|on A

The MC2 Cluster Gabinat

Software is written, compiled and linked as described in section 2.5.1. A user
uses the cluster in single workstation mode by first switching his requested

1.The cluster controller is a MC2 Worker Card which Is transparent to the yser, but which 1s necessary
tr control the MC?2 Cluster switches. In a single user wotkstatlon, i is possible for the user to use this
transputer as a 17th transputer, but this transputer cannot be fully switched as certain links are used to
control the cluster switches,
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transputer network in the cluster using configuration software provided with the
MC? Cluster. The users' software is then downloaded onto the tramsputer
network using the afserver to provide I, Another configuration can be switched
by just downloading the new configuration,

- 25.3 MC2/64

The MC?/64 is a 64-processor, distributed memory, multi-user machine.
Multiple users can log into the machine each requesting a domain of transputers
" to work with, Once & user has been allocated his domain, he can switch and
control his domain, and execute his software without influencing other users.
_(The control software allowing users to switch and control their domains, is
discussed in chapter 5.)

The MC2/64 system consists of MC? Clusters connected together to form a 64
processor multi-user system, To keep the system configurable, the different M2
Clusters need to be connected together in such a way that any two transputers in
the systent ¢att be connected without influencing other connections made already,
and without blocking the system in such a way that no further connections can be
made. Furthermore, the performance of supercomputers depends very much on
the allowance of high-speed communication between processors or clusters of
processors. This implies that the design of the central switching unit is of the
utnost importance as this will determine the configurability of the systern, as well
as influence the speed of communication between transputers in different
clusters. (The central switch and configuration algorithms of MC2/64 is discussed
in chapter 4.) The current MC2/64 central switch or main switch consists of a
modified Clos network. Another two 48X48 crosshar switches are added to
provide access to users,

As mentioned, the main building blocks of the multi-user systems are the MC2
Clusters with up to 16 transputers each. This implies that the MCZ2/64 model will
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consist of four MC? Clusters. The MC2/128 will have 8 MC? Clusters and the
MC2/256 16 MC2 Clusters. The rated maximum performance of these units will
be 96, 192 and 384 MFlops respectivelyl, '

[LUSITR. CLLECTR oEhy LLISIES.
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The physical construction of MC2/54, This diagram shows the four MC? Clusters as well as the
Main Switch Cluster, A : Wurker Cards; B : Cluster controllers; C : Interface cards;
D ¢ Inter-Clustur huifers; E : Systemn contioller.

The central switch is housed in a cabinet which is the same as those of the MCZ
Clusters. The central switch motherboard? coutsins the central switch as well as
all the socket connectors for the inter-cluster buffers bringing the inter-cluster
links from sach cluster to the central switch. These are the links used to connect
clusters together, as well as to connect users to the system. The two external or
user 48X48 crossbar switches allowing users access to the machine, are also
housed in the main switch cluster, Furthermore, a user panel with the user
cormectors is provided into which a user may physically plug his cables allowing
his PC to be used as a IOP3 to MCZ/64.

1.To put these figures In parspective, the CRAY 1 supercomputer has a performance of approximately
100 MFlops. These figures will increase by approximately 50% when (if) the newer transputers bacome
avallable, {Inmos has been very sfow with tha release of the newer transputer versions.)

2.The Central Switch motherboard is a ten layer board containlng elght signal layers and an earth and
VCC plane,

3.10 Processor
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The MC2/64 system is controlled by ¢he control pipeline. The control pipeline

~ consists of five transputers : the systom controller and four cluster controllers.
The system controller is housed in the Main Switch Cluster while the cluster
controllers are housed in the different MC2 Clusters.

The Main Switch Cluster also contains the two external switches (or 48X48 user
buffer switches), These are the switches which allow users access to MC2/64.
One switch exist per Euler colour, A user panel provides users with the physical
conmectors for access to MC2/64. User PCs used as IOPs to MC2/64 have to be
fitted with the standard PC-Link Card. Three links on the PC-Link Card are
used to provide access to MC?/64. Links 0 and 1 are used to allow & user aceess
to his user domain (one link per Euler colour) and link 2 is used to send domain -
control commands to the DMS1 running on the control pipeline2, '

All links emerging from M2 Clusters are buffered using RS422 buffers and
twisted pair cables. This includes the control pipeline, all the inter-cluster links
and all the user links, This maintains reliable commmnications, even over longer
distances,

1.Domaln Management System _
2.The MC2 Lan card will allow users access to MC2/84 through a LAN. This option will replace the
current user-pane! with the physleal access of cables from the user [OPs,
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This dlagram ls the [ink Interconnection diagram of MC2/54, showing all the transputer finks

and how they can be swiiched through the systern,
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A block diagram of MC2 54, This diagram shows the two Identlcal switching networks of the
MC2/64 system, as wall as the contral pipsline from the system contraoller to each MC?2 Cluster.
Each user |IOP uses a link to communicate control commands to the system controller engbling
a user io switch and contral his domaln of transputers,
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The preceding diagram also shows how the system console is connected fo the
system controller {or central switch control transputer). The system console

~ consists of the console PC running the DMS! under Helios ou the control
pipeline. The DMS is the control software of MCZ/64,

1.Domaln Management Systefn
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3 MC2 CLUSTER CONFIGURATION

3.1 MC2 cluster des: .

The MC? Cluster must adhete to the design concepts of MC? parely modularity
and configurability. (Configurability means that a user must be able to switch any
network configuration in a cluster.)

The trend in massively parallel systems is to use a fixed network of processors and to
customise the software to get the maximum performance out of the system. I a
fixed network systern such as is incorperated in the hypercube is used, the mapping
problem immediately raises its head. The problem of matching a user map to a
system map is defined as the traditional mapping problem, and the solution to this
probiem always comes back to simniated annealing and related solutions which are
computationally very expensive, and which we want to avoid.

The mapping problem is generally stipulated as follows: "Is there a mapping of a
System of communicating processes onfo a processor network such that the neighbouring
processes are assigned to the neighbouring proc: ~sors?" This problem is equivalent to
the graph-isomorphism problem which is NP-complete, i.e. there is no better method
of finding the minimum solution than to calculate all the possible solutions.
However, the number of possible solutions is an exponential function of the qumber
of tasks., Two graphs are said to be isomorphic to each other if there is a one-to-one
correspondence hetween their vertices snd edges such that the incidence
relationships ave preserved.

But the mapping problem is summed up the best by Sahid Bokhari ; "It appears
unlikely that an efficient exact algorithe- for the general mapping problem will ever
be found. Research in this area must concentrate on efficient heuristics that find
good solutions in most cases.” (Bokhari, 1981)
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FIXED CONFIGURATION

The mapping of a requested user network onto a fixed configuration

After Inmos announced the C004 link switching device, many different designs and
implementations of link switching networks were published {(Hill, Inmos technical
note 19). The Inmos CO004 provides switching of 32 input wires to 32 output wires
with full resynchronisation of the signals at rates up to 20 Mbaud. It is itself
programmable over a link, Link signals may be propagated through any number of
C004s with some delay but no degradation, None of the commercial machines such
as the FPS T-series(USA), the Meiko Computing Surface or the Esprit P1085 use
the CO04. This is largely because of the late announcement of the C004 after these
companies had already committed themselves to other devices.

Several existing switching network designs (for example the UK Alvey Parsifal
maching) implement a fixed backbone using two links on each transputer and switch
only the remaining two links, It has been claimed incorrectly (Inmos technical note
19) that such networks provide complete connectivity, This is not the case as a fixed
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backbone network will require a Hamiltonian cycle! through the graph in order to
be able to switch the network. All connected graphs do not necessarily contain
Hamiltonian circuits. To extract a Hamiltonian circuit from a arbitrary transputer
network is also computationally very expensive and the problem increases with the
mumber of transputers.

L _{"I__l

o UL

V CROSSBAR SWIICH

FIXED BACKBONE

The mapplng of a requested user network onto a fixed backbone

The Bsprit P1085 project team developed a switching network which, using a novel

1.A Hamlltonlan clrouit is a cyole in a graph that passes through each vertex exactly once, Thare is no
simple tule for determining the existence of Hamiltonian clrouits as there ia for Eulerlan clrcults. The
traveliing salesperson problem s the problem of finding the Hamlitorian ciroult with the least possible
welght wshen the adges are assigned positive welghts {which could represent distance for instancs).
For large sets of vertices, the prollam Is suificlently complax so that no known slgorithm computes the
best solutlon In reasonable time,
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algorithm based on a Enlerian ¢ycle! through the graph of transputer link
connections, provides complets universal routing of ail transputer graphs and
multigraphs (Nicole et al,, 1988). Mu''graphs have more than one link between
some pairs of transputers, For the Esprit project, a special switching element was
developed to provide complete configurability of networks of up to 72 transputers
using just eight switching components.

The MC2 project team decided to design a cluster that will not only switch two links
as In the fixed backbone structure, but will exchange the fixed structure with another
crossbar switch, What finally emerged was the MCZ Cluster as shown in the
following. Such a system is completely configurable when nsing the Bsprit algorithm
as will be shown In the next section (see section 3.2). It must be noted here that
although the architectures of the MC? Cluster and the Esptit architecture are very
similar, the architecture of MCZ evolved separately from, and almost simultaneocusly
as that of the Esprit system.

The block diagram of the MC? Cluster shows the two 48X48 crossbar switches
comprising the switching network of each cluster, Up to 16 transputers can be
accommodated, each having two links switched by each one of the two crossbm
switches (refer to section 2.5,2), '

1.The Kanigsberg bridoes problem s the problem of ssvan bridges connecting two lslands In a river
and the banks of the river. Euler trled to find a path that crosses each bridge exactly once and he
could hiot find one, Euler formulated his rule as follows : ¥ A connected graph with at least two vertlces
has an Eulerlan path if and only [f there are 0 or 2 verfices of odd degree. The path Is a cycle if and
only if each vertex has aven degres.*

A graph Is said to be connected If thera Is & path betwean every pair of vertices In the graph,
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The 48X48 Crassbar Switch. This switch has bean bullt using three C004 Link Switch Davices from
Ihmos.
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3.2 Two-colour Euler algorithm

Graph theory provides a mathematical framework in which to incorporate transputer
networks to investigate their properties, We can regard a transputer network as a

graph in which the transputers are vertices and the links are edges. We will have a

regular (ail vertices have same number of edges) 4-valent (a vertex has 4 edges as a
transputer has 4 links) graph. We allow muitiple edges between vertices (multiple
links between transputers) and 50 we have a multigraph.

Eulerian cycles are cycles that visit every edge exactly once, All connected graphs
and multigraphs with an even number of edges per vertex have Bulerian cycles. It is
very easy to construct a Bulerian cycle out of a graph or multigraph. The proposed
algorithm of the Esprit team is : Starf af any vertex, and simply walk around the
graph. As each vertex has an even number of edges, this walk will never stop at a decd
end, but will continue until we have eventually visited our starting point sufficiently many
times for the cycle to close there, If all edges have been visited, all is well, if not, simply
open the cycle at the vertex with unvisited edges and set off along one of them. Repeat
until all edges have been visited. After having built our Eulerian cycle, we can use it to
perform a two-colouring of the edges of the graph. Simply follow along the cycle,
colouring edges alternately with the two colours as they are encountered. There will be
exactly two edges of each colour af each vertex (Nicole et al., 1988).

These two colours provide the links that are to be switched by each of the 48X48
crossbar switches of the MC2 Cluster, The algorithm can be displayed graphically as
shown in the following figures ;
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The requested network The first eyele bas been constructed. We
have closed the cycle at the stariing
transputer but ali edges of the graph have
not been vistted,

5 B
£
Break the cycle at a vertex Set off along the unvisttad edges and
with unvisited edges, completa the Euler cycle,
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The complated Euler cycle Colouring of the Euler cycle. Colour all even
sdges one colour and all uneven edges
another colour.

The twa Euter cycles extracted from the coloured graph for
switching by each ohe of tho two 48X48 crossbar switches of
the MC2 Clustar
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During the implementation of this algorithm the author encountered some
interesting problems and possibilities, the first of which is that which occnrs when all
the vertices of a requested switching graph do not have four edges connected. An
example of this, and the Euler cyele extracted, is shown in the diagram:

The requested switching natwork The Euler cycle extracted from the graph

If we colour the Buler cycle starting at transputer 0, we get a vartex with three edges
of the same colour connected to it. This, of courss, is not switchable by the chosan
MC? Cluster configuration.

The coloured Euler cycle with three edges
of the same colowr connacted to transputer 0
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A solution to this dilemma is to add links so that each vertex has four edges as shown
in the next graph. It is in any case necessary to add links if there is a vertex in the
graph without an even number of edges, because a graph without an even number of
edges per vertex does not confain a Bulerian cycle. In the first graph the links have
been added and the Euler cycle constructed. In the second graph the colouring and
therefore the extraction of the two separate Buler cycles has been done. After the
two Buler cycles have been extracied from the graph, the added links can be
removed 50 that oply the original graph requested by the user, is switched.

/

The ariginal graph, but with links added 50 The two Euler cycles have been extracted
that each vertex has four edges from the original graph. The added links can

be removed at this stage so that only the

graph requested by the user Is switched,

It is sometimes possible to get a graph where no links can be added (except to
connect two links of the same transputer) as in the graph in the next diagram, The
colouring of such a graph will also always give the wrong result if one does not start
at the vertex with only two links connected, This is because the graph has an uneven
number of edges, and, becanse the purpose of the exercise is to extract two Buler
cycles out of the given graph, one must ensure that the start and end edge of a Buler
eycle falls on a specific vertex. The solution is therefore to start at the vertex with
only two edges connected as both the edges of this vertex must fail in the same Euler
cycle.
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Another interesting example is networks where two links of the same transputer are
connected (this is also a solution to the case mentioned above). The Esprit
algorithm and the architecture of the MCZ system supports such 2 network without
any problems,
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A network with two transputers that have The graph with the two Euler cycles
links that are connected to each other extracted, starting at the transputer marked
(Marked with an X.) withan X,

3.3 Choice of links

A user does not have freedom of choice connecting the links in his requested
network, as it is impossible to connect, say link 0 to link 1 of transputers in the MC2
Cluster, This is because only links 0 and 2 of all transputers in a MC2 Cluster are
switched by a 48X48 crossbar switch, and links 1 and 3 by the other 48X48 crossbar
switch (refer to the block diagram of a MC2 Cluster in the previous section).

A rule of thumb for users is to connect even links to even links and odd links to odd
links, This is the same principle as used in the two-colour Euler algorithm where
even links are coloured one colour and odd links another colour.

If a MC2 Cluster is used as 2 single-user workstation, a user can have the probiem
partially solved by connecting the links emerging from the cluster crossbar switches,
or the inter-cluster links. By connecting the inter-cluster links, a user connects the
two cluster crossbar switches and he can therefore connect even links to odd links.
‘This is only a partial solution as only 16 links are released from 2 cluster crossbar
switch, and 32 transputer links are switched,
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So far rmost users did not find this restriction a severe limitation. Users of large

- paralisl systems usually want to map a software graph onto a hardware graph, and

‘the low-level details of the hardware graph, such as link numbers, are not important.

Especially if tools exist that make these processes (mapping onto the hardware and
link mumber selections) transparent to the user.

This restriction can, however, be a disadvantage, It can mean that software ported
from other machines will not run. This can be a great disadvantage as one of the
main fe “ures of MC2 skould be its compatibility with intercational systems so that
their sottware can be used on this system as well (without alteration). Fortunately, it
seems that so many possible architeciires were developed that most software
vendors chose to leave low-level configuration either to the user, or write software
that antomatically does network detection and in titls way configure the application
software. So far we have not found any application software that does not run on

McZ,

3.4 Conclusion

'The algorithm that was developed by the Esprit project team aided the MC? project
team with the design of a totally confignrable MC2 Cluster that can be used as a
single user werkstation, but also a component for larger MC? systems. The
switchine . Igorithm of the Esprit project team was enhanced so that it can be used to
configure MC2 Clusters. This algorithm provides complete configurability of MCZ
Clusters enabling a user to switch any requested network configuration onto a
cluster. A user, however, does not have freedom of choice of links, as even links may
only be connected to even links, and odd links to odd links,

The advantage of being able to use the Esprit algorithm lies in a much less
complicated MC2 Cluster design. To be able to switch all the finks in a cluster
containing 16 transputers, one needs a bigger switch than a 64X64 crossbar switch, as
a cluster must release links for external connections, A 64X64 crossbar switch will
only provide complete connectivity of all fransputer links. Such a switch is much
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‘more complex to design and realise than the 48X48 crosshar switches of the current
MC? Clusters, The number of C004’s used will increase tremendously, and this will
also cause the additional problem of a substantial delay through the CQ04’s (see
Appendix A, chapter 7.1). ¥ such a switch is built without using C004's, the switch
must be abie to regenerate and synchronise the fink signal as the transputer links are
sensitive to the signal quality, and most custom-made switchies used in other
machines internationally, showed problems regarding the quality of the link signal.
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4 MC2/64 CONFIGURATION

This section will give an overview on the MC2/64 inter-cluster switch, the algorithms
used for the configuration of MCZ/64, and the simulation of the configurability of
MC2/64.

For this dissertation, Configurability is defined as the possibility to always connect any
transputer with unconmected links to any other transputer in the system with
unconnected links, User Corjmvability is defined as the configurability a user
experience when using MC2/64,

4,1 The MC2 Inter- cluster switch

To build any of the multi-user MCZ machines, such as the MC?/64 machine, o

central coupling unit is needed. This central coupling unit is necessary to provide an

integrated system using the individual MC?2 Clusters, The central coupling unit must

also handle the IO resources and other peripherals, and give users access to the
- machine.

Possible interconnection networks that were studied for implementation are shown
in the next two diagrams ;
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The two networks are completely blocking after a few connections. "Blocking"
means that after a few connections have been made, it is not possible to add
connections as all the available paths through a specific switch for example, have
been used. This is not desirable as a user of MCZ/64 must be able to connect any
transputer to any other transputer without connections being influenced or the
influencing of other network configurations.

The next network considered was a modified Clos network shown in the next figure,
This neiwork is not blocking. There will always be a path between two transputers in
this network as there are many different paths for routing a connection between two
transputers, The only limiting factor is the number of inter-cluster links in the
gystem, and this concers the mumber of links emerging from a MC% Cluster, and is
not a factor relating to the network. As mentloned in chapter 2, section 25.2, a
MC? Cluster releases 32 links (16 from'each of the 48X48 crossbar switches) for
inter-cluster connections,

One big advantage of the modified Clos network is the limited mumber of hardware
components that are necessary to realise such a network. Each Clos crossbar switch
for the MC2/64 need only switch 16 inter-cluster links and provide the external 1O.
An Inmos C004 can therefore be used, and the only components needed for a
complete Clos network are four C004 switches (per Euler colour), which is less than
the number required for any of the other networks that were investigated,
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WCZ /84 configuration switch (modified Clos natwork)
Incorporatad In the MG2/84 desigh. The Clos network provides
several paths betwaen any two transputers In the system,
providing maximum switchabiilty with the minimtm humber of
haniware components. This diagram also shows the axternal
switches used Yo connact an axternal link to the system,

From this diagram it can be seen that two identical Clos networks exist, one for each
Euler cycle half, Another important switch in each Buler half is the external switch,
This is the 48X48 crossbar switch allowing external connections to be made to
transputers in the clusters. This is the way & user’s domain will be conhecied to his
IOP. These switches are constructed in the same way as the 48Xd8 crossbar
switches, from three Inmos C004s,

Six links from each one of the Clos crossbar switches are routed to the external
switches in the cutrent MC2/64 sysiems, giving a total of 24 links. A total of 24 users
can be allowed to the system, as this number of users would take up all the available
external connections. A user is allocated one link from each one of the Euler halfs
(o from each one of the: two external switches).
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The external switches are a very important component in the system allowing
flexibility for user connections, but more important, the external switches allow the
Clos switch to be used optimally for inter-cluster connections (which is its most
important function)., If users were to be connected directly onto the Clos crossbar
switches, the functionality of the Clos switch would be severely hampered as the Clos
network would then have to take into account the location of the users when
switching inter-cluster connections. If the user request conld be switched before the
user JOP links are connected, this would solve the problem, This means that the
user request must firstbe switched, and then afterwards, when all connections have
been made, one specific Clos crossbar switch will be the switch through which the
external connection js to be made. The specific user can then be connected to this
Clos crossbar switch, It is not practical to run around with the user IOP connectors
every time a user wants to switch his configuration, and therefore the external
switches has been introduced to implement the necessary connection of a user IOP
to the specific Clos crosshar switch,

For the rest of this section, only one Clos network (in other words, one half of the
total MC2/64 switch) will be discussed as the two networks for each one of the Euler
halfs are identical,
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4.2 Number of Clos crossbar switches

The number of crossbar switches used in a Clos network is determined by the
number of links released by a cluster, or the nurnber of links routed ta a switch from
the cluster. If a system is built from clusters releasing 16 inter-cluster links (per
Euler cycle), 16 Clos crossbar switches are necessary. If the Clos crossbar switches
are still C004s, a fully connented system will consist of 32 clusters each releasing 16
inter-cInster Jinks, and 16 Clos crossbar switches, each routing one link to each one
of the 32 clusters, Clusters releasing 32 links per Euler half will need a 32 Clos
crosshar switch to ensure a fully connected systeni,

The current MC2/64 uses only four Clos crossbar switches {(per Buler half) as four of
the 16 inter-cluster links are routed to a Clos crossbar switch, The number of Clos
crossbar switches is therefore in this case determined by the number of inter-cluster
links routed to such a gwitch,

The number of Clos crossbar switches = (number of inter-cluster links released by a
cluster per Euler half) / (number of Iinks rou.ed to the Clos crossbar switch per
cluster).

For the current MC2/64 system: number of Clos crosshar switches = 16/4 = 4,

4.3 Expandability

By expandability is meant the size to which the system can be expanded. The
expandability of the system is determined by the size of the Clos crossbar switches as
the Clos crossbar switches must connect to every cluster, The number of clusters in
the system is therefore determined by the size of the Clos crossbar switch,

The Clos switches in MC%/64 are Inmos C004 switches and are therefore 32X32
crossbar switches, The maximum number of clusters in a system Is therefore 32,
each cluster routing 2ne link to each one of the Clos switches, This will give a fully
connected system. Such an interconnection network however, leaves no links
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unoccupied at the Clos crossbar switches for external connections providing the IO,
and less than 32 clusters will have to be used to allow users access to their transputer
domains. Some links must be available at each Clos crossbar switch for external
input and output.

4.4 MC2 Clusters and MC2/64 configurability

The results of the simulation which are presented in this section had extremely far
reaching effects as the MC2 Clusters had been redesigned for the new MC2/64.

The MC2/64 system consists of four MC% Clusters connected together via two
modified Clos networks. Four of the sisteen links per Euler colour ererging from a
cluster are routed to each one of the four crossbar switches. These links are referred
to as the inter-cluster links, and two identical networks of inter-cluster links exists,
one for each Euler enlour,
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Since the MC?/64 Clusters only release 16 links per cluster crossbar switch (or per
Euler-colour) for inter-cluster connections, the MC2/64 system is not completely
configurable. The system can run out of inter-cluster links when trying to connect
transputers in different clusters using certain network configurations.

link=

MEG2 Cluster

If the 16 transputers in a cluster need 17 inter-cluster links in a specific Buler
network, MC2/64 won’t be able to switch the configuration as the current MC2
Clusters releases only 16 links for inter-cluster connections. As can be seen in the
MC2 Cluster diagram, 32 links (from the 16 transputers per cluster) enter each one
of the two 48X48 crossbar switches, and only 16 links emerge, These 16 links are the
key to the configurability of the MC2/64 system. As the mumber of links emerging
from a cluster increases, more links become available for inter-cluster switching of
the transputers in a cluster, and the more switchable/configurable the system
becomes. The optimum number of links emerging from a cluster is 32 as this
enables complete switchability of the MCZ%/64 system,
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[t iz not possthle to switch the connaction network In the diagram
because of the limited number of inter-cluster links emerging from a
cluster, The transputers must be placed In such a way that use of
inter-cluster links is imited, The network in the dlagram Is actually a
double pipaline, and it Is possibla to place the transputers in such a
way that ohly two Inter-cluster links are used,
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. The ratio
Links emerging from a Cluster per Euler Cycle te Transputer Links per Cluster)
= the ratio
Links emerging from a Cluster per Euler Cycle to (4XTransputers per Cluster) _
gives a direct indication of the configurability of the system. This ratio will be
referred to as the configurability ratio of MC? systems, For the current MC2
systems, this ratio = 1/2, This ratio stays the same for larger systems if the same
clusters are used to assemble the larger machines such as the MC%/256, The
_ switchability/configurability of these larger systems is the same as the MC2/64 as it
is determined by the MCZ Clusters alone. A configurability ratio of 1 indicates full
configurability,

An MC2 Cluster releasing 32 links ensures compleic configurability of the MC2
systems. Such a cluster needs two 64X64 crossbar switches instead of the current
48X48 crosshar switches. The disadvantage of such a system is that complexity of the
hardware inreases immensely, not only because of the larger crossbar switch but
because of a doubling in the number of links that needs to be routed through the
system, The number of crossbar switches necessary for the Clos switch also doubles
(the number of Clos crossbar switches = 32/1 = 32 for a fully connected system).

These results aided the MC2 project team in designing new MC? Clusters. It was
decided that all the future MC2 Clusters would have a configurability ratio of 1,
which would enable complete configurability of the MC2 systems. This can be
realised by releasing 32 links from a 16 transputer cluster, or 16 links from a
8 transputer cluster L. The only reason why the placing algorithm (see chapter 4,
section 4,6) would still be used, would be to ensure that most of the links of a user

1.A B transputer cluster (or Mini Cluster) also has the advantage that Inmos C004s can be used for the
cluster crossbar switches, A C004 can switch 16 Dnks from the 8 transputers, as well as release 186 links
for Intar-cluster connactions.
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neiwork fall within one cluster as the link speeds on these links could be faster. The
links would not have to be routed through the switching components of th. “los
switch either which would result in a delay (see appendix A, section 7.1).

The conclusion that must be drawn is that in theory, the MC2 sysiems are not
completely configurable, However, a user need not know this as there are ways in
which the usage of system can be optimised. =There can almost always ensure
configurability for the user. The rest of this section on MCZ/64 configurability will
deal with the ways in which the usage of the syster can be optimised.

4.5 Population of a MC2/64 system

A factor that is important in the user configurability of the MC2/64 system is
homogeneousness. User configuerabilify is defined as the configurability a user
experiences when trying to switch doraains. A homogeneous system is defined as a
system where all transputers in the system are exactly the same - of the same type
and having the same amount of mermory. As the usets of MC2/64 are allowed to
plug different types of transputers into the system, we do not necessarily have a -
homogeneous system. A MC2/64 system can therefore he homogeneous or
non-homogeneous, In a non-homogeneous system the i~ s [ transputers and
transputer memory vary, The trumsputer type can bz a T200 or a T414, an ' *1e
amount of memory per iransputer can be 1, 2, 4 or 8 MBytes. Special types of
transputers, such as a transputer dedicated to graphics and connected to a high
resolution screen, can also be used in the system. The population of such a
non-homogeneous MC2/64 system is one of the factors that influences the
configurability of the system tremendously,

The way in which transputer cards are plugged into the system, is called the
population of the MCZ/64 system, The population of a homogeneous MCZ2/64
system i5 trivial since all the cards are the same. A non-homogeneous MCZ/64
systert can be populated vertically, horizontally or randomly. Vertical population
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means that the different types of transputers are plugged into the system starting at
cluster 1 transputer {, filling cluster 1 and then going on to fill cluster 2 until all

transputers have been used.
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A MC2 54 system filled vertically. The The same MC2 44 system filled horlzontally

system contains 40 transputers of type 1, 16
transputers of type 2 and 8 transputers of

type 3.

Horizontal population means that a system is filled horizontally starting at
cluster 1 transputer 0, then cluster 2 transputer 0 up to cluster 4 transputer 0, on to
claster 1 transputer 1, and so forth until all transputers have been used.

An MC2/64 system populated randomly is just what it says : the different types of
transputers are just plugged into the system at random,

The i fluence of the population of the MC2/64 system on user configurability will be
discussed further in the section on the MC2/64 configuration simulation.
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4.6 MC2/64 configuration algorithms

The modified Closs network provides several paths between any two transputers
with unconnected kinks in the current MC2/64 system, but nevertheless the Clos
network does not eliminate all problems, As mentioned, there are a limited number
of inter-cluster links available due to the fact that & MC2 Cluster releases only 16
links for inter-cluster connections (per Euler-colour), The current MC?/64 system
has a configurability ratio of 1/2 (see section 4.4),

As there is a limited number of inter-cluster linke the configuration of the curreat
MC2/64 is reduced to a placing/locating problem, implying that the use of the
restricted resources (in MCZ, the inter-cluster links) must be limited, This is done by
placing a user’s transputers as far as possible within a MCZ Cluster as the MCZ
Cluster is compietely configurable (s2e chapter 3, section 3.2).

I it is not possible to place the transputers of a user all within one cluster, for
example because of the location in the system of specific types of transputers 3 user
is requesting, the transputers mmist be placed in such a way that the minimum
aumber of inter-cluster links is used, This can be done by placing the transputers as
far as possible in one cluster, but again avoiding a nearest-neighbour analysis of the
requested user configuration as this approximates the mapping problem for which
there is no easy solution (see chapter 3, section 3.1),

MC254 CONFIGURATION - MC284 conflguration algorithms page-98-
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A possible placing algorithm ;

Fird o ¢lupter that con accomnodute the user peiuost.

IF o cluster fs found, Place the tronspiters

ELSE UNTIL all transputera ploccd DO
Find the cluatar that can Best ateamnodete the wiplaced tramsputers
Pleee the ¢ransputors which can ke placed

ENG

The algorithm that was however implemented in version 1 of the DMS system
software of MC2/64 is as follow :

" Find & cluster that can accosmotite the user request,
I¥ a ¢luster Was found, Plate the transputeprs
ELSE GNTIL afl transpivars placad DO
Find the first tronsputer that wmotches
Flace the trensputar
END

This algorithm tries to place the user request in one cluster, and if thers is no cluster
that can accommodate the user request, a floodfill is done whereby the first
transputer in the system that meets the requested transputer typs, is allocated, A
simulation of this algorithm and the total MC2/64 configurability is discussed in
section 4.7, '

A simulation of the MC2/64 configurability and the way in which user requests are
accommodated by the system, is discussed in the next section.

4,6.1 Accommodating user requests

This sections explains how a user request is accommodated in the MC%/64,
implementing the placing algarithm. The two identical Buler switch cycles can be
distinguished in the link diagram of MC2/64,
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The link dlagram of MC284

According to the placing algorithm, a user request wiil be placed as far as
possible in one cluster, and the two crossbar switches of the clusters will be
switched to represent the requested network in that cluster, To connect
transputer 16 link 0 to transputer 30 link 2 for instance, one must connest 0 and

MC284 CONFIGURATION - MC2/54 configuration algorithms page - 101 -
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23 in the number 0 crossbar switch of MC2/64 Cluster 1, If one connects the 0
and 29 in the same cluster but using crossbar switch 1, the effect will be to
connect transputer 16 link 1 to transputer 30 link 3.

An inter-cluster connection is connected as follows: let us say that the user
request requires transputer 16 link 0 to be connected to transputer 44 Jink 2.
This will require a connection in the number 0 crossbar switch of MCZ/64
Cluster 1, connecting 0 to for instance 32 and it will require a connection in the
number § crosshar switch of MC2/64 Cluster 2, connecting 25 to a link connected
to the same Clos crossbar swiich than Cluster 1 number 32, In this case
nutnber 35, In Clos switch 0, crossbar switch number 0 needs to connect 11 and 4
to connect the two inter-cluster links from Clusters 1 and 2. An inter-cluster
connection therefore uses two inter-cluster links,

An external connection, conneciing transputer 0 link 1 to the user's PC will
require a connection in crossbar switch 1 of Cluster 0 connecting 01032, In
Clos 1 crossbar switch number 0, a connection from 0 to 16 is needed, and in
External switch 1 we need to switch 0 to 24 provided the user’s PC is connected
to link O of External switch 1, An external connection therefore requires one
inter-cluster link.

MC2/64 CONFIGURATION - MC2/64 configuration glgorlthms page - 102 -



Network Control for a Multi-'user Transputer-based System M8c¢ Dissertation - 1990

4,7 Simulation of MC264 configurablility

The simulation program, MAPSIM, was written to simulate the current MC2/64
system with the placing algorithm mentioned in section 4.6 and the way in which
users would use it. MAPSIM was written to specifically simulate the configurability
and user configurability of the MC2/64 system and not the larger MC2 systems. The
results obtained during the simulation were nsed to miake predictions about the
configurability of the larger systems. ’

As mentioned, configurability 1s defined as the possibility to always connect an,
transputer with unconnected links to any other tramsputer in the system with
unconnected links. The MCZ%/64 is not completely configurable as the MIC2 Clusters
release only a limited number of links that can be user for inter-cluster connections.

User configurability is defined as the configurability a user experience when using
MC2/64. The user configurability of the system is enhanced by using the placing
algorithm, and by keeping the system as homogeneous as possible,

Diff¢ 6.\t aspects determining the configurability of MC?/64 were examined., These
included the effect of a MC2 Cluster releasing only 16 links, the homogeneousness
of the system, and user requests. These tupics will be discussed in detail,
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The configurability of the MC2/64 system as obtained from MAPSIM is depicted in

the following graph.
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Rurker of Tronsputers

This graph gives &n Indication of the configurablity of the MC2/64

system. The results wers obtalned by trylng to switch 500 randoin

uger configurations of each number-oftransputers and the mean
number of successes were calowated and platted, (mportant to
rote here Is that the links of tha transputers ware connected

rahdomiy.)

The results obtained in the MAPSIM simulation are not very proraising, but this
does demonstrate the worst possible case, The graph shows that, when using random
link connections, the success rate of switching 32 transputers is about 44% and the
success rate for switching a configuration of 64 transputers is zero.
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1t is, however, possible to have a much higher success rate if the user adheres to
some switching and system configuration rules, of which some are instinctive rules
such as not numhering or connecting a network of transputers randomly.

4.7.1 Population of MC244

As mentioned, a non-homogeneous MC2/64 system can be populated versicelly,
horizontally or randomiy,

The following example shows how a user configuration consisting of transputers
of different types is influenced by the population of the system, (This example
was obtained from MAPSIM.)

The MC2/64 system contains 40 1Mbyte TR00 transputers, 16 2Mbyte transputers
and 8 4Mbyte transputers and is populated vertically.

I The gonfiguration Tnformatfon 3 (T8 = T300)
Rumber = 15 '

Pomaip = 9

1€T8,1024,0; €¢ 3,00;  Edg ¢ 4,2); ¢ 1,30
T8, 1024,1; €4 2,03 €13,13: ¢ 5,2): ¢ 0,30
T8,1026,2; €¢ 1,005 € 3,13; (14,23 ¢ 6,30
TB,1024,3; €C 0,0; ¢ 2,1); € 7,2); (15,30
TB.'iUEﬁ,ﬁ: {©50; ( 7;3“ ¢ 0,20« 8;3,)
T8,1024,5; £ 4,002 ¢ 6,13 ¢ 1,2); ¢ 9,33}
T8, 1024,6; €L 7,00 ¢ Bty (10,2); 7 2,302
T8,%024,7; € 6,0); (11,13 € 3,2); € 4,10
TH, 2008, 8; (11,007 ¢ §,1); (12,2} ( 4,35
Y8,2048,9; CC10,00; ¢ 8,1); ¢13,2); ¢ 56,313
TB, 2065, 107 €¢ 9,007 {4,137 ¢ 5,2); (19,30
TE,2048,11; €¢ B,00; ( 7,1); (15,203 ¢10,3))
T8,4096,12; 13,03 (15,137 ¢ 8,2); X}
18,4096,13; €(12,00; € 1,13 ¢ 9,20 (34,30}
¥8,4096,14; £(15,00; ¢10,4); ¢ 2.2); (13,30}
T8,4008,15; £014,00; (12,13 ¢19,2); ¢ 3,33}
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The user request is accommodated by the system as shown below:

The user request: A mesh of sixteen transputers
of which 8 transputers have 1Mbyte,
4 transputers have 2Mbyta and 4 48 | 8
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The transputers (Indicated by the domain number 8) of the user are distributed over thrae
clustars and a lot of Inter-ciuster links {the numbears on the left) are necessary to ewltch the user

configuration,
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The inter-cluster links necassary to reallse tha user request,
Golng clockwlse ground the graph starting at tha fat
tranaputers, the first group of fllled transplters are in the
same cluster, and tha open transputers In anather cluster,
and the last group of filled transputers In yet another cluster,
LInas connecting transputers that dre shown to be in different
clusters are Inter-cluster conhections, consisting of two
inter-chyster links,
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In a horizontally populated system, the user request is accommodated as shown
below, resulting in a configuration that needs much fewer inter-cluster links:
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Fewoer intar-cluster links are used whan the system Is confiyured horzontally

an

77N
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The transputers are located Intwo clusters only, For this user
recuest, only 6 inter-cluster connectiors and therefore 12
inter-cluster iinks are needed, Another inter-cluster iink Is
uged for 10,
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'The gbove results obtained from MAPSIM show that a non-homogeneous system
influences the configurability of MC? /64, since a user request will most probably
be distributed through the clusters, If most user requests are homogeneous, a
vertically populated system will provide the best results concerning the usage of
inter-cluster links, Non-homogeneous user requests will be accommodated
better in a vertically populated MC2/64 system as can be seen from the above
example,

The ideal for the current MC?/64 is still to use it as an homogeneous system, as
the MC2/64 was originally designed to be used as an homogencous system.
Although MC2/64 can be used as a non-homogeneous sv.-em, this usage must be
minimised as far as possible,

4.7.2 User reguests

The way in which the system is used is also a facior determining the user
configurability of the current MCZ/64 system. This includes the number of
transputers the user requests, the nefwork configuration requested, and how the
network is requested from the systein.

£ ccording to data collected from users, the number of transputers a user
allocates will generally be 1 (for program development), or an fixed number of
processors (to run a specific program), This number of processors will most
probably fall in the set {1, 2, 3, 4, 5, 8, 10, 16, 32, 64}, while other requests are
possible but not very likely, This is because the common network configurations
all use a certain number of transputers. As most of the users will generally need
a number of transputers less than 16, a user request could be accommodated in
one cluster and the system configurability would be high. Whether a user request
could be accommodated in one cluster is again dependent om the
homogeneousness and the population of the MC2/64 system,

MC2/64 CONFIGURATION - Simulation £ MC2/64 configurablity page - 109 -
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The network configuration requested by 2 user also plays an important part in the
configurability of MC2/64 as the system will not perform nearest-neighbour
placing or searching. Such a method will again approach the “mapping problem”.
The system places transputers in the sequence they appear in the user request.
‘The first transputer will be placed first, the second will be placed second etc. The
responsibility to request and number transputers in such a way that the system
will place them optimally, rests on the user. If the user request can be
accommodated in one cluster ac; wrding to the placing algorithm, the user
network will not influence the configurability of the system. '

4,7.2.1 Numbering

The way in which the numbering of a user request infinences the
configurability, is presented in the next example obtained from MAPSIM.,

T
s D el

e s el ~-
24 |- 25 |~{{ 28 FE,;J- B3

An example of numbering for a mash.
The transputers must be numbesred in such a way that
the nearest neighbours have the nearest numbars,
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A diagram of the switching hetwork. Sixieen Inter-cluster
iinks are used to reallse the user-conflguration,
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The allocation of the transputors of the mesh, In a homugenaous syster the tranaputers
will be allocated In the first two clusters,
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The dlagram of the switching network, This dlagram
indicates that only 12 Inter-cluster inks are used. Tha way
in which this mash was numbered Is therefore mors
effectiva than tha numbering of the pravious natweirk
reguest.
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What follows is another example of the influence that numbering has on the
inter-cluster links used in the system, In the first figure, a trée was numbered
horizontally, and in the second vertically, resulting in an substantial reduciion
in the number of inter-cluster links used.

A trea numbered horlzontally

WMC2/84 CONFIGURATION - Simidation of MC2/84 configurabllity page - 113 -
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A tree numbaered vertically, with a batter nearest nalghbour
placement
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Thea Inter-clustar links tsed for the vertléal numbering Is
much less than in the pravious example.

4.7.2.2 Neighbouring

The concept of neighbouring was introduced in the simulation progtam as a
method with which to simulate the way in which users would request their
configurations {"neighbouring" meaning that a certain transputer may only be
connected to his nurabered neighbours), A neighbouring of 4 will therefore
result in a transputer only being connected to its four nearest neighbours on
both sides concerning their numbers. A neighbouring of 4 will result in
transputer 10 only being connected to transputer mimbers 6, 7, 8, ¥, 11, 12, 13
or 14,
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If a user comnects his transputers randomly (or numbers his transputers
randomly), a typical graph displaying the user connectinns wonld look like
this: -

A random connection of 82 transputers

The graph shows that randon: user configurations use 4 large number of
inter-cluster links, Fortun-tely, most users of MC2/64 do not use random
configurations, and we could assume that a user would not just mumber or
connect transputers randomily, but would start, for instance, at the top left
corner with numbering and number all his transputers in an ordered way. We
can therefore assume that any user will use sonie form of neighbouring,
especially if it is important for the configuration of the machine. This leads to
the concept of neighbouring,

Neighbouriug of transputer connections (n=neighbours) means that a specific
transputer may only be cotmected to its neighbours on both sides, If the
number of the transputer is 8 and the neighbouring is set to 4, transputer 8
may be connected to transputers in the set {4,5,6,7,9,10,11,12} (if the number
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of transputers in the domain is more than or equal to 12). A random
transputer tumber within this set is selected to which the fransputer is then
connected.

Hxp

MNelghbouring

Spesneighbouring or special neighbouring of transputer connections means that
the transputers in the neighbourlng set are weighted, and then selected. If the
current transpuier is again 8 and the spesneighbouring is set to 4, the
possibility of transputers 7 and 9 being selected will be most likely, followed

. by transputers 6 and 10, and lastly transputers 4 and 12, The gradient depicts
the amount at which certain transputér mumbers are weighted, and this
gradient can be changed.

I
! L | "

Spasneighbouring {n=neight:ours, a=armplitude)
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This graph glves an indieatlon of the &ifect of nelghbouring on
the configurablity of the G284 system, A neighbouring of 30
has 10 fails out of 10 trigs, but a neighbouring of 20 stiil has a
100% stceess rate. This was tested In a homogeneous
system, but with random user connecilons.

MC2/84 CONFIGURATION - Simulation of MC2/54 configurabllity page- 18-



Network Contral for a Multi-user Transputer-based System MSc Dissertation - 19590

A nelghboured conflguration of 32 transputers with a
heighbouring of 16.

The graph indicated a normal neighhbu:ing (without weighting) of i, in
other words, a current transputer can only be connected to its 16 nearest
neighbouring transputers (in mimber).
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A neighboured configuration of 32 transputers with &
neighbouring of 8

This disgram differs from the previous ome as the neighbouring has been
reduced, A current transputer can now omly be connected to its 8 nearest
neiglibowrs (in zumber, not in loecation). The numbering must again be
performed in such a way that the nearest mimbers to a current transputer are
also its nearest neighbours.
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A spesnelghboured configuration of 32 transputars with a
neighbouring of 16 and a gradient of §

This diagram differs from the first diagram as it illustrates the weighted
neighbouring, The gradient of the weighting is 5. There are fewer long lines
connecting transpuiers in this diagram than is the case in the first diagram.

The concept of neighbouring provides us with a more realistic view of the
usability of the MC2/64 system, although the model is not without its flaws. I
a user adheres 1o some form of neighbouring, the possibility that he will be
able to switch his network configuration is quite bigh, even if he uses random
link configurations. The above exercise has enabled us to provide the user
with directions for the setup of a user configuration, where the transputers
must be connected where possible to their nearest numbers.

MC2/44 CONFIGURATION - Simufation of MC284 conflgurabllity page -121 -



Network Contro! for a Multi-user Transputer-based System MSc Dissortation - 1990

4.8 Conclusion

This section discussed the interconnection network needed when connecting the
MC? Clusters to form the integrated MC2/64 systems. Two modified Clos networks
are used in the MC2/64 systems, one for each Buler half. 7Yhis network pravides
several paths between any two MC2 Clusters in the system, and is non-blocking.

This section also showed that the current MC2/64 systems are not completely
configurable, in fact, the configurability of the MC2/64 systems = 1/2 because of the
limited number of inter-cluster links reieased by the current T1C% Clusters for
inter-cluster conmections. Configurability is not a factor determima\}l by the

interconnection network, but by the MC? Clusters. a
1

The placing algoritim was implemented in versionl of the DMS (Domain
Management Server) software. This algorithm tries to minimise the usage of the
Iimited inter-cluster links when accomidating a user request in the system,

The MAPSIM simulation program was also discussed in this section. This program
provided valuable insights into the ways in which MC2/64 can be used 1o optimise
the user configurabilityl, The main factors influencing user configurability are

*  the population of the MC2/64 system, and
* user requests.

The results obtained from the two MC2/64 systems currently operational showed
that users very seldom ran into problems with configurability. 1t seems that most
users use the system in such 2 way that they do not run into configuration problems.

1.User configurablilty is the configurablllty a user sees when trying to switch his user requests. The
configurabitity of the system Influences user configurabliily. Tha system configurablifty can only be
changed by changlng ciuster designs. User configurabiifty can however be enhanced by Implemanting
gigorithms (such as the placing alyarithm) which optimise tha use of the restricted regources. A user
wllt than have a more configurable system,
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5 MC2/54 SOFTWARE
5.7 Introduction

* This section will introduce the MC2/64 system software or the DMS1, and the way
in- which this software was designed and developed. This is the software
incorporating the configuration algorithms of chapters 3 and 4.

5,2 Software development life cycle (SDLC)

Software is usually developed according to a life cycle model. Different life cycle
models exist and the emphasis of the different software development life cycle
models usually vary according to their applications, Boehm, in his article ‘Software
Engineering’ presented ane of the most known software life cycles {Boehm, 1976).
Boehm's life cycle starts with the system requirements phase. During this phase a
complete, consistent and unanibiguous specification must be specified, describing
what the software must do, but not Aow it must be done. The how must be speciﬁed
during the design phases.

Eu=hm identifies a few problems during the design phase, one being that the
software specification usually cannot be finished without undertaking some design
and even implementation of the system to verify certain aspects of the specification.
Software designers also have a loi of freedom in their designs as no specific design
standards exist which can help designers to choose between different alternatives
during this phase. Software designers also tend to design from the bottom up, They
develop software components before addressing the serious issues of interfaces and
integrarion (Boehm, 1976),

1.Domaln Management Server

MC2/64 SOFTWARE - Introduction page - 123 -



Network Control for a Multl-user Transputer-based System

MSc Dissertation - 1980

During the c¢oding phase, the software is coded in a specific langnage. Here
programmers also have a lot of freedom, Boehm mentions that programmers tend
to limit control structures and are moving towards s*ructured code (hierarchical,

black-oriented code.)

Boehm argues that the Software Testing phase also presents serious prob)sms during
the life cycle of most software systems as software testing and reliability are not
considered until the code has been run for the first time, and been found not to run.

Maintenance is also a very neglected phase of the software life cycle, and is also the
most expensive (Boehm, 1976). If software specifications and software design are
done correctly, it should be much easier o maintain the software,

Boehm's software life cycle is depicted in the following diagram (Boehm, 1976):
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2,

To give a detailed description of all the different SDLC models, is beyond the scope
of this dissertation, For the purpose of this dissertation, the author will adopt the
same model as Du Plessis in the dissertation "A Software Engineering Environment
For Redl-Time Systems" (D Plessis, AL, 1986). This SDLC has been developed
within military circles as an answer to the need for a coordinated effort for a sinigle
standard for developing defense system software. A standard, the DoD-STD-2167,
developed out of these efforts, and this standard specifies a compuier software
development cycle which should be followed within the system life cycle.

The standard has a comprehensive and well-structured format. The system life cycle
within which the SDLC is structured consists of four phases: concept exploration,
demonstration and validation, full seale development, and production and
deployment. The SDLC only commences after the second phase of this sytem life

cvcle, and it extends into the third phase up to the point of system integration and
testing (DoD-STD-2167, 1983),

The SDLC incarporates the following phases:

* Software requivements analysis - a complete set of functional,
performance and interface requirements derived from the system
specification,

* Preliminary design - a modular top-down design developed from the

- " software requirements,

* Detailed design - a modular, detailed design of the system,

* Coding and unit testing - coding and testing of each module or unit.

* Software integration and testing -~ the released units are integrated

and the integrated modules are tested.

* Software performance testing - formal tests are conducted and the
results are recorded,
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Du Plessis has defined the following definitions which are relevant t this chapter
and which are presented here (Du Plessis, 1986):

CASE (Computes-Aided Software Engineering) - the enyineeriey of
software supported by computer tools.

Method - a regular, orderly definite way of doing anything, applied to
the specific approach to carrying out one or more of the software
development and posi~deployment support activities; is frequently
based on an abstract or intellectual model of how to accomplish an
activity; is implemented by utilizing procedures and tools.

Methodology - 2 system of methnds which provides the overall
approach to developing and improving software.

Procedure - a manner of carrylng out a certain process; refers to the
manugzl activities and steps required to implement a method.

SDLC (Software Development Life Cycle) - the cycle through which
the development of the software of a system is undertaken; it is
divided into a number of phases each involving a number of
activities, and resulting in particular phase produets; the SDLC forms
part of the system life cycle of the larger system of which the software
component forms a part.

Technigue - an informal method.

Tool - a mechanism for rendering a method executable; computer
tools are the computer programs which enable the execution or
implementation of the steps of 2 method,
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5.3 MC2/54 system sofiware

The design and development of MC2/64 System Software is incorporated into the
adopted SDLC of section 5,2,

5.3.1 Software requ!remants

The main objective of the MC2/64 system is to provide a system user with a
distinet user environment consisting of transputers and other resources within

- MC2/64. A user must be able to manipulate these transputers on command.
This includes switching or reswitching of the transputers, linking of transputers to
external resources, the running of user software and obtaining information from
the transputers, The group of user transputers and external regources will be
called a user domain, '

The different actions that the system has to fulfil are as follows:

~ Allocate domajus
Allocation of 2 logical user domain! and the connection of the user to
the logical user domain, This function also checks the user's
capabilities? against the user request.

= Switch domains
Switching and reswitching of the physical user domain to match the
requested user configuration,

1,Tha leglcal user domain |s conceptually the domaln as the user requests It with the numbering the
user gives his transputers and resources. The physical user domaln will then tonsist of the phystoal
transputer numbers and whare these transputars are located In the system. The physical user domaln
Is transparent to tha user, a user only seas the logleal user domaln,

2,Bach reglstered user of the systam will have certaln capabilitlas, Capabilities will, for instance, specify
the total number of transputers a user Is allowed to allocate, and the types of transputer he will have
access to.
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- Conitrol of domaing
Standard Inmos control supplied within a specific user domain, This
includes reset fransputer and analyse transputer.

- Feedback from domains
Feedback from any transputer within a specific nser domain, This
includes get transputer performance and get transputer error status,

These functions must provide a user with control over his domain of transputers,
althoughi the control must be transparent to the user. A user must be able to
access and use his domain as if it is a single-user transputer workstation
connected to his IOP (or IBM PC), Users must not influence each other’s
domains in the MC2/64 system. This is an antomatic advantage of a massively
parallel machine where resources are not shared in an, way by the different
users, The performance of a user domain is therefore not influnenced by the
number of users logged into the system at a specific time,

The front end user-interface giving a user access to his domain, must be
user-friendly, Users tend to have an inherent resistance to using such a big and
complex system as the MCZ/64, and the user-intérface must guide and aid them
In using the system.

5§.3.1.1 Evaluation of formal methodologies

The formal specification of a system can be done during the Software
Requirements Analysis phase of the SDLC. The MC? team investigated
possible formal methodologies for the specification of complex parallel
software systems, It was decided to evaluate Z and CSP as possibilities to the
formal specification of MC2 software.

The theory of formal specification methods has its roots in abstract algebra,
Every engineering discipline has a strong mathematical underpinning on
which it relies for its analytical, predictive and synthetic power. This has not
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always been the case with computing or computer programming, although a
lot has been done in this direction recently. The demand for computer-based
tools which would help in the design and analysis of the software developing
process is growing. There is also a considerable shift towards techniques with
formal mathematical foundations such as Z and CSP.

Formal specifications use mathematical notation to describe in a precise way
the propetties that a system must behave without describing the way in which
these properties are achieved, The emphasis is on the what, instead of the
how.

The disadvantage of formal methods is that no tocls exist at this stage, and
that the learning curve is steep., This represents a problem when deadiines
must be met. And this is what happened with the MC%/64 system software,
Although the initial intention was to user a formal method to describe the
system, the deadlines that had to be met prohibited this. The learning curve
was too steep to be able to describe such a complex program as the MCZ/M
system contro! software in the available time,

53.1.112

Zis based on set theory. Z decomposes the system specification into small
pieces or schemas. Schemas are used to describe both the static and -
dynamie properties of the system. The static properties are the states that
it can occupy as well as the important relationships that are maintained as
the system moves between states,

The dynamic aspects include the operations that are possible in that state,
the relationships between the inputs and outputs of the operations and the
changes of state which take place.
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Z specifications concentrate dround a deffned state space on which certain
operations are described, It is therefore appropriate to specify systems
that centre around a specific state space in Z. The examples of system
specifications in Z are all describing systems which evolve around a
central state such as the formal specification of a microprocessor
instruction set or the formal documentation of a block storage device.

An DFD! of such a system might ioch something like this:

A DFD of a system that could be spacliled in Z (The AA, BB, CC ete. In the diagram
indicates data flows, while A, B and € for Instance, speclfy processes. DATA iz a data
store.)

{.Data Flow Dlagram
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7 was evaluated as a possible formal design method to describe MC2
systems. When trying to compose & data flow of the systems specified in Z,
an interesting resuit was obtained, The data flows centred around a data

store. In other words, all the processes influence some central data store -
in one way or another. This seems to be a valid conclusion since Z -

specifies a state space with the operations valid on the space.

It seems therefore that Z lends itself the best to the specification of such a
system controller as the one used in the MC2/64 system. In this specific
case, the central state space is the data structure underlying the system
controller that specifies all the resources of the MCZ2/¢4 system, and how
they are allocated and controlled.

5.3.1.1.2 CSP

CSP is a theory of communicating sequential processes which attempts to
provide a notation for designing, specifying, implementing and reasoning
about systems of concurrent processes, CSP offers a mathematical
notation for the description of processes and a way (alphabets) of
controlling the level of abstraction,

CSP provides a secure mathematical foundation for the avoidance of
errors such as divergence, deadlock and non-termination, and for the
achievement of provable correctness in the design and implementation of
comiputer systems. .

Occam, the programming language of the transputer, is 4 subset of CSP,.

and CSP therefore lends itself to the specification of concurrent systems
and the way in which concurrent processes influence each other,

The DFD of such a system in contrast with the Z diagram might appear as
follows:

MC2 /64 SOFTWARE - MC2 /4 system software page - 131 -

i in b my e me e ¢ R <o T 7 g



Network Gontra! for @ Muftl-user Transputer-based Systetr MSc Dissertation - 1980

The DFD of a system that could be specifled in CSP. (AA, BB, CC, otc. indicate data
flows. A, B, C, etc. are processes and DATA 1s a data store.)

The data flow diagrams of systems specified in CSP does not centre
around a data store as in the systenis specified in Z. A system with any
concurrent processes, or processes that interact with each other, will lend
itself ideally towards specification in CSP,

CSP lends itself best to the specification of any system in which one wants
to study the coﬁcurrency of the system, and the way in which processes
influence each other. This is not the case with the current MC2/64 system
software. The MC2/64 system control software provides a single entry
point for all the users of the system. To prevent user requests influencing
each other drastically, we imust ensure that a single nser request is handled
at a time, and the core of the MCZ2/64 system software is therefore
sequential. ‘There is therefore no need to argue about deadlock or
concurrency and CSP need not be used to describe the system. Future
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MCZ2/64 system software might use concurrency, and in these instances it
* will be useful to use CSP to formally specify the interaction of the different
modules.

5.3.1.1.3 MixIng Formal Methods

A ciuestion that arose during the evaluation of Z and CSP, was if they
could be used toget’  in the specification of a system.

Z rests on a different mathematical basis than CSP. One of the maia
reasons for using formal specification methcls, is that the user can reason
about their correctness. One can therefore not use Z and CSP together
whhout knowing exactly how their mathematical systems interact with each
other. Doing this without knowing the consequences, is to lose sight of
reason why formal specification methods were decided upon in the first
place.

The way in which the different mathematical systems complement each
other and interact with each ather, is at this stage a fieid for considerable
research, and is beyond the scope of this dissertation.

The conclusion reached therefore, is that Z and CSP can both be used to
specify a system, and they will complement each other on different aspects
of the design, They must, however, be used in parallel with each other,

Here it is also valuable to mention the work done by Tereul on mixing
formal specification styles (Tereul, 1987). Tereul used Z and CSP to
describe two problems. In the specification of a heating system, he used
CSP. In the specification of a Library, ke used Z to specify basic data
types and the status changes influencing them, while specifying the
interaction between library users and staff in CSP.
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Preliminary Design

During this SDLC phase an apprupriate abstract to the MC2 /64 system software
was selected which vnabled the different programmers to deseribe the MC2/64
system and the system concepts.

5.3.2.1 Domains

The MC? is a distributed machine and the control of the resources is a
difficult task, Because of this, the domain type of object-oriented control has
been selected as the hest abstract to the problem. Domains are used
specifically for the long-term management of large distributed systems.
Domains as an gbstraction to distributed computing systems was introduced
by Robinson and Sloman (Robinson et al, 1988),

Domains is an abstraction which has come to be used in modern operating
systems to describe user rights in different areas of a system. In the MC2/64
the implementation will differ from most other implementations (such as in
Local or Wide Area Networks) but the general  icepts are universal.

"A domain is a set of resources which share some common attribute. In
particular, it 1s the set of resources to which the same management policy
applies... The manager can be a distributed set of software processes which
cooperate to manage a set of resources, Domains specify the sphere of
influence of a manager." (Robinson et al., 1988). A user can therefore be
allocated & domain in MC?/64 consisting of transputers and external
resources for which he has the resources. For this domain, the user aided by
the Domain Manager sof*ware, is then the manager of his domain.
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Dig joint Domains Touching Donains

CQ | ©
®

Sulby~domaing tverlapping Namains

Domains

There are different types of domains such as disjoint, sub-, touching and
overlapping. In transputer-based machines the Jack of support for memory
protection implies a single user per transputer which mesns that only disjoint
domains are allowed, and no overlapped domains. Sub-domains however, can
be supported, '

Auser domain can be divided into sub-domains which may be touching on the
same level within the same parent (see links 1 and 2 in the above figure). A
sub-domain can be defined on its parent’s boundary and therefore provides a
moare flexible touching environment (see link 2 in the above figure),
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Neiwork of

Transputers

Externol
inks

A user domaln

In the MC2/64, a user domain was specified as consisting of all the
transputers and resources allocated to a user from the parent domain (PD).
All the transputers and resources in the systein would be in the parent
domain, User domains (UDs) are aciually sub-domains of the parent domain,
User domains in the MC2/64 can never be overlapping. the IOP is the
interface communicating with the user and the domain via a link from the
oot transputer. External links connect external resources to the domain,
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A user domain will be ereated out of the parent domain (PD) for a user asking
for access to the syster, When he has fin"_hed his session, the resources will be
freed back to the PD and another user can get access to them by allocating a
domain,

This approach to the MC? software provided the team with a suitable concept to-
describe the functionality of the software.
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5.3.3 Detailed design
5.3.3.1 Doslgn methodology of MC2/64 system software

One of the most important issues aronnd the design of the MCZ system
software, was to decide on a design mettodology for the detailed design phase
of the SDLC., There were different individuals who worked on different
aspects of the system software. It was necessary for them to communicate and
document their designs and interfaces to each other,

The project decided to use the structured analysis methodology of DeMarco,
specifically the data flow dizgrams for high level specification and analysis.

5.3.3.1.1 DeMarco

One of the advantages of a data flow analysis such as DeMarco’s is that
various tools exist which simplify the actual use of the methodology, and
also make the initial learning curve much shorter. This an important
advantage of using such a methodology, The MC? decided to use the HP
Teamwork package for use ou the IBM PC.

The project team for the development of the system software comprised 5
people, 4 of whom were engineers and 1 a computer scientist, The
experience of the team in the area of software design and development
varied considerably. '

The software deslgn methodology of DeMarco was used very effsctively as
a tool for communication purposes. The system was first designed at the
high level. Each programmer then had to design his part of the MC2/64
© system software using the DeMarco methodsulogy. He then had fo make a
presentation of this design during a round-table-session where all the other
programmers could ask questions and give comments. These discussions
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assisted the different programmers to clearly identify not only the
interfaces between the different modules, but also problem areas. It was
easy to design with the future expandability of the system in mind.

One of the most important conclusions that was drawn from this exercise
was that a specific design methodology does not supply all the answers and
definitely does not automatically ensure unambiguons communications in
the design of complex software. The designs need to be discussed in detail
by the different programmers on the project team. However, software
design methods help any programmer to clearly define and communicate
his line of thonght during the design of his software,

The best solution to the shortcomings of different methodologies would be
to use different design methodologies to design different aspects of the
systerm. EBach design methodology focuses on & specific aspect of a system,
and this must be used to get a clearer picture of the system, Different
systems will also need different approaches to their design. The
disadvantage of this will be the learning curve involved for the designer(s).
The designers or programmers must obtain enough knowledge on each
methodology to be able to use them jointly.

As the DMS! has a sequential control 1ow with only one entry point, the
data flow analysis in terms of the domain approach was sufficient to
describe and design the system, The DFD design approach would
definitely not be sufficient for a system with complex control flow, and in
such a case an additional methodology would be needed for control flow
analysis. : '

1.D¢ igln Management System
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5.3.3.2 System design

8.3.3.2.1 Contents

'
The contents of the De Marco Data Flow Design :

DFD -1z Cantext Diagram!
DFD O MC2
P-Spec2 13 1OP Entry Processes
DFD 2: Helica Beckbone
DFD 2.1: Helios Ramote Entry Device
P-spec 2,1.1: 10P Entry Device
P-Spec 2.1.2¢ Domafn Entry Device
P-Spec 2.1.3: HRED Router
P-spac 2.2: Hellvs Hackbone Resources.
P-spec 2.3: Helics Backbone Servicss
DFD 2.41 Domafn Hanegement Services
DD Z.4.1: Domain Manegement Services | erver
pSpec 2.4.1.1:1 DHS Access Controller
P-Spec 2.4.1.2: Logical Domain Hendiar
P-Spec 2.4.1.3: UMg Heliom Service Handier
DFD 2.4.23 Domain Happar
p-Spec 2.4.2.1% Doma 4 Placer
PrSpec 2.4.2.2: Domafn SWitcher
P-Spec 2.4.2.3: Tranalator
P=Spac 2.4.2.4: TDS Resetter
p-Spac 2.4.2.5t Init PhysPool
DFD 2.4.3: Hardwere Handler
p-Spec 2.4.3.1: SHitcher
p-ipee 2,4.3.2¢ TapGontrol
P-Spec 2.4.4: DMS Error Control
P-Bpac 3z Domain Entry Processes

1.The context diagram of the DFD pravides the context In which the MC2 wili operate,
2.P-8pec = Primitiva Spacitication Indlcating that the process Is a primitive pracess that is described
with a PDL or Program Dascription Language,
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5.3.3.2.2 DeMarco data flow diagrams

The data dictionary appears in Appendix E. The definition modules
(written for the Modula-2 implementation) were used as the primitive

specifications.
Ysep—
B R Domain-
{gers Interactions
Uspr— _ 8
Interaction MoZ
Usep=
PFrogriss

o

 HC2-
Interaction

DFD -1 ¢ Context Diaaram

The context diagram of the system desctibes either the user interaction
with its programs directly, or via the MC2/64 system, The MC2/64 system
provides the control and computing environment where the user program
will run,
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Tranalated-
B1-
Intepaction

User- | '
Interaction \\, Helzins
/ Trarh%lzt_t_'taﬂ‘ A Hackhone _
ln/tarantlnn

3 [+
Interaction

DFD @ ¢ NC2
MC2 (or the DMS) consists of;

The IOPEP - providing the access for the user to the Helios
backbone

The HB - providing all the control and Helios facilities to make
MC?2/64 a muiti-user distributed computing environment.

The DEP - providing the access of the user programs to the Helios
backbone
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& Ba
\Jipsonrces,

HEL1OS-
INTEANAL~
INTERACTION

'!‘ransslzatad- '[‘paﬂs__latad—
~ BOP" e
=" Introuction {ntevaction
HELIOS-
RESOURCE- i)
INTERACTION o boe Contral-
IRTERACTION Doma''n
2 _ Manages ent
Helias Services
ckhone ]

HELIBS-
CONTRNL-
PRIMITIVES

BFD 2 : Hellos Dackbome

Thel HB2 (Helios Backbone) consists of:

The HRED - all external comuunications to the services provided by

the HB are done by this device.

The HB Resources - providing all access to Helios resources.

The HB Services - providing all access to Helios services.

1.Tha Data Flows that s indicated In capltal letters {such as HELIOS CONTROL PRIMITIVES in the

above DFD}) are primltive data flows.
2.Thls DFD [s a breakdown of progess 2 (Hellos Backbone) of DFD 0,
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DMS - providing all access to the Domain management services.
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L

‘Franslated-

ser—
Interaction

Tranglated~
User—
fnteraction
DHS-
Control-

Primitives Tranzlated— .

Interaction

Translated—
SE%&E%%E- lntaractinn‘*-.§
INTERACTION HELIOS~
RESOURCE-
IRTERACTION

OFD 2.1 : Helios femota Entru Device
The HRED! (¥elios Remote Entry Device) consist of:
The IOP Entry Device - providing, the inteiface with the IOP’s.

The Domain Entry Device - providing the interface with the user
programs running within a UD2,

The HRED Rooter - distingnishes between the different types of
service calls and route it appropriately.

1.This DFD is & breakdown of process 1 of DFD 2,
2.User Domaln,
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G, HELIOS- Parent- e
PRINITIGES P onntion Eeror-
3  Domaln Lonzrighration :
Management éﬂ*ﬂ"c
HS- .
Control-

Havdware-
Error

TD8-Resat-Request

¥5 2.3 | Tomaln Mananenent Services

The DM'S (Domain Management Server) consists of:

‘The DMSS - providing all the control and information on the UD's,
The DMSS also is responsible for the injtialisation of
the PD from the PDConfiguration file,

The Domain Mapper - maps logical to physical domains.
The Hardware Handler - provides the low level control of the PD1.

The DMS Error Control - 1ogs all fatal errors.

1.Parent Domaln
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HEL10S- Lt{ﬁ%"‘ LogTxp-Raquest

CONTROL~
PRINITIVES

Domain
Conf igunation
Loglecal~Hap

DED 2.4.1 * Domain Hanagemsnt Sevwices Senver

The DMSS (Domain Management Services Server) consisis of:

The DMS Access Controller - provides security and integrity to the
DMS; .

The DMS Helios Service Handler - handles all the Helios
housekeeping services,

- The Loglcal Domain Handler - provides all the services for
maintaining the logical domains,

MC2/4 SOFTWARE - MC2/54 system software paga - 147 «



Network Control for a Multt-user Transputor-hased System MSc Digsertatlon - 1990

Lagical-Hap "
]Jo:‘rar;n- Phystonteol

Flacenent

PhysPool

DFD 2,4,2 : Domaln Hoavwep

The Domain Mapper! consists of :

The Domain Placer - places 2 logical user domain onto the physical
TP. This process must maintain the effective
switchability of the system.

The Domain Switcher ~ switches the placed user domain according to
the requested user graph.

The Translator - translates the logieal transputer addresses to a
physical transputer.

1.This DFT is 8 breakdown of process 2 of DFD 2.4,
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The TDS Resetter - is a hardware simulation that have to be built

into the system to handle the poorly designed
TDS reset,

The PhysPool - the data structure containing all the mapping
information from the logical to the physical.

The Init-PhysPool - this pracess initialises the PhysPool with the data
from the DMSS,
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Hard
=" Ol

T05-Resat-lequast

TFD 2.4.8 ¢ Hapdware Handlen

The Hardware Handler! consists of
The Switcher - switches the Usef, Clos and Cluster switches,

The TxpHardControl - handles the physTxp control.

1.This DFD I8 & breakdown of process 3 of DFD 2 4,
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5.3.4 Coding and unit testing
8.3.4.1 Implementation of the MC2/64 system software
5.3.4.1.1 The DMS

The DMS is the Domain Management System running on the control
pipeline of the MIC2/64 system. The DMS controls all the transputers and
resolirees in the system, As the DMS must control the parent domain of
MCZ/64, the DMS is a sequential system with a single user entry point,

The DMS consists of different modules :

*  HRED - The Helios Remote Emry Device that polls all the user links
from the user IOP's for user commands. When a user command i
received, the command is setviced completely before another
command is received. The HRED is therefore a potential bottleneck
in the system, but the DMS controls only the domain. After
allocation and switching, the user uses his domain independently
from the DMS. The DMS does not influence user software executing
on the domain in any way,

*  Domain allocater - this module handles the user requests for a
domain, The user requesis are checked against the previously
defined vser names and user capabilities.

*  Domaln mapper - this module handles ti'e mapping of the logical user
domain to the physical transputer domein, This module therefore
incorporates the placing and switching alvorithms explained in the

MCZ244 SOFTWARE - MC2/4 systam software page - 161 -

P S



Network Control fora Multi-user‘!'ranabuter—basad System MSe Digsertation - 1920

previous chapters of this dissertation. This module must always
translate the logical user information to the physical information, and
the logical to physical map is hidden in this module.

*  Low level hardware dependent modules - these are the modules which
directly interface with the hardware of MC2/64. These modules
handle all the MC?2/64 switches and the different transputers in each
MC? Cluster.

The operating system that was used fo Implement the system software is
Helios Version 1 and later versions (see Appendix C on Helios). The
Rowley Modula-2 Compiler with the Helios definition modules was used,

The modularity of Modula2! lends itself very favourably to the
implementation of such a system as the DMS of MCZ/64. Although
- different modules were implemented by different users, the interfaces
between modules were clearly defined by the definition modules and there

1.Moduls-2 Is a descendent of lts direct ancastors which are Pascal and Modula, Pascal was designed
as a geharal purpose language and has gained a large user base slnes s Implementation In 1870,
Modula emeiged from experiments In multirogramming and therefora concentrated on aspects
relovant o that field of application,

10 1977, & tesearch project with the alm of designing a computer system (hardware and software}, was
launched at the institut fur Informattk of ETH, Zutlch, This system was to be programmetl n a single
high-level language. This language thersfare had to satlsfy requirements of high-level system design as
wall as thosae of low-level programming for parts that closely Interact with hardware.

Madula-2 includes all aspects of Pascal, but extends some features of Pascal. The main additions with
regard to Pascal are:

¥ Themodule concept. A madule can be spllt Into a definftfon and Implemaentation part.
¥ Amore systematic approach which facilltates the learning pracess,

Lowievef faciififas which make It possible to breach the rigld typa conslstency rules and
allow the mapping of dats with Madula-2 structure onto a store without inherent structure,

* The procedure type which alfows procedures to be dynamically assigned to variables,
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was no problem at all to get the different modules linked together during
the integration phase. Each module could be tested separately, which was
a tremendous aid to the overall debugping of the system. The cleavly
defined modules and interfaces, as well as the strict fype checking of
Modula-2 also aided in the implementation of a DMS which could be
debugged, integrated and supported easily, even though the code was
generated by different programmers.

As mentioned, the DMS runs on the Helios Backbone or Control Pipeline
of the MC2/64 (see section 2.5.3 MC2/64). The Control Pipeline consists
of the system controiler and the four cluster controllers. The main
modules of the DMS run on the system controller, while the cluster control
modules run on the cluster controllers, Modules communicate through the
Helios message-passing system with messages.

5.3.4.1.2 The DN (Domain Manager)

The domain manager is the control software of MCZ/64 user domains
running on an IOP (or the user PC that is used as a terminal to MIC?/64).
The Domain Manager communicates through a link with the DMS to
control the specific user domain.

The DM was implemented as two modules. The user-interface module
provides a windowing user interface that guides a user throngh the
different steps until he has a registered domain on MC2/64 in the DMS.
The DM user interface uses software interrupts to get access to the DM
interrupt communications handler module. '

The DM interrupt communications handler handles the low level
communication to the Quad PC-Link Card which interfaces to the DMS
through an Inmos link. Access to this module is through a sofiware
interrupt, The DM interrupt communications handler is a memary
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resident module, This allows users to write applications for MC2 also
using the interrupts which then allows access to the DMS on MCZ/64.
This facility allows user applications control over the user domain,

USER

L]
USER-INTERFACE

Interrupt date

MEMBRY RESIDEMT

GUAT PC_LINK

A data flow dlagram of the DM shows tfie twa malh modules of the DM,

5.3.4.1.2.1 Windows

MS-Windows was evaluated as a possible user-interface running on the
1OP systems of the DMS users. The multi-tasking capability of MS
Windows makes it an ideal user-interface for such an envitonment as
needed by the MC? gystems as a user can then also vse the processing
power of his IOP PC. The PC is not just dedicated to the 10 handling
of MC2, The DM can run in one window, the user application program
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running on his domain in another window, and a word processor
(running on the PC) for instance, In another (Windows is discussed in
the appendices, section 7.4.).

It can be mentioned here that MIKOMTEK ported Helios to run under
Windows. Helios can therefore now run on the user domain, in a
window under MS Windows, on the user IOP.

At this stage the DM is a DOS application and not a Windows
application, DOS applications can run under Windows, but as a
program taking total control of the system and therefore Windows will
deschedule itself. The DM will however be ported to be a Windows
application in the near future,

5.3.5 Software integration and testing

This phase of the software development was supported tremendously by the
modular approach of Modula-2. Each Modula<2 module that was developed,
could be tested on its own, After debugging, it could be integrated with a
previously integrated and tested module, and these two integrated modules could
be tested together by just integrating them together with a test module. The
interfaces of Modula-2 modules are defined by Modula-2 definition modules and
the linking of different modules is therefore straightforward.

The software integration of the MCZ2/64 system software was done in Jess than
one day, although five programmers were involved In the development of the
software and the code amounted to more than 20 000 lines. This was mainly
because of the clearly defined interfaces between the different modules, and the
faet that the modules could be tested separately before the final integration
phase,
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-5.3.6 Sofiware performance testing

After the integration of the MCZ/64 system software, the software was tested by
different users of the MC2/64. The system software conformed to the system
specifications as different MC?/64 users could allocate, switch and control their
transputer domains. The user application sofiware could be run on the diffrent
user domains without the domains influencing each other. The MC2/64 was also
installed at a beta test site at the University of Stellenbosch, and the feedback
from an environment such as a universify proved valuable for future
enhancements on the MC?2 /64 systems.

8.3.7 Conclusions

The design and implementation of the DMS proved to be a valuable experience
in the area of software engineering for large systems involving more than one
programmer, The use of an appropriate design approach proved invaluable.

Another important factor that emerged from this exercise, was the use of
Modula-2. Although langpage does not provide a fool-proof method of
structured implementation, Modula-2 with its modular approach and well defined
interfaces aided tremendously the successful testing and debugging of the
individual modules during the implementation phase, but also during the
integration and final testing of the whole system.

5.4 Supercomputer applications software

This section will briefly discuss some of the issues that confront programmers of
applications software for supercomputers, This is beyond the scope of this
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dissertation, but lnks closely with it as the MC2/64 could not be used withou
applications software making use of the powerful architectore to enhance
performancel, '

The development of supercomputer applications software confronts all system
developers with unique problems. One of the main drawbacks of most
supercoriputers is the fact that users and programmers have an inherent resistance
to learning new software, be it new languages or programming techniques, or new
operating systems. The whole transputer environment is new. An interesting
development has been to keep user-interfaces similar, Helios for instance, is a Unix
look-alike,

There are certain problems that can only run effectively on supercomputers, for
example the simulation of the behaviour of electromic circuits. Chip and system
designers are far from satisfied with the computer power for simulation which they
can afford today, and will welcome new cheaper supercomputers, even though they
wil have to develop the simulation software, This is of course advantageous for
highly parallel machines as they give a cheaper price/performance ratio, but their
greatest disadvantage is to find software applications that can - .. 1 *hem making
the most of the architecture, or using the machine optimally, The big cbstacle tha
parallel computers face currently, is how to adapt existing application programs (o
* take advantage of the parallel hardware,

An interesting new area in which supercomputers are used, is in the anto industry.
Car miakers are beginning to feel that they can trust collision simulations, so they do
niot have to crash-test many expensive prototypes. The simulation of air flow around
aeroplanes will Increase; this is far cheaper than using wind tunnels and prototypes
to test designs.

1.Appiication Sofiware is defined as the software that users will run on thelr domalns. it Is therafora not
In any way connected or relevant to the MC284 DMS or DM as these systems are to do with the
control of the MG264 systsm. Application software is the software that runs on MC244 and this
softwara must take full advantage of the parallel architecture of MC2,
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Supercomputers are also used in the field of chemicals and pharmaceuticals, Drug
companies are able to simulate molecules and drug formations much more quickly
and cost-effectively than fthey can by making them according to conventional
fechniques. Economic modelling is also becoming increasingly more attractive to
fitancial institutions,

There is also a move towards the “visnalization of data”, to allow scientists to work
with the visual models rather than mathematical or computational models. This is
one area in which the small supers may prove ouistanding. They can combine
supercomputing power with high-performance graphics and put it at the single user’s
disposal.

Certain kinds of applications, like fluid dynamics modeling, are highly parallel and
for these applications there are immediate advantages to be gained by using the new
massively parallel supercomputers, even :f the programs must he rewritten.
However for other applications, the best way to make use of the parallel

supercomputers is not always cbvious.

Parallel programming is at an embryonic stage. Though there are a large number of
parallel processors, most do not run parallel code, Most systems execute one
program each per processor, not putting multiple processors to work on cne
program. The automatic exploitation of parallelism may not extend beyond systems
with relatively few processors in the near future. In many ways, parallel
programming is a more natural way to program than sequential programming, but it
requircs a change in thought patterns.

Approaches in parallel programming range from the assignment of each processor to
a different program on 4 multi-user system o what amount to whole new ways of
thinking for programmers. The parallel machines with the best chance of making it
in the market, will apply parallel hurdware in ways which are invisible to the
programmer, These are the systems that can be put to use for existing applic. :ions
quickly and easily. Getting applications running on a system is a vital part for any
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new supercomputer, large or small, The user wants a solution, not a software
porting problem, and if his software does not run on the system, he is unlikely to buy
it, -

Much work is being done on compilers which antomatically find ways to separate
program "threads" that can run in parallel. 'This however, does not always work, as
extracting the program threads is not always the best way to paralielise a problem.
In some instances it is better to try a whole new algorithm that can make the most
effective use of the architecture,

Software trends which are likely to affect the chances of the commercial success of
specific paraliel machines can be split into (i) trends related to the present Von
Neumann-ffonenated matket, and (ii} trends relating to an eventual future market
dominated by parallel processing. These trends interaci deeply in that the weaker
the developraent of paraliel software, the stronger the prevalence of sequential
software. The reason is simply that the transition to paralielism implies nothing less
than 2 massive change in programmers’ understanding and skills from a sequential
concept of programming to a paraltel concept of programming,
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6 CONCLUSIONS

The MC2/64 multi-user transputer-based systems was completed in April 1990, Two of
these systems are operatiurall., The network control design and implementation
formed an integral part of the realisation of these systems.

8.1 Configurability

Two of the design goals for MC? were modularity and configurability, These were
the goaly which influenced the network control of MC%/64 the most, To keep the
whole system configurable, each connection component coupling the different
transputer nodes has to be configurable as well.

The MCZ Cluster houses up to 16 transputers and uses two 48X48 crosshar switches
to connect these transputers. Extending the aigorithm of the Bsprit project team, the
MC? project team produced MCZ Clusters which are completely configurable. The
Esprit algorithm is based on the extraction of Euler cycles from the requested graph.

The MC2/64 system consists of four MC? Clusters connected together using a
modified Clos network, The Clos network provides a number of paths between any
iwo clusters in the system, and is in no way blocking. However, since MC?Z Clusters
release only 16 links per Buler colour for inter-cluster connections, the MC2/64
system is not completely configurable,

The placing algorithm was introduced to the system to enhance the user
configurability of the system, This algorithm attempts to minimige the use of the
restricted resources by allocating the transputers a user requests in one cluster where
possible. Asan} 2 Cluster is completely configurable, the transputers in a cluster

1.February 1991,
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- can'be connected into any configuration regardiess of connections already made.
“Chis algorithm ensures complete user configurability from a homogeneous MC2/64
system as the nsage of restricied resources is minimised.

Different aspects influencing user configurability are also discussed in this
dissertation. 'These aspecis include the homogeneousniess of the system, and the way
in which users currently request a domain from MC2/64. By optimising these
factors, the user configurability is enhanced,

The configuration simulation MAPSIM shed light on the behaviour of a
non-homogeneous MCZ/64 system, as well as the way in which user requests
influence user cmﬁgurability. The homogeneousness of the system affected the user
configurability tremendously as it is not possible to minimise the usage of the
restricted resources (inter-cluster links) if the requested transputers are located in
different clusters,

6.2 Network control software

The network control algorithms were implemented as part of the DMS. The design
issues included a study on suitable design approach. The DMS was designed using
the DeMarco data flow methodology. The DMS could be designed with this
methodology because of its nature, but not all systems could be addressed
sufficiently by using the DeMarco methodology. Other aspects of systems such as
real-time constraints and control flow analysis are addressed in some way by other
methodologies, and the ideal desige approach would be a conglomerate of
msthodologles each. describing some aspect of the system. The disadvantage of
using such a design approach inclades a steep learning curve, as well as a sound
knowledge of how methodologies interact.

The use of Modula-2 as the implementation language aided the project team
tremendously towards tested and debugged modules. As the module interfaces of
Modula-2 are clearly defined, the final integration and testing of the system was
painiess,
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6.3 Areas for further research

Further research could not really be undertaken cn the network control or
configurability of MC? systems. The new MC2 systems would contain 1\»‘[(}2 Clusters
ensuring complete configurability.

Further research can definitely be undertaken in the area of parallel software design
and development. This is currently a very active research field which will influence
the future of high performance computing,
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7 APPENDICES
7.1 Appendix A - Link propagation through a C004

The Inmos communication link is 2 high speed interconnect which provides full
duplex ¢ommunication between members of the Inmos transputer family, according
to the Inmos serial fink protocol. The Inmos C004 is a transparent programrsble
link switch designed to provide a full crossbar switch between 32 link inputs and 32
link outputs,

The IMS C004 will switch links running at either the standard speed of 10 Mbits/sec,
or at the higher speed of 20 Mbits/sec. It introduces, on average, a 1,75 bit time
delay on the signal. Link switches can be cascaded to any depth without loss of
signal integrity and can be used to construct reconfignrable networks of arbitrary
size. The switch is programmed via a separate link called the configuration link.

7.1.1 Links

Inmos bidirectional serial links provide synchronized communication between
Inmos products and the outside world. Bach link comprises an inpyt channel and
an output channel. A link between two devices is implemented by connecting a
link interface on one device to a link interface on the other device, Every byte of
data sent on a link is ackhowledged on the input of the same link, thus each
signal line carries both the data and the control information,

A receiver can {ransmit an acknowledge as soon as it starts to receive a data byte,
In this way the transmission of an acknowledge can be overlapped with receipt of
o data byte to provide continuous transmission of data, This technique is fully
compatible with all other Inmos transputer family links,
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The quiescent state of a link output is low, Bach data byte is transmitted as a
high start bit followed by a one bit followed by eight data bits followed by a low
stop bit. The least significant bit of data is transmitted first. After transmitting a
data byte, the sender waits for the acknowledge which consists of a high start bit
followed by a zero bit. The acknowledge signifies that the receiving link is able
to receive another byte.

___Julu.nta|3|4|sa?||.| Iull.[

| | Dota I l Ack ]

IMS CQ04 link data and acknowledge packets

7.1.2 Delay through a C004

A single C004 inserted between two transputers fully implements the overlapped
acknowledges and canses 1o reduction in data bandwidih, the delay through the
switch being hidden by the overlapped acknowledge. The maximum number of
CO04s’s through which a link can be routed before a noticeable reduction in
bandwidth oceurs, is 5 (total in both directions as the acknowledge signal is also
delayed through a IMS C004). This {s important in the design of large systems,
using a number of C004’s to realise the link switch devices,
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7.2 Appendix B - Supercomputer cperating systems

* DISTRIX
This is a port of UNIX to the transputer as undertaken by the
Laboratory for Advanced Computing at UCT, DISTRIX is only a
minjmal implementation of UNEX and it has not been commercially
released.

* MERCURY
A single user operating system

* TROS
TROS is a fault-toletant OS kernel aimed for stand-alone real-time
applications.

* VXS
Very little is known about this OS other than that it provides an
operating environment on transputers.

B QIX .
QIX is 3 Linda-based OS with a MACH kernel,

* SURFACEWARE
This is a kernel providing run-time support for applications running on |
the MEIKO computing surface. It is not a full-blown operating system.
Applications developed within this kernel are not easily por.ed to
non-MEIKO systems.

* EXPRESS
EXPRESS it a parallel operating system but it does not fully support
multi-user systems, stand-alone flling systems, LAN and third party
vendor support.
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* TROLLIUS _

TROLLIUS is an attempt by academics at the Cornell Theory Centre of

" the Cornell Research Foundation and the Research Computing of the
Ohio State University to provide an industty standard operating system

 for transputers as well as opening various issues of research within truly
distributed operating systems in distributed memory processor networks,
It is available in source format from the Ohio State University and this
-appears to be the main reason for its survival. It is therefore more of an
seademic operating system rather than an industrial one and it is very
much still under development. Trollius does have an industry version
called GENESIS,

* MEIKOS
MEIKOS 1s @ tried and tested implementation of UNIX, bazed on the
- AT&T Systern 5.3 and Berkley 4.3, providing full multi-v+  support
(LAN access, security, filing system, parailel source debuggers etc.). It
does restrict the parallel system to MEIKO. MEIKOS drives only the
MEIKO computing surface.

* GENESIS
GENESIS is the operating system for TRANSTECH systems, GENESIS
relies on a SunOS host to provide the disk-storage and multi-user access.
It therefore requires a Sun workstation as front-end processor,

* TransIDRIS
PARSYS supports TransIDRIS as an industry standard in Europe, It
conforms to the IEEF POSIX standard and is alUNIX 5.3 and Berkley
" 4.3 look-alike which provides multi-user support, XWindows, SCSI,
parallel source debuggers and other high-level support, as well as giving
LAN accessibility. It is reliable and secure with regard to multi-user
security and provides third party vendor support.
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* HELIOS

' PERIHELION wants to see Helios as Europe’s indusiry standard.
Helios, as TransIDRIS, conforms to the IREE POSIX standard, and is
UNIX 5.3 and Berkley 4.3 look-alike (although HELIOS only conforms
to the sequential sections of POSIX and to a limited extent the
. parallel/communications sections). It provides multi-user, XWindows,
SCSI, parallel source debuggers and other high-level support, as well as
LAN accessibility. It i5 reliable and secure with regard to mmlti-user
security and provides third party vendor support. More third party

vendors at this stage support Heliog than the other operating systems.

Helios does not require a host machine and it provides s UNIX-like
system with POSIX compatibility in most system calls, POSIX
compatibility therefore exists in the file system, but not in
communications and parallelism where the POSIX standard was
designed for shared memeory systems and not distributed memory
systemms. A POSIX standard call would result in a poor efficiency for
Helios on distributed parallel platforms. Helios introduces its own
efficient structure to deal with these aspects of parallelism and
communications. Multi-user, TCP/IP, XWindows and LAN support are

~ well provided for, as well as a host of compilers such as C, Fortran,
Modula-2, ADA, Occam, Linda, Pascal and a parallel symbolic
debugger. -
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7.3 Appendix C - The Helios operating system

Helios is an operating system specifically designed for the transputer, and was
intended from the start to run on multiple processors. Although appearing similar to
Unix at the user level the underlying implementatien is entirely different in order to
handle this multiple processor environment. Helios was therefore designed from the
start as a distributed operating system, The original imhlementation was intended
for the transputer but the design allowed for other processors with different
communication mechanisms and memory management.

Helios implements furntctions which are largely compatible with the proposed Posix
standard (YEEE Std 1003.1-1988) and therefore Helios is a Unix look-alike. Certain
groups of functions, however, have been omitted, or their specifications altered
slightly because they make assumptions about the implementation of the system
which arg invalid under Helios. Experience has shown that it is reasonably susy to
port an existing Unix program to Helios, normally taking about the samie time as a
port from one flavour of Unix to another,

7.3.1 Multi- tasking under Helios

The multi-tasking nature of Helios is based on the concept of making the entire
Helios system highly sympathetic to the design philosophy of the transputer.
Hetios supports two types of multi-tasking: processes and tasks, A process is also
called a thread, and processes run on the same chip. A process shares memory
with other processes, and the switch from one process to another is very quick.
On the transputer & procass maps directly onto Occam processes supported by
the firmware of the chip, Processes are scheduled by the chip, not by Helios.

The second object type is called 4 task which is also called a process under Unix.
A task has a name, and is created by a Helios system call, Different tasks may
not share memory and communicate through message passing, Different tasks
can be placed on different processors.
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The tasks can communicate with each other, from within the program code, using
standard reads and writes over channels of communication called pipes. The use
cf standard reads and writes for communication means that Helios tasks can be
written in standard languages such as C, Fortran and Pascal, Tasks written in
different languages can be mixed together. The ronting of pipes between tasks,
across the network of processors, is handled antomatically by Helios.

A group of related tasks is called a task force (related refers to tasks which work
together within a single application). Helios has a task force manager which
resides on the root processor, automatically distributing tasks z ‘0ss the
proceSsDrs in the network, The network is the collection of procesr~rs av J*:bln
for parallel programming,

A parallel program consists of many self-contained parts (which can be
sub-routines) which rn simmltaneously on different processcrs, Helios bas been
desigped for parallel programming. The smallest unit of parallelisin in Helios is
called & task. A task is a self-contatned unit (i.e. program) which has been
separately compiled and linked. Helios then provides an environment which -
ensbles more than one task to be running at any one time, either all running on
the same processor or distributed amongst many processozs.

For Helios to be distributed across the network, it needs to know what the
network is. This information includes what processors and resources are
available and how they are connected. This information is provided in a resource
map file, The network server runs on the root processor which is the server
vonnecting the network to the host computer, The network server {or network
munager) reads the resource map file before loading Helios onto the network.
Normally all the processors in the network will contain the Helios nucleus.

The task force manager also uses information from the resource map file. Before
the task force manager can place a task on the network, it needs to know what
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resources the task nmeeds and what resources are available. The task force
manager tries to satisfy all the task force requirements while trying to distribute
the tasks equally among the processors (load balancing). '

7.3.2 Client/Server model

Helios is based on the client/server model. All {7, s are either clients or servers,
Server tasks control access to the system resources such as disks, screens and
keyboards., Client tasks are application programs which access the system
resources by sending requests to the appropriate servers. A client task vhich
needs to read from a file on disk would send a read request to the IO server. The
server would then access the file and return the requested data to the client.

Helios servers are distributed across the network of g ocessc. in the system,
Normally a server is located on the processor which is attached to the resource
that the server is controlling. Client tasks can be located anywhere in the
network, and do not need to know wher. the server is located.

7.3.3 Distributed operating system

Helios is called a distributed operating system because it is distribvted across the
processor network, The central core of the Helios operating system is known as
the nucleus. Normally every processor in the network has at least a copy of the
nucleus. The nucleus loads and schedules tasks on a processor and enables the
tasks to communicate with each other,

7.3.4 User interface

There are two main user interfaces with Helios. The first is the shell, which
provides a command lne interface at which commands and parameters may be
typed. The other is the graphical interface provided by Xwindows, although the
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shell runs within an Xwindows window in this case as well
7.3.5 Languages

An operating system is of no use unless applications can be written for it, and the
first sterp in producing an application is to have avaflable the language in which it
is written. With an application intepded for a parallel architectire machine there
is also the requirament that it must be possible to use multiple pracessors.

Some languages are specifically designed for parallel computers. The most
famous example is the language Occam, and here the language has constructs
which map directly outo the transputer hardware. in many ways the fact that
Occam does this makes it the most difficult to support under Helios, as Helios
wishes to control the use of the hardware {(such as the transputer links).

Helios itself is written in C, and a new C compiler conforming to the proposed
ANSI standard was written as part of the Helios project. The C compiler
supports the standard language with no explicit extensions for parallelism, Helios
C provides parallelism through the use of system calls, These calls may be used
by programmers in C, or in any other language running under Helios, Other
compilers which are already available under Helios are Pascal, Fortran,
Modula-2, C, Ada, Prolog and Strand-88.

7.3.6 Cominunication

The tasks need to communicate efficiently with each other in some way. The
most common way of performing this communication is by means of pipes, which
provide a bidirectional communication channel,

The pipes used for communication can be set up in two ways. The easiest way is
to lat Helios do this for you, The Helios Component Distribution Language,
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CDL, provides a way .0 describe a paraiiel program; it also provides pipes
between the tasks of which it is comprised. Alternately the programmer may
choose fo open the pipes directly,

All Helios input and output eventually maps onto messages. It is alse possible to
send messages directly from one task to another. In this case the pipe is still
opened, because only in that way can Helios create valid message ports in the
processors involved,
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7.4 Appendix D - Microsoft Windows

- MS Windows is an operating systesi running under DOS 2.0 or later, generally on
IBM PC or compatible type machines, The installed base of IBM PCs and
compatibles running MS DOS is currently more than 10 million.

For the user Windows provides a multi<tasking praphical-based windowing
environment that runs programs especially written for Windows and some current
programs written for MS-1DOS. Many other programs written for MS-DOS can run
under Windows but will not be windowed or multitasked,

Programs written especially for Windows have a consistent appearance and
command structure and are thus often easier to learn and vse than conventional
MS-DOS programs, Users can easily switch between different programs running
under Windows and exchange data between them.

For the program developer, Windows provides a wealth of built<in routines that
allow the easy implementation of menus, dialog boxes, scroll bars and other
components of a friendly user interface. Windows also containg an extensive
graphics programming language that includes the use of formatted text in a choice of
fonts, Programmers can treat the keyboard, mouse, video display, printer, system
timer and RS-232 communication ports in a device-independent manner. Windows
programs run identically on a variety of hardware configurations.

For the future, Windows is also an integral part of the nmew protected mode
operating system developed by Microsoft and IBM, OS5/2. Under this system,
Windows is called the Presentation Manager (PM). Microsoft expcvis OS/2 to
establish foundations that will carry the PC-compatible microcomputer industry for
the next ten years. The OS/2 Presentation Manager is seen as the principle
environment for the OS/2 application programs,
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Windows was originally announced by Microsoft Corporation in November 1983 and
released two years later, in November 1985, The first version of Windows was
Windows 1.01.

7.4.4 "Visual Interface"

In contrast to the command line interface of MS-DOS, Windcws provides ~ visual
interface. The initial screen of Windows provides the user with nearly ail the
functivnality of the old command line DOS interface,

The concepts behind this type of visual interface date from the mid-1970s with
work done at the Xerox Palo Alto Research Center (PARC), The interface was
first used in the Xerox Alto and later in the 8010 Start Information Systenl, In
particular, the Star (introduced in April 1981, four months before IBM
introduced the originat PC) has the look and feel that is instantly recognizable to
Windows users. Xerox PARC tock a revolutionary approach in designing a user
interface - they did real research using actual naive users rather than relying on
the instincts of programmers,

The visual interface pioneered at Xerox PARC was brought into the mainstteam
and popularized by Apple Computers, first in the ill-fated Lisa and a year later in
the Macintosh, introduced Jatmary 1984, The Apple Macintosh remaing the only
real challenger to IBM’s dominance in the business market, It js not the hardware
but the operating environment that makes the machine so appealing to users.
The Mac is simply easier to use and learn than an IBM PC running MS-DOS,
The IBM PC running Windows meets the Mac challenge,

Users do not need to spend a lot of time learning to use the computer or
mastering a new program (a very urgent need), as Windows programs have the
same fundamental lock and feel, The program is identified by the caption and
most program functions are initiated through the program menus. A user is
prompted for additional information throngh a dialog box, This dialog box is kept
similar or nearly similar in all Windows programs.
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From the programmers perspective, the consistent user interface resulis from
usiag routiv:s built into Windows for constructing menus and dialog box's. All
menus have the same keyboard and mouse interface because Windows handies
this job ratier than the application program.

7.4.2 Multi- tagking

Although some people question whether multi-tasking is really necessary on a
single-user computer, users definitely are ready for multi-tasking and can benefit
from it, The popularity of MS-DOS RAM-resident pop-up programs (such as
SideKick) proves it. Pop-ups are not sirictly speaking multi-tasking programs, but
they provide fast context switching, and this involves many of the same concepts
as multitasking (from the user’s .ide).

Several Windows can be displayed and running at the saroe time. Each program
occupies a rectanpular window on the screen, A user can move the windows
around on the display, change their size, switch between programs and transfer
data from one program to the other,

As Windows runs under the single-tasking MS-DOS, it does not employ the most
traditional form of multi-tasking, which is pre-emptive malti-tasking based on the
system clock, Instead, Windows uses "nonpre-emptive mmulti-tasking" that still
allows programs to run nearly simultaneously but avoids problems that would
result from treating MS-DOS as if it were a multi-tasking system, Because OS/2
is a real multi-tasking operating system, the OS5/2 PM use pre-emptive
multi-tasking,

An operating systemn cannot implement multi-tasking without also doing
something about memory management, As new programs are started up and old
ones terminate, memory can become fragmented. The system must be able to
consolidate free memory space, which requires that it must move blocks of code
and data in memory,

APPENDICES - Appendlx D - Microsoft Windows page « 175 -



Network Control for a Multl-user Transputer-based System ' MSc Dissertation - 1990

" Programs running under Windows can overcommit memory, A program can
contaiu more code than can fit into memory at any one time. Windows can
discard code from memory aud later reload the code from the program’s EXE
file, A wser can run several copies (instances) of the same program. All these
Instances have the same code in memory, The 640KB memo.y Limit of the PC's
architecture is effectively stretched without requiring additional memory.

Programs nnning under Windows can share routines located in other EXE files.
The files that contain these shared routines are called dynamic link libraries,
Windows includes the mechanism to link the program with the routines in the
dynamic lnk library at run time,

7.4.3 Disadvantages

Windows is not a perfect environment for the PC under DOS as it needs a lot of
disk space and memory, Windows can be run on a standard XT but in this mode
it is practically unusavle as it is too slow. ‘Windcws needs at least an 80286- based
machine with 1 MByte of memory,

Another disadvantage is the steep learning curve from the programmer’s side.
‘Windows has 450 function calls and for a person with experience of programming
in the DOS environment, the concepts of Windows are difficull to grasp.

7.5 Appendix E - Data dictionary of the DMS

7.5.1 Data dictionary

Lo i T e

% Data Dictianary ¥
et AR A Ak sk o e v e

AddnExt » TED
Add~Txp = TR
Addtonn = TBD
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Address = TBD
Alloc-bumain = TBD
Analyze~Txp = THG
dresktonn = TBOD
Auffer = THD
Buffer-Length = TED
ClearGonn = T8O
Clese-bHS = THD
¢lose-Bamain = TBD
cluster-Kumber = T80

DMs-Cantrol = Open-RHS + Close-pH5 +
Alloc-Dommin + Frog-Domain + aet-Dnmain-uasn +
Sultch-Domain + Open-Domain + Cloee~pomain +
Add-Txp + Del-Txp +
Add-Ext + Det-Ext +
Resot=-Trp + Anolyse-TXp ¢
Read-TXp-DPH + Write-Txp-DPH + Performerce-~TAp

bHe~Contral- Primitives = DHS-ALLOG-DOMATH + DMS-FREE-DOMATH +
OMS=SWITCH-DOMALH + DWS-GET-DOMAIN-DESC +
bHS~OPEN-DOMAIN + DMS~CLOSE-DOMAIN +
DHS~ADD-TXP + DMS-DEL-TXP +
DHS~ADD-EXT + DMS~DEL=-EXT +
PHS-RESET-THP + DMS3-ANALYSE-THP +
OMS-URITE-TXP-DP# + DMS-READ-THP-DPK +
DNS-GET-THP-PERFORMANCE

DHS-Error-Log = TBD
p¥s-Violation = TBD
DPM u Address + Buffer-lLength + Buffer

Dek-Ext = TED

Del-Txp = TBD

Domainvlusber = TBO

Extornal-L1nk = Thd

Free-Demain = YBD

Get-Domain-Desec = TRD

Get-Txp-Performance = TGD

Hardware-Errar = Txp-Hard-Error + Txp-Soft-Erl;qr + Link-Hard-Errar

Initialisa-Txp-Fool = TED
Link-Hard-tomand = Addtobn + BreakCopn + ClearConn
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Link-Hard-Cantrel = Liﬁk-llard-tmnd + PhysLinkMap

Link-Hard-Error = T
Loglink = TED
LogTxp = Demafn-Number + Txp-Nunber

LoyTxp-Command = ADD-LOGTXP + DEL-LOGTP +
ANALYSE-LOGTXP + RESET-LDGTXP +
© WRITE-LOBTXP-ORH + READ-LOGTXP-DFH +
GET~LUGTHP-PERFORMAHCE

LoaTap-Request = LogTxp-Command + LoyTap

Logical-Mep = Hepper-Cusmand + O{LogTxp}999 +
O{External-Link}Y?? + D{LopLTnk)959

MC2-Interaction = DMS-Control + HELIOS-SERVICES
" Happer-Commend = Initialise-Txp-poal + Switeh-Domain

Open-<DHg = T80
Open-Domatn = TED
Parent-bomajn-Configuration = ToD
Parformance-Tap = THD
PhysControl = Txp-Rard-Control + Link-feprd-Control
PhysLink = TBD
- PhysLink-Hap = TBD
PhysLinkMap @ 0{PhysLink}9%9

PhysPool = PhysTxp-Map + Phystlink-Mep
PhysTxp = Cluster-Number + Txp-Position

PhysTxp-Hap = 78D
Read-Txp«DEM = THD
Reset-Txp = TBD
Switch-Pomain = TED _
TOS-Reset-Request = TBD

Tranglated-MG2-Interaction = [DMS-CALLS + DMS-RESPORSES) +
{HELIDS-CALLS + KELIOS-RESPONSEE]

Transtated-User- Interaction = [DMS-CALLS + DMS-TESPONSES] +
[HELIOS~CALLS + HEL1DS-RESPONSES]

Txp-Domain-Placemsnt a TED
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Txp-Hard-Command = Reset-Tip + Analyse-Txp +
Read-Txp-DPK + Write-Txp-DPH +
‘Get-Txp-Performance

Txp-Rard-Control = Tap-Hard-Command + OPhyaTxp}9%9 + DPH

Txp-Hard-Error = T8BD

Txp-Mumber = TBD

Tap-PoBition = TED

Txp-Soft-Error = TED

User-bamain-Interectiaons a T8

" User-Interaction = DNS-Cohtrol + HELIOS-SERVICES

Hrite-Txp-DPH = TBD

7.6 Appendix F - Definition module
“The definition module DOMMAP.DEF is an example of the definition modules of

the DMS that were used as the Primitive Specifications of the DeMarco Design of
the DMS.,

[ Whiedh Wik Sekcirdrdriolie )

DEFIRITTON HODULE DomMap;
o * Capyright{c) 1989 - MIKOMTEK 7 *)
[ HEC Demain Mepper dafinition module . *y
i* . *y
t* Author = AlJ. Gerber *y
(* Version : 0.0 *)
(* File : DOMMAP.DEF *)

(* Thie module containa all the functiene to map the Logical domain of & *)
{* user onto the physical harduare. This module will place and switch & %)
(* requested user graph and berause atl the physical information is *y
¢* Located Tn this medule, all the translat{on of logicel sddresses te )
(* physical addresses Will be hehdled by this module. This gedule atso  *)

{* handies the TOS Reset. *y
4 *)
{* Revision record "}
(* *)
(* 0.0 1989-09-21 by A.J. @ierber )
(> 1. V¥ersion 0.0 js this version described above *)
(44 *)
(* The following prosedures are fmplemented : *)
o Ini tPhysPaol *y
(¥ Bapbomain "y
4 ReleaseDomain +
4 AnalyselogTxp "y
( ResetLogTxp *y
{* FreszelogTap ¥y
{* GetEogTxpError iy
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(44 Getl.ogTxpPerform . #)
(* WritelogTXEDPN *)
(* ReadLogTxpDPH ) )
{* TDSRegetRuquast : L]
o *y
{* The following procedures are to be {mplemented : wy
(4 AddLogtxp *)
[ DellogTxp : *)
(> fddLogExt *)
c* DelbogExt *)
(> *)
Gl Rekdricirinie et itk i woky
{* 1MPORTS i * ¥ p

FROM DMSErrCodes IMPORT Errortode;
FROM DMSConst  IMPCRT MumOfTxpe,

Trplinks;
FROM SYSTEH IMPORT BYTE;
(* TYPES ek sinkiioth h ik hwk)
TYPE
- TOPNum = CARDINAL;
Tapiium = LONGCARD;
ExtHum = LONGINT;
Demium = LOKGCARD; (* The Domain Number *)
TApLinkMum = LONGCARD; {® Link Numbers can ke from 0..3 ¥)
PhysTxpHum = CARDINAL;
TxpTypeDese = RECORD
TRum ¢ Txpum; ¢* Demain ramber, amount or physpos *}
Processar : LONGCARD; (% As defined by PDConfig *)
Nemory : LONGCARD; (% In Kilto Byte %)
END};
Txptonnies = {(ToTap, ToGxt, TolOP, ToNone);
TxpCornDese = RECORD
CASE To : TxplennTos OF
ToTsp =
Tap = Txplum;
Lrk : Txplinkkum;
| Tofxt :
Ext ¢ ExtMum;
ENb;
ElD;
TapConns = REGORD
T#p t TxpTypeDesc;
Group t CARDINALZ
static 1 HODLEAN;
Link i ARRAY[0..TxpLinks=1] OF TapConnDesc;
EHD;

(* PROCEDURES Wiwirkichobicimiomkaid i or &b ik i o dober i ki ik e s i drdcs ieor otk o)

PROCEDURE InitPhysPool { AmountTxps < CARDINAL?
ThpDesc i ARRAY OF TxpTypeDesc} : ErcarCods;
{ i . ety ok 3
{* This procedurs inftimlises the PhysPool data structure conteining #)
(* alt the physicol information of the system such as how the Txp'e )
(* are switched, the logical as welt as physical address df each Txp, *)
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(* the external iink comnections etc. *)
L4 : *)
{* Inputs *)
¢*  * The Number of Transputers *)
{* ¥ The informstioh on each Txp s Transputer type, amount of memory *)
* and the physical position in the systes. *
4 : *y
O Gutputs = *)
(*  InltPhysPool *)
* s 0 - o error e IE
4 < 0 - Could mot inftialise PhysPool - system must be rebooted *)
* INVALTD DATA *)
(> *
(* side effects - Hone *)
* ¥y
QiR ok o T

PROCEDLURE HapDomsinl. bamain * Domilisn;
AmOUNtTXps ¢ CARDIMAL:
VAR Proanks H nm'{ DF Tupl:oms) H Errnrcude,
ik A ok !I!!llll'lﬂ'! k )
t* This procedure suitches the dumain in the requested way. The *)
(* transputers of a domain will ba plated and gWitched in such a way  *)
(* that the system rescurces ere used aptimally. *)
4 *)

- (% Inputs )
{* ¥ The Domain Nunber used to {dentify the domain. *y
¢* * the nupber of trensputers in the demain. 3y
¢* * the Link connections of each transputer. *y
4 *)
(* Dutputs *)
(*  HepDomain i *)
4 “ =03 Ho arror *)
44 < 0 : Could not be sHitched )
™ DATA ERROR *)
(* CAMHOT BE SWITCHED BY SYSTEM 3
o *}
(% side effects *y
4 Hane )
4 wy
4 e e deve e ek e e A e ok e ok e bt aannnnnwunmmﬂnﬂtu)

PROt:EDURE Relaaaebomain{ Demadn & Domlium) Errortode;
............. PR SR kiR y
(* This procedure releases the requested domain by diseonnesting and  #)

- (* dealtocating sll the transputers of the given domain. *)
[ 4 *)
(* Inputs *}
(* * The Domain Number used to identify the domain. ")
4 ot
(" Qutputs *)
{*  Roleasepomain : »)
(r = 0 ¢ Ha error )
{* *)
{* Side effects #y

AFPENDICES - Appendlx F - Definltlon module page - 181 -




Natwork Gontral for a Multi-user Transputer-basou System MSc Dissertation - 1990

t Hone L]
* *)

ol o W ]

PROCEDURE AddLopTxp!{ Domein : Domdun;
Txp © Tophum;
_ kink 3 TxpCopnz) : Errorcode

& L] ' s e ik i ink ik yrio ek d L HMH)
(* This procedure adds s trenapiter to the dumain of the user. The way *)
¢* in shich this transputer must be connected ta the domain is alre *)
¢* suppliad and the transputer Ie placed and ewitched it the requested *)
(" way by this procedure through the procedures supplied by the module *)

¢* Switcher.def *3
* *y
(¥ Inputs *)
t* % The pomain number used to identify tye damain. *)
(* % The logical transputer mmber used to identify the transuuter, *)
(¢ * The Link conhections of the added transputer. e
(v )
¢ dutputs . ¥)
{*  AddLogTxp : ¥}
{* =0 : Ho error *y
™ < 0 : Could not be switched %)
i DATA ERROR *}
(> CANNOT BE SWITCHER BY SYSTEM )
o ' *
{* Side of fects *)
(* Hone *
4 )

‘ EHAAW i L k ik Ll L) ik IIOII!"

PROCEDURE DellogTxp{ Domain @ Domium;
e = Tapium ) & ErrerCqde;

b w drokriesk fesefrdk b ipded b ]

¢* This pr-cedure delates a Trensputer from che user doemajn. Damain ¥)

(* ard Txp {lopfeal address of the transputsr) f= translatad te » *)
t* physical address ard With the aid of the procedures in the module %)
{* suitcher.def, the transputer & deleted from the user domafn :)
(* )
™ tpputs *)
(* * The Domafn number used to fdentify the damain, *)
{(* % The logical trensputer numbar used to jdentify the trapsputer. ¥)
(r *)
(* Qutputs ¥y
(* DellogTap : *)
[&d =0 = No error ey
& < 0 1 Could not he deleted : *}
i DATA ERROR *}
(44 CANNOT BE DELETED BY THE SYSTEX *)
> *y
(¥ side affects . wy
¢ Hane *)
{* *)

Rkkik e ey e ok ke e ek ik e v e o e WAk ded i ki e edcieor
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PROCEDURE Addlogxt( Ext  z Exthums
Domalin @ Domfum;
TXp % Txpiumy
Link 1 txpLinkdtm) : ErrarCode;
e o * etk ik ik A
(¥ This procedure adds o external Link to the domafn of the user. Tha ¥}
¢* way in which the Link mst ke connected to the demain is also L
(* supplfad and the iink {s placed and switched Tn the requested 3
{* uay by this procedure through the procedures supplied by the wmodule *)
{* Spitcher.def *
{* *}
(% Inputs "y
{* ¥ The Externol Link Number *)
(* % The Domain rumbar used to idontify the demain. *)

t* ¥ The logical transputer number used ta {dentify the transputer. %)
¢* ¥ The link rmuber of the tronsputer to which the link must be sdded*)

™ "y
{* Dutputs ]
(% AddbogExt )
{* =0t Ko error |
& < 0 & Could not be switched )
(* DATA ERROR = TXP KOT AVAILABLE *)
4 DATA ERROR - EXT LINK NOT AVAILASLE )
4 DATA BRROR « TXP LIKK HOT AVAILABLE *)
t* CANHOT BE SWITCHED BY SYSVEM *y
* "}
¢* 8ide effects )
o+ Nona . . "y
™ ) *) .

(ﬂ“*ﬂMHH***Ht“tﬂiiﬁﬂﬂﬁ*'I\'Niﬂ\‘ﬂi**M“ﬂ*t**tiﬂﬂﬂ**ﬁmil**,

PROCEDURE DelLogExt( Demeifi ¢ DozNum;

£xt ExtHum) : ErrorcCode;
¢ ey ok Febe ko y
t* Thia procedure delates an external Link frem the indiceted user )
% domain. The Link iz detated from the user domafn with the ald of the ¥}
(% procedures fh the module Switcher.det b
& *y
(" Inputs )
(* ¥ The Demain mumber used to identify the domaln. ¥}
¢  * The External Link Husber *)
(x *y
¢¥ Cutputs *)
¢*  DellogExt : *)
(v 2 0 s Na eprob *)
(* < 0 2 Could not be deleted *y
o DATA ERROR *)
{* COULD MOT BE DELETER BY SYSTEM L]
(4 *y
{* §ide effects *)
( None ¥}
4 w}

{ Wik ik 5 e e e e e v ok ek e dei ek vk e o otk ki ik )
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PROCEDURE Anolyselw,.xp! Demain & Domium;
TXp ¢ Txp¥um) @ ErrorCede;

{irwmiiny ot triry
(* This procedure tranelates Domafn and Tup (logicel address) to a b
{* physical transputer and through tha procedure suppiied by the *}
¢* Teptntrl module shelyees the transptiter. *}
4 )
{* Inputs *)
(* * The mmbar of the domain *)
(* ¥ The {logicol) mmber of the trensputer in the demain :J
4 }
{* Qutputs . *y
{* AndlyselogTxp : *)
4 =0 t Ho error *)
5 < 0 ¢ Transputer could not be analysed )
L DATA ERROR *)
> Receives ah error flom Txpontrl :)
4 )
{* Side effoatn *y
[ The transputer {2 stopped with an analyse signat *
44 W)

(*w*ﬁt*ﬂt***H***ﬂ****t*ﬂ*ﬁt***H**ﬁ*ﬁ*ﬁtf*i****ﬁ*ﬁ***ﬁ*ltt***it**tt*iﬁﬂiﬁ*}

PROCEDURE ResetlogTxp( Domaih 3 Domum;
TRp @ Txphum} @ ErrorCode;

(i A T LT R Y

¢* This procedure trensloted Domain and Tep (losfcal addreas) to a )

L T Ny

(* physfcal transputer and through the procedure supplied by the Yy
¢* TxpCntrl medule rosets the transputer. *)
4 *)
¢* Inputs *)
(* % Tha nurker of the domain ) *)
(* * The (logieel) wmber of the traneputer in the domain ot
4 bt
¢* outputs *)
{*  ResetlogTxp 1 *)
L4 = I : No error *)
& < 0 1 Transputer gould not be reset ¥y
[ DATA ERROR *)
o Réceived an ecrar fram Txpbntirl b
& *y
(% Sfdo effecta ' *)
o The transputer is reset *}
* *)

{ SaRRani Rirdie delt ok ok ket e s St b et g dra Ao bbbt ok el e e ok v §

PROGEDURE FreezelogTxpl Demain : Domfumy

TXp  t TRpHum) @ Errordode;
NIRRT e S S e TS ST RISk e ik Bk e A A

(% This propedure transtated Domain snd Txp ¢logical nddress) to a *y
¢* physical transputer and through thie procedure supplicd by the )
(" TupCntrl module raise the reset of the transputer to freeze the *)
(% transputer. *y
(* *)
(* Inputs *}
(* * The numher nf the dumain *}
t* * The ¢(lopical) 1umber of the transputer fn the domain )
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4 )
{* outputs #y
(* Freezeloglxp : ")
(4 = { : No error )
& < 0 : Trenaputar could rot be reset *]
4 " DATA ERROR ¥y
& Receives an error fram TxpCntrl "y
L *)
(7 $7de wifects *)
o Tha transputer resat is rafsed to freeze the transputer, ")
o ’ w3

ok L h Pt ek ok deok "k )

PROCEDURE GetlogFapError{bemain ¢ Domfiung
Txp ¢ TapHum} @ ErrorCode;

L2 il inkdeot e g * b

(
¢* This procedure transiated Domain and Tip {logicel address) to a £

(" physieal traneputor and threuph the procedure supplied by the *)
(* Taplntel medule get the errar from tie transputer. *)
- )
¢* Inputs )
{*  * The number of the demain i *)
v * the {logical) nunber of the transputer in the dewain *}
' )
{* Qutpits "
¢ fetlogTxpkrear : *)
4 = & No error "y
tr < 0 ¢ Fransputer could not be resat *)
4 : DATA ERRIR "y
(: Recefves an arror fram Txpintrl *)

*)
{* Side effects y
(4 Nene ? *y
* "y

ek drs e s e de ¥y ‘ . e Ak il e i deie e ke debek ity

PROCEDURE GotlLogTxpPerform(  Domain 3 Domium;
Txp i Taphum;
VAR Performence : GARDINAL) ¢ ErvorCods;

(ALl idd bbbt bl LBl e i e Fdrdrok Tk deol deve e e Y

¢* This procedurs translated bemain and Txp (logfeal address) to a *)

¢ physical trensputer and through the procedure aupplied by the *)
c: Txpentrl module reads the performence of the transputer. *y
{ *)
(* Pperformance & The varlable into which the performance s returned *)
¢* Inputs "y
{* * The number of the domafn . *y
(* ¥ The {lagicel) number of tha transputer in the domain )
(™ * Tha varisble into which the performance te returned #)y
4 ¥y
{* Guthuts #}
(*  fletlog¥xpParform o *)
™ ad: No error *)
ol < 0 1 Transputer perforusnce could not be read hb!
(w DATA ERRUR hp)
t: Reczives mh error from TXpCntrl - *)
¢ ")
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{* §ide effects +y

> Rena ) *)
{* . "
(Rt ik ik 1 _ Rk iy ik e .:;’
PROCEDURE WritelosTxeDPH Domaltn : Domiumg
TAp + TxpHum;
Ackir : CARDINAL: (™ < 256 ¥)
Langht : CARDINAL; (* Address + Lenght < 256 ¥}
Butf t ARRAY OF GYTE) : Erroriode; ]
(o i kel
t* This procedure translates the Domafn and Tap (lodfcal ackress of the *)
(* transputer to a physical oddress. The Dual Port Memory of the *)
{* debug Tnterfote card s then uritten at the Addr address with the )
(* date supplied by Buff. bl
* *}
t*  Address @ Addroes to write at *)
t* Lenght : bata Length in bytes - #)
(* Buffer : The dats to write *y
{® Inputs . *
(* * the number of the demai ¥y
{*  * The ¢logfcat) number of the transputer In the domain "}
(* * The Address to wpite et *y
{¢ * The Data length in bytes *y
(* * The data ta write ' *)
t* . . *:
(% Outputs *)
{*  HriteLagTxpbPH : *)
(> = Q - No error : *y
o % { - could not Write DPM *)
* DATA ERAROR : *)
r SYSTEH COLLD HOT WRITE L)
o 2
(* Sida effecte "y
¢* The OPY s changed on the specified transputer. *)
(* *y
¢ ki it A ke e ek ok itk A kA kAT e y
PROCEPAIRE ReadlagTxpDPML Dorafn  : Domdumy
Txp ¢ TapNum;
Addr @ CARDINAL; (* < 258 #)
Length ¢ CARDINAL; (* Address + Lenpht < 234 *)
‘AR Buff 3 ARRAY QF BYTE) : ErrorCode;

{*ﬁt**ti***********t***ﬁwt****t**I***hﬁ**ti**R*ﬁi*t******i*t***t**ﬁt*ﬁ*tt,
(¢ This procedurs reads the Dual Part Memory from the debup Tnterface #)
(¥ card of thu specifin transputer whose lugienl address is supplied by *3
¢* Demain and Txp. The DPH information {5 Btorad in the Buff varioble. *)

4 *}
¢* Inputs "y
¢* * The nurber of the dopain ")
{* % Tthe tlopical) mmbar of the transputer in the domain )
(% % The pddiess to write at wy
t* ¥ Tha Data length in bytes ¥y
{* * The varinble to store the data )
4 *)
% Dutputy )
(*  ReadlLogTxpOPK @ #)
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o ¥= O - Performance. *)

(> < 0 -~ Capnot read DPH *)
Y DATA ERROR *)
* SYSTEM COULD HOT READ "
(I‘ . . *)
(* dida effects *)
(* . Hone. *3
™ )

PROCEDURE ‘TDSRasetfiequest( Physixp : PhyeTxphum 3 ¢ ErrorCodo;
(AR i ok WHRWH h .’
¢* This procedure handles the 108 Reset Requeat. The PhysTxp variable %)
¢* is translated to the root trensputer of a dowafn running the TDS, %)
¢* All the trensputers in that domain is then resetted to smulate the *)

¢* TBS Reget. *y
4 *)
% Inputs w}
(* * The physical sddreas of the root transputer of the TDS domain. ¥)
L4 *y
(" Outputs ")
{* Th2RezetRequest : *)
4 =0 Ho error ¥y
o < 0 & Canhot {ssue a TD§ Reset *)
* INVALID TXP NUNSER ) )
4 NOT ROGT TRANSPUTER GOF DOMAIN )
o )
(* sida effects *)
o ALl the transputers §n thz domain of the user running the TD§ %)
4 Ta resetted so that a TOS Retet fa emulated. *}
(* *)
ARSI S ek A i o Sk e e e e e S sk e e s e ok ok ke e o e :n-m'w)
END GomMap.
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