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1. Introduction 

1.1 Trust and Transparency 
Trust is believed to play a critical role in shaping how humans interact with, rely upon, and 

accept technology (Chen & Barnes, 2014; Lee & See, 2004; Lyons & Stokes, 2012). Designing 

for appropriate trust and reliance is a particularly important consideration because inappropriate 

reliance can lead to potential mishaps. Common examples of inappropriate reliance on 

automation includes misuse and disuse (Parasuraman & Riley, 1997).  Misuse refers to using and 

relying upon automation under conditions, or for purposes other than those for which the 

automation was designed; while disuse refers to failing or refusing to use automation where that 

automation is appropriate and useful.  Disuse undermines the potential strength and benefits of 

automation, while misuse can lead to risky and dangerous situations. In order to avoid misuse or 

disuse of automation, designers of automation should then seek methods that support appropriate 

trust to avoid misuse or disuse of automation; this is also known as trust calibration, where a 

person’s trust in, and reliance upon, the automation corresponds to the automation’s capabilities 

(Lee & See, 2004; Muir, 1987).  

Designing for appropriate trust and reliance is a complex task.   Extensive research has shown 

that reliance on automation depends on many factors, including the trust that the operator places 

on the automation and the capability and complexity of the automation (Lee & See, 2004). As 

automated systems continue to grow in complexity one design consideration in particular, the 

system’s level of transparency, has increasing impact on operator reliance. Transparency 

broadly, represents a process for establishing shared awareness and shared intent between a 

human and machine (Lyons, 2013), and the importance of making a system transparent increases 

as the system increases in complexity.  While a need for transparency can be addressed through 

training, this approach has limited efficacy for complex systems because of the time and effort 

that must be put into initial and recurrent training.  A good example of this problem can be found 

with the flight management system (FMS) in modern day transports.  Here pilot training has only 

partially solved the problem of transparency with pilots continuing to puzzle over the how and 

why of the FMS operation - “Why did it do that?” “What is it doing now?” and “What will it do 

next?” (Abbott, 1996). Clearly this issue of highly complex systems with low transparency can 

result in confusion and operator errors. In particular, there are cases of aviation mishaps that 

have been the result of low transparency due to the operator not understanding the system 

(Billings, 1996). Real life incidents, like the US Airways 1549 Hudson River landing and the 

Asiana 214 San Francisco crash, highlight the importance of transparency of automated systems 

in calibrating trust (NTSB, 2009, 2013). From what we know about creating trust in automated 

systems, a key factor is that an operator must understand and not be confused by the system (Lee 

& See, 2004).  To be able to begin to trust the system, the operator must be able to effectively 

use and operate the technology. However, as humans we tend to be suboptimal with our reliance 

strategies involving technology (Lee & See, 2004; Lyons & Stokes, 2012), resulting in potential 

errors using a technology, choosing to use an error-prone tool, or by failing to use a potentially 

beneficial technology. 

  

The current report will examine the role of transparency in mediating trust in automation through 

a low-fidelity study of transparency in the domain of automated tools for the commercial 
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aviation. This low fidelity study is the starting point in a series of studies aimed at exploring this 

relationship between trust, reliance, and transparency that can later generate design guidelines 

that promote appropriate trust and reliance on automated systems.  

 

1.2 The Emergency Landing Planner 
The National Aeronautics and Space Administration (NASA) has developed tools to support 

emergency procedures in commercial aviation.  One such automated tool is the Emergency 

Landing Planner (ELP) (Meuleau, Plaunt, & Smith, 2008). The ELP was designed to support real 

time analysis of complex situations (e.g., damage to the aircraft, adverse weather) and 

recommend a safe route, approach, and landing runway to pilots. Making a diversion decision, 

particularly in cases where the plane has been damaged, can be very difficult (Meuleau, 

Neukom, Plaunt, Smith, & Smith, 2013). Historical cases have shown that it can be difficult for a 

pilot to plan an effective and safe 3D path because the planning requires optimization of 

objectives that involve a large number of dynamic factors (Meuleau et al., 2008), and that pilot 

intuitions are prone to biases and thus are not always correct in cases of damaged aircraft.  The 

ELP was developed to assist pilots in the task of choosing a diversion path and runway in the 

event of an emergency.  The ELP uses a collection of information sources to find usable long 

range roadmap solutions in a 3D environment and generate prioritized recommendations.  The 

ELP determines the priority of the recommendations by assessing the risk of various flight stages 

(enroute, approach, and landing) and conducting extensive analysis of many elements that would 

be challenging for a pilot to consider during an emergency situation.  For instance, when an 

aircraft sustains damage or experiences equipment failure, the ELP estimates the changes in the 

aircraft flight dynamics and generate and recommend control actions (e.g., gentler turns) that 

stay within the climb/descent limitations of the aircraft.  This helps reduce the workload of the 

pilot and increases her/his effectiveness in choosing a safe diversion. 

However, like any automated tool, commercial pilots may not rely optimally on the ELP and its 

use may lead to other unintended consequences (Meuleau et al., 2013) as demonstrated in a study 

by Meuleau et al. (2013), which compared pilots’ use of the ELP to other decision aids in several 

scenarios that varied in damage to the aircraft, severity of weather, and location.   In this study, 

pilots were given Navigation displays (Figure 1) and a pair of keypads and control display units 

(CDUs) (Figure 2 & Figure 3) to access information generated by the ELP.  In scenarios where 

the weather was very poor, the ELP generally led to quicker and better decisions. Pilots reported 

that they preferred having the ELP in all scenarios and that it reduced their workload. An 

observation that emerged from this study is that many pilots preferred long runways over short 

runways, even when the shorter runways had the better weather and winds. Pilots who chose 

suboptimal diversions that have longer runways tended to have fatal crashes in the simulator.   

This result suggested that the pilots may not have chosen recommendations with high risk of 

failure if they knew about the risk level, and that improvements can be made to the displays 

shown in Figures 2 and 3 to make the risk information more transparent.  Because the ELP is a 

recommender system, it can be used to easily measure pilot trust in the recommendations and, 

thus, is a good platform to study effects of added transparency on user trust.     
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Figure 1: The navigation display showing both the current route (magenta) and the new route being considered (dashed white). 

Green, yellow, and orange areas indicate rain and thunderstorm activity 

 

Figure 2: The first five diversion recommendations for a 

scenario displayed on the CDU 
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Figure 3: An airport information pages showing runways 

and current weather for KCAO 

2. Analysis of Transparency Issues for Emergency Landing Procedures 
 

In order to study the effects of transparency on pilot trust in the ELP, it was necessary to first 

understand pilot goals, information requirements, and the various factors that pilots typically take 

into consideration when managing a diversion.  In order to obtain this information we conducted 

a task analysis and interviewed subject matter experts (SMEs) whose experience ranged across 

military and civil transport operations. Task analysis is the process of identifying and examining 

tasks that must be performed by the user(s) when they interact with systems (Kirwan & 

Ainsworth, 1992). The task analysis process is designed to help reveal the mental models of 

pilots, as defined by Ososky, Sanders, Jentsch, Hancock, & Chen (2014) where they state 

“Mental models represent the underlying, organizing framework for human understanding of 

robots, serving as the lens through which humans interpret and reason about a robot’s actions, 

abilities, and usefulness. Thus, mental models provide for the activation of situation awareness in 

humans”. To develop the task analysis, existing literature, consultations with SMEs, and 

interviews with current and retired commercial aircraft pilots (users) were all used to compile 

information about pilot mental models.  Using Endsley’s levels and requirements of situation 

awareness (Endsley & Jones, 2011) as a starting point, the cognitive tasks involved in diversion 

decision were mapped into the chart shown in Figure 4.  Each subsequent task was then broken 

down into sub-tasks, and finally into SA requirements for each of those sub-tasks. Figure 5 
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shows an example of the SA requirements for each subtask under task 4.0 “Asses the quality of 

the alternative runways”.  SMEs were then asked to review and revise the task chart through a 

number of iterations until final iteration of the task chart was generated.  The task chart was used 

as the basis to develop the experiment presented in the next section. 

  

  

Figure 4: Task and subtask breakdown of a diversion decision 
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Figure 5: SA requirements for the subtasks of task 4.0, Assess the quality of the alternative runways 

 

3. Methods, materials, and procedures 

3.1 Objectives 
The objective of this study was to explore how automation transparency mediates trust in 

automation.  In the context of emergency landing operations involving the use of ELP, the 

following questions were of particular interest: 

 How does the type of explanation (transparency) for ELP’s recommendations affect trust 

calibration? 

 How easy it is for participants to understand and evaluate the ELP’s recommendations?  

 To what extent did the alignment of the participant’s decisions with the recommendations 

of the ELP vary as a function of transparency? 

 How does the type of explanations affect participants’ confidence in the ELP and their 

own decisions? 

 How does the explanation type affect the workload of the participant?  

 

3.2 Study design 

3.2.1 IVs 

The independent variables (IVs) for the experiment were System Transparency and Scenario 

Information.  The study was a 3 x 2 fully within subject design. The three System 

Transparency conditions were: Control, Value, and Logic.  The Control condition provided no 
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feedback or evaluation from the ELP, but just provided a basic set of information which included 

all information that the ELP would normally use in its risk evaluations, as well as some other 

potentially pertinent information not utilized by the ELP.  The Control condition was used as a 

baseline to compare to the other two conditions. The Value condition provided a risk evaluation 

number (aka a value) in addition to the same information received in the Control condition. The 

Logic condition provided the logic or reasoning behind the risk statement/value in addition the 

same information received in the Value conditions. The two Scenario Information conditions 

used were Equal Information (EI) or Unequal Information (UI). In EI scenarios, participants 

were given the same information that the ELP has in making a diversion decision, whereas in the 

UI scenarios, participants were given information that the ELP does not know in making a 

diversion decision. These conditions of the two IVs are further elaborated in the next two 

sections. 

3.2.1.1 System Transparency Conditions  

The Control condition served as the baseline for the amount of information given to the 

participant.  In this condition, the participants received a list of diversion recommendations in a 

randomized order in order to prevent them from easily assessing what the ELP thought the best 

diversion was.  An example of a diversion recommendation is shown in   

Figure 6.  The Control condition provided the same information the ELP would use to evaluate 

potential diversion paths and runways.  This included the ATIS (Automatic Terminal 

Information Service) report for the airport, as well as information about the enroute weather and 

surrounding terrain. The ATIS report was comprised of decoded METAR (routine weather report 

provided at fixed intervals) information about an airport, runway number, type of approach, 

runway length, distance, and the bearing.  Airport facility information was provided as well but 

the ELP did not take this factor into account when evaluating diversions. The airport facility 

information included the medical facilities, maintenance capability, airline support, passenger 

conveniences, and refueling resources available at the airport. Each airport facility was ranked 

and color coded based on the likelihood of that facility meeting the need of the diversion. Airport 

facilities were ranked as excellent (blue) if there was 100% likelihood of satisfying that need, 

good (green) represented 80% likelihood, fair (yellow) represented 50% likelihood, poor 

(orange) represented 25% likelihood, and unavailable (red) represented 0% likelihood. Medical 

facilities were based on the medical facilities in the surrounding area and at the airport. 

Maintenance capability was determined by the aircraft maintenance facilities available at the 

airport. Airline support was determined by the amount of support the pilot’s airline company had 

at the airport. Passenger conveniences were based on the convenience for passengers such as 

their access to transportation, lodging, and services at the airport and in the area. Refueling 

resources were based on the availability of the required fuel & refueling support for their aircraft 

at the airport. Airport facilities are not taken into consideration when the ELP generates 

diversion options, but were additional information provided to the participants.  

Participants also received a map that showed weather observances (e.g., thunderstorms, snow, 

etc.) with an ELP generated flight path for each recommended diversion. These were images 
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created through Google Maps. Although the ELP generates a 3D flight path, participants were 

only shown a 2D image of the path from above. 

  

Figure 6: Example of a diversion recommendation in the Control condition 

The Value condition included the same information provided in the Control condition, plus the 

addition of an overall risk statement and number, which was obtained by taking into account the 

enroute, approach, and runway segments for each diversion (  

Figure 7). The ELP determined the risk number by first evaluating: 1) the enroute distance, turns 

in proposed diversion path, enroute weather, and the terrain, 2) the approach ceiling, approach 

weather, and visibility, and 3) the runway length, runway width, surface of the runway, required 

landing speed, and wind conditions. Internally, the ELP generates numerical risk percentages for 

the enroute, approach, and runway segments as well as for each individual factor. The ELP then 

takes all of the individual risk factors and their interactions into consideration when calculating 

the final overall risk value. The value in the risk statement represents the likelihood of 

successfully completing the approach and landing on the first attempt under the current 

conditions (e.g., “You have a 34% chance that you will be able to successfully complete the 

approach and landing under current conditions.”)  Note however, that in this study, a 34% 

success rate does not translate into a 66% chance of crashing, it just means that the probability of 

landing successfully on your first attempt is 34%.  This was an important nuance that was 

explained to the pilots during their training with the ELP and its interface. The values were color 

coded based on the percentage of success and the percentage corresponded to a ranking: 100% to 

90% was considered excellent (blue), 89%- 76% was considered good (green), 75%-56% was 

considered fair (yellow), 55%-41% was considered poor (orange), while 40% and below was 

unacceptable (red).  
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Figure 7: Example of a diversion recommendation in the Value condition 

Finally, the Logic condition included all the information in the Value condition in addition to 

summary statements of the logic, or reasoning, behind the risk statement for each diversion 

option (Figure 8). The Logic condition displayed the component risks to enroute, approach and 

landing segments, and provided a summary logic statement for each of these. The logic 

statements were generated by examining the enroute, approach, and runway risks for each 

diversion option. Using those numbers, a logic was provided to the participants (e.g., Runway: 

Unacceptable – The landing crosswind is too high for a safe landing). In the Logic condition, the 

participants were given the categorical values (excellent, good, fair, poor, and unacceptable) for 

the enroute, approach, and runway and a statement for why the automation made that 

assessment. The values were color coded using the same scale as the risk statement (see above).  
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Figure 8: Example of a diversion recommendation in the Logic condition 

3.2.1.2 Scenario Information 

Six different scenarios were adapted from a previous study conducted by the Flight Deck Display 

Research Laboratory (FDDRL) of NASA Ames Research Center (Lachter, Battiste, et al., 2014; 

Lachter, Brandt, et al., 2014). These scenarios required the pilot to divert from the current flight 

plan (due to either weather, medical, or maintenance issues) and select an alternative airport to 

land. Flights were either arriving or departing from the Denver area. There was a total of six 

airports used: Denver, Cheyenne, Colorado Springs, Eagle, Pueblo, and Grand Junction. These 

scenarios and simulated weather were designed to be different enough from each other and 

provide a range of diversion situations. For this study, these scenarios were slightly modified to 

decrease the number of diversion decisions a pilot would have to make in a single scenario from 

2-3 to 1, and the initial position and bearing of the plane. These scenarios were created by SMEs 

of the FDDRL and have already been validated to consistently have a high difficulty while not 

being too similar to one other. 

There were two Scenario Information conditions: equal information (EI) and unequal 

information (UI). In EI scenarios, participants and the ELP have access to the same, or equal, 

relevant information necessary for evaluating a diversion option.  For example, in a case of a 

weather diversion, the pilot has access to the exact same weather information that the ELP is 

using to evaluate the six diversion options.  In UI scenarios, the pilot has access to information 

that the ELP does not have.  For example, in one UI scenario, the reason for diversion is a 

medical emergency with a passenger. The participant is given this information but the ELP is 

unaware of the state of the passengers.  In this scenario, the ELP does not provide the best 

recommendation because it does not have all the information that the pilot has.  This kind of 

scenario facilitates the investigation of appropriate trust because it involves situations where the 
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ELP is not able to generate the best diversion. Three EI and three UI scenarios used for this study 

are shown in  

Table 1 below.  

 

 

Flight Plan Description of scenario Scenario 

Type 

ORD to DEN DEN closed for microburst (NTD - Weather) EI 

PHX to COS COS ATIS below mins (NTD - Weather) EI 

SFO to EGE EGE closed due to disabled aircraft (NTD - Obstacle) EI 

DEN to SFO Medical Emergency, a NO LAND 3 at nearest airport DEN (NTD - 

Medical) 

UI 

DEN to SEA Shattered non-structural windshield, nearest airport DEN closed for snow 

(NTD - Maintenance) 

UI 

DEN to DFW Dispatched w/inop left pack. Right pack fails, depressurize. Nearest airport 

DEN closed for snow (NTD - Maintenance) 

UI 

 
Table 1: Description and types of scenarios used. NTD = Need to Divert. 

3.2.2 DVs and Instruments 

Multiple dependent variables were collected in this study.  The main research question focused 

on the effect of transparency on trust; however, several other dependent variables of interest 

were also collected in the study, including agreement with the ELP, confidence, workload, 

opinions on the ELP, and strategies for decision making.  Agreement with the ELP covered two 

separate aspects: agreement with the evaluation of the diversion (e.g., how safe is the diversion), 

and agreement with the ranking of the diversions (e.g., this is the best, second best, etc. 

diversion). In regards to confidence, both the subject’s confidence in their choices and their 

confidence in the ELP were measured. Workload was measured to determine whether 

transparency affected the pilot’s mental working capacity when making a diversion decision. 

Opinions and feedback on the tools and information provided to the participants were also 

collected in the different System Transparency conditions. Finally, participants’ strategies for 

decision making were captured to understand pilot preferences and reasoning for choosing a 

certain diversion option, and to verify and substantiate the task analysis results described in 

section 2.1. 
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3.2.2.1 Task Worksheet 

Participants were required to complete a total of six task worksheets, one after each scenario. 

Task worksheets were in paper format and were distributed to participants prior to the start of 

each scenario. Each worksheet (an example is given in Appendix A) gave participants two 

specific tasks. First, participants had to evaluate the safety of each diversion. When evaluating 

diversion safety, participants were repeatedly told not to take into account the reason for 

diversion or the facilities available at the airport. They were told to evaluate the diversion on 

safety alone, which referred to the safety of the enroute, arrival and landing segments.   Thus, 

they were instructed to use the same information that the ELP had in evaluating the diversions. 

They were instructed to categorize the safety of the diversion as excellent, good, fair, poor, or 

unacceptable and also indicate if they would be willing to fly the diversion. Participants were 

provided a scale as a guide to categorize the diversions. The scale was the same one used for the 

risk statement and logic categorization (see section 3.2.1). There was no requirement for how 

many times each rating was used. More than one division path could be marked as excellent, or 

no diversion path could be marked as excellent.  

The second portion of the worksheet required participants to rank the diversions from their 1st 

choice to their 5th choice. For this task, they were instructed to use all of the information 

provided to them when making their decisions, including the reason for diversion. It was made 

clear to the participants that this ranking differs from the previous ranking task because the safest 

diversion may not be the best option. For example, if the diversion was for a medical emergency, 

the safest diversion option may not have adequate medical facilities to address medical needs, 

whereas another diversion option may be both safe and have medical facilities.  

3.2.2.2 Surveys 

Four different surveys were administered in the study: demographics, post-trial, post condition, 

and debriefing.  All surveys were administered using Qualtrics as the online host. Each 

participant completed the demographics survey (Appendix E) before starting the study. The 

demographics survey collects the participants’ current employment status as a pilot, their 

experience with different aircraft, and past flying experiences.  

Post-trial surveys (Appendix B) included questions on workload, confidence, ratings of 

usefulness, and participant feedback and opinions after each scenario. A modified overall 

subjective workload scale ranging from 1 to 10 was used (Hill, et. al, 1992). Self-reported 

confidence was measured on a Likert scale ranging from 1 (no confidence) to – 7 (extremely 

confident). Four separate post-trial confidence measures were gathered from the participants.  

These were confidence that: 1) the ratings they gave the diversions were accurate, 2) their choice 

of the best (top-ranked) diversion was accurate, 3) their choice of the worst (lowest-ranked) 

diversion was accurate, and 4) the diversions that the ELP gave them were appropriate. The 

pilots were also asked to rate (on a 1-5 scale, with 1 being very important, and 5 being very 

unimportant) the importance of the information on the weather at the runway, the approach 

weather, enroute weather, ceiling and visibility, runway characteristics, approach plates, the risk 

statement, the reasoning (logic), flight path depiction, distance, fuel, difficulty of the route and 
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landing, and airport facilities.  Each participant completed a total of six post-trial surveys 

(Appendix B). 

Once participants completed the two trials in a condition, they were issued the post-condition 

survey (Appendix C). The post-condition survey was designed to measure participants’ trust in 

the ELP and self-reported workload.  Trust was measured by having participants rate 8 

statements on a Likert scale ranging from 1 (strongly disagree) to – 7 (strongly agree).    

Example statements include, “I would feel comfortable relying on the recommendations of the 

ELP in the future.”, “When the task was hard, I felt like I could depend on the ELP.”, and “I 

would be comfortable allowing the system to make a diversion decision for me.” .  The sum of 

the ratings was used as the measure of trust. Workload was measured in the same manner as in 

the post-trial survey.  

The debriefing survey (Appendix D) was administered after participants had completed all the 

scenarios. The debriefing survey included a series of questions on how helpful the tools were, 

opinions of the ELP, and the ranking of the importance of factors in the decision making process. 

The pilots were also asked to rate the helpfulness of the ELP’s information on the ATIS 

information (i.e., real-time weather information), approach information, the logic and value 

statements provided in the Logic and Value conditions, respectively, airport ratings, the list of 

diversions, individual diversion or runway information, airport facilities descriptions (e.g., 

emergency vehicle information), and the diversion path.        

3.2.2.3 Interview, observation, and notes 

Observational data was also collected. Camtasia screen and audio recording software was used to 

record the participant’s audio, movements, and their screen activity. A webcam was set-up next 

to the computer monitor to capture what the participant was doing while maneuvering through 

the trial. As part of the study, participants were asked to speak out loud during their decision 

making process. Participants were instructed to voice what they thought about during the trial, 

particularly what they liked or didn’t like about a diversion. A researcher was continually present 

in the room with the participant in order to document this thought process and any comments and 

the rationales participants made while completing the task worksheet. After the completion of all 

the scenarios and surveys, an interview was conducted to pose follow-up questions regarding the 

participants’ answers on the task worksheets. A researcher would review the scenarios and task 

worksheet with the participant to get further clarification about their reasoning for their 

evaluations and rankings of diversions. These addressed what their thought process was when 

they evaluated and/or ranked diversion paths differently than the ELP.  Furthermore, the 

researcher questioned each participant in order to determine any heuristic, or rule of thumb, they 

might have used when making a diversion decision.  

3.2.2.4 Technical development 

Instead of using a dynamic aircraft simulator, PowerPoint slides were created to present the 

scenarios and diversion recommendations to the participants. Participants were able to navigate 

through the PowerPoints using hyperlink buttons in a manner similar to how they would interact 

with the ELP through the CDU. To create the slides, the scenarios described in section 3.2.1.2 

were input into the ELP to generate recommendations. Using the outputs generated by the ELP, a 
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unique set of PowerPoint slides were created for each scenario in each System Transparency 

condition.  

3.3 Procedures 
After the introduction and consent forms were completed, participants went through training. A 

training manual was given to the participant to use throughout the experiment (Appendix F). 

Training included an introduction to, and familiarization with, the ELP, including the 

information and factors the ELP takes into consideration when generating the list of diversion 

options. The participant was also trained on how the ELP would be used for the current study. 

For example, normally, the ELP generates and lists the diversion options for a damaged aircraft 

in a ranked order and the pilot can update the ELP to account for the changing location, altitude, 

and velocity of the aircraft. However, for the current study, the participant was informed that 1) 

the airworthiness of the aircraft was not affected, 2) the list of diversions would be randomized, 

and 3) there would be no opportunity, or need, to update the ELP since they were examining the 

evaluations for a discrete moment in time – not during a dynamically unfolding flight.  

Training also included a summary of the tasks and objectives of the study.  Because participants 

may have been familiar with the airports being used, they were instructed to only use the 

information provided to them and disregard their knowledge of the airports. They were also 

instructed that the provided information about the available airport facilities would differ 

between scenarios. The participants were not given a time limit, but were asked to complete each 

task to the best of their ability in a reasonable amount of time.  

After the participant received his or her orientation, they were escorted to a computer station 

where they completed a demographics survey and then completed six scenarios. The six 

scenarios were divided into three sets of two scenarios each, with each set utilizing one of the 

three System Transparency conditions (Control, Value, and Logic). Within each set the 

participant might receive two UI, two EI, or a UI an EI scenario.  The order of the scenarios and 

the conditions were counterbalanced to mitigate learning and/or ordering effects. At the 

beginning of each of the sets, participants received training on the tools they would be using for 

that particular System Transparency condition. After training was concluded, the researcher 

asked the participant if they had any questions or needed any additional clarification. Once any 

additional questions and clarifications were addressed, the researcher provided the necessary 

paperwork for the scenario and the participant begin the first scenario of that System 

Transparency condition. Participants were given a task worksheet (plus scratch paper for notes) 

for each scenario. Participants were supplied with a binder of approach plates for all potential 

diversion options for reference. For an overview on the procedure of this study, refer to Figure 9.  
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Figure 9: Overview of the procedure of the study 

Each trial began with a briefing of the scenario to help bring up the participant’s situational 

awareness. The briefing included information on the aircraft type, the departing or destination 

airport, the distance to or from the destination, the ATIS report of the departing/arrival airport, 

and indication of sufficient fuel. A map was also provided to help the participant orientate the 

location (Figure 10) and included information on the aircraft’s current position and heading, the 

current weather in the area (depicted in purple), and the airports (indicated as yellow cogs) in the 

surrounding area. Participants were also given a hard copy of the briefing in case they needed to 

refer to it later on in the scenario.  

 

Figure 10: Example of the briefing page in scenario 

After the briefing, the participant would click on the space bar and receive an alert for diversion 

as shown in Figure 11.  As shown, underneath the alert and reason for diversion was an icon 
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labeled, “Start ELP.” The page also included a map that was identical to the map on the briefing 

page. The participant was required to click the icon to move to the next page.  

 

Figure 11: Example of a diversion alert in a scenario 

The next page was the main summary page which included a list of diversion options (randomly 

ordered), a map, and an end scenario button (Figure 12). The map displayed the weather 

observed by ground radar (with an option to hide or show the weather obstacles), current location 

and heading, potential diversion airports, and suggested diversion paths. A blue line would 

indicate a proposed diversion path. Under normal circumstances the ELP would have rank-

ordered the diversions on the left side of the screen. However, since one of the participant’s tasks 

was to rank-order the diversions, the diversions were shown in a randomized order on the left 

hand side of the screen. Under the list of diversions was a red button that would end the trial 

when clicked.  
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Figure 12: Example of a main summary page in a scenario 

Participants could click on any of the diversion options to be directed to an individual diversion 

page that included additional information regarding that diversion option. The amount and type 

of information provided depend on the current System Transparency condition. For the Control 

condition, participants were given the ATIS report, runway information, and airport facility 

rankings (  

Figure 6). Each individual summary page also included a map with the recommended flight path 

to that airport and runway. Participants always had the option to show or remove the weather 

obstacles from the map. The individual summary page for the Value condition includes the same 

information as in the Control condition with the addition of the risk statement (  

Figure 7). The individual summary page for the Logic condition included the same information 

as in the Value condition, but with an additional option to view the logic behind the risk 

statement (Figure 8).  

Participants were given a task worksheet to complete during the scenario. They were encouraged 

to review each diversion option and use only the information provided to them (e.g., not to rely 

on previous knowledge about the airports or runways) while completing the task worksheet. 

Participants were also asked to speak aloud while they went through the diversions and explain 

their decision making process. They were instructed to indicate what diversion they 

liked/disliked and the rationale. Their screen activity, audio, and movement were recorded using 

Camtasia screen and audio recording software. A researcher was also present in the room to 

answer any questions, document observations, and to verify that participants were following 

instructions.  
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After participants completed their task worksheet, they clicked the end scenario button, which 

lead them to a screen that notifies them that they had reached the end of the trial. They were 

instructed to notify the experimenter and click on a link that would direct them to the post-trial 

survey. Recording continued while the participant completed the survey and was suspended after 

all the required surveys were completed. After every two scenarios, participants were required to 

also complete a post-condition survey. To reduce fatigue, participants were asked to take a break 

after every two scenarios. 

After completing all the scenario, a debriefing survey was administered. Finally, an interview 

with the participant was conducted. The participants were asked questions regarding their 

evaluations and rankings of the diversion options for each scenario. If participant’s rankings 

were drastically different from the ELP’s recommendations, they were asked to explain their 

reasoning and give clarification for why they evaluated or ranked a diversion as such. To unveil 

the decision making process, all participants were also asked if they had a heuristic or rule of 

thumb when making a diversion decision in an off-nominal situation in real life.   

 

3.4 Participants 

The participants were recruited by the San Jose State University Research Foundation (SJSURF), 

and consisted of 12 commercial pilots (N = 12). The study required participants to be either 

commercial airline pilots or student commercial pilots. To be eligible for recruitment, pilots were 

required to be at least 18 years old and have commercial airline experience as either a captain 

(83.3%) or first officer (16.6%). There were no requirements for which airline company 

participants were employed by, and pilots could be cargo or passenger airline pilots. It was also 

requested that pilots have glass cockpit experience with flight management systems (FMS). 

Pilots could be either active (83.3%) or retired (16.6%) as long as their retirement does not 

exceed three years. Pilots’ experience in their current position ranged from 1-5 years (25%), 5-10 

years (16.6%), and over 10 years (58.3%). Participants’ total hours flown varied from 5001-

10,000 hours (41.6%) to over 10,000 hours (58.3%). The distribution of total hours in a Boeing 

glass cockpit was: 1-1000 hrs. (16.6%), 1001-3000 hrs. (16.6%), 3001-5000 hrs. (8.3%), 5001-

10,000 hrs. (25%), and over 10,000 hrs. (16.6%). Two pilots did not have glass cockpit 

experience (16.6%). For those that did have experience, their total hours for the previous six 

months ranged from 0-300 hours (41.6%), 301-400 hours (25%), and 401-500 hours (16.6%). 

Participants’ total hours in an Airbus Glass cockpit ranged from 1-1000 hours (25%) to 1001-

3000 hours (25%); six participants had no experience (50%). There was no gender requirement 

to participate, although all participants were male. There was also no preference for hand 

dominance or vision as long as the pilot had normal or corrected-to-normal vision. Military 

experience was not required, although half (50%) participants had previous military experience. 

Because the scenarios were in the Denver area, pilots were asked to indicate their familiarity 

with the area. 35% of pilots indicated that they were very familiar, 33.33% said they were 

familiar, 33.3% said somewhat familiar, 8.3% said a little familiar, and no pilots were said they 

were not familiar at all with the Denver area. 
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Pilots were not allowed to participate in the present study if they had participated in a previous 

study conducted at FDDRL (Flight Deck Display Research Laboratory) that used highly similar 

scenarios to the ones used in this study. However, if a participant participated in any other study 

by FDDRL or any other lab at NASA, they were still eligible. A total of 9 (75%) of the 

participants had participated in other studies by FDDRL and all 12 (100%) participants had 

previously participated in past studies in the FDDRL or in the NASA Airspace Operations Lab. 

Travel accommodations such as hotel, rental car, and per diems were not provided and prior 

preparations such as readings were not required for participation. Participants were compensated 

for four hours of their time at a rate of $33.37 per hour. 
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4. Results and discussion 

4.1 Trust and transparency 
The trust scale used evidenced acceptable reliability (alpha > .85).  As shown in Figure 13 trust 

scores rose with increasing System Transparency. A within-subjects ANOVA found this effect 

to be significant (F(2, 22) = 4.92. p < 0.05).  Although the overall trend is as expected, follow-up 

pairwise contrasts only confirmed that trust in the Control conditions was significantly lower 

than the trust in the Logic condition (p <0.05).  

 

Figure 13: Trust by System Transparency condition 

When evaluating each individual item in the trust scale, only two of the items were found to 

differ as a function of System Transparency. “I would feel comfortable relying on the 

recommendations of the ELP in the future”, and “If I were facing a very hard task in the future, I 

would want to have the ELP with me”, were both significantly higher in the Logic condition than 

in the Control condition (p < .05); and one statement, “If the ELP gave me a top 

recommendation, I would rely on the top recommendation of the ELP without hesitation”, 

showed a similar, but only marginally significant effect (p = 0.068). 

One concern with the design of this study was that, regardless of the counterbalancing of the 

order in which participants completed conditions, participants would gradually gain trust in the 

ELP over time as they were using the same ELP algorithm in each condition. There was no 

significant effect of trust by the order in which they completed the conditions (F(2,22) = 0.15, p 

> 0.05).  
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Participants were asked in the post condition surveys to rate the statement “The ELP was 

transparent” from strongly agree to strongly disagree. While the trend across the System 

Transparency conditions was as expected (Figure 14), it was not statistically significant (F(2,22) 

= 1.34, p > 0.05).  This lack of statistical significance could, potentially, be attributed to the 

design of the study. Participants were asked to evaluate the transparency after each condition 

instead of at the end of the study. A participant’s ability to evaluate transparency of the 

conditions would evolve and change after gaining experience with the various System 

Transparency conditions.  In hindsight, the question should have been asked at the end of the 

study.   

 

Figure 14: Transparency rating by condition 

However, in contrast to this, the correlation between a participant’s trust score and rating of 

transparency, was statistically significant, r = .480, p < 0.01 (Figure 15), confirming the 

hypothesized relationship between these two variables. 
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Figure 15: Correlation between trust and transparency 

4.2 Agreement (Evaluations and Ranking) 
 

There were two ways of measuring the agreement of the participants with the ELP: the safety of 

the diversions and the rank ordering of the diversions. 

4.2.1. Evaluations of the safety of the diversions 

The agreement between participants’ categorical ratings of the diversion safety (excellent, good, 

fair, poor, unacceptable) and the corresponding values given by the ELP (see section 3.2.2.1) 

was measured with the inter-rater reliability kappa score based on the Landis and Koch’s 

magnitude guidelines (Landis & Koch, 1977). Figure 16 shows the expected trend of agreement 

rising with increasing level of System Transparency.  This effect was statistically significant 

(F(2,22) = 4.05, p < 0.05). Follow-up pairwise comparisons revealed a statistically significant 

difference between the Control condition and the Logic condition (p < 0.01).   
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Figure 16: Agreement scores by condition 

The overall agreement scores were lower than expected, and can be attributed to a number of 

reasons.  First, participants stated that the task of evaluating the diversions was difficult because 

it was hard for them to be objective (e.g., without taking prior and extraneous information into 

consideration) and to remove their own biases and preferences (e.g., preference for a certain 

airport). They also tended to use their own scale when evaluating the diversions instead of the 

provided scale. They often based their assessment of safety on their own ability (e.g., “Oh, I 

know I can fly this diversion no problem.”). Some participants also had a difficult time following 

directions. Some participants insisted on evaluating the diversion using different metrics than 

instructed. Finally, participants tended to be less conservative than the ELP in evaluating the 

safety of the diversions.  

4.2.2. Rank order 
The ELP’s and participants’ rank orderings as the 1st, 2nd, 3rd, 4th, and 5th diversion choice were also compared.   

also compared.   

 

 

 

Table 2 shows the expected relationship between these correlations and System Transparency 

(i.e., rising agreement between participants and the ELP as System Transparency increases), 

but this effect of System Transparency was not statistically significant, F(2,22) = 1.12, p > 0.05).  
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information that the ELP did not have in the UI conditions. Indeed, when comparing the 

correlations between the two Scenario Information conditions, correlations were significantly 

lower in UI scenarios than in EI scenarios (F(1,35) = 10.45, p < 0.01) as shown in  Table 3.  

 

 

 

 

 

 

Table 2: Rank correlation by condition; ELP & participants 

 

Equal Information Unequal Information 

0.669 0.258 

 
Table 3: Rank correlation by scenario; ELP & participants 

 

 Control Value Logic 

Equal Information 0.5 0.783 0.75 

Unequal Information 0.2 0.158 0.417 

 

Table 4: Rank correlation by condition and scenario; ELP & participants 

 

Control Value Logic 

0.338 0.471 0.583 
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Figure 17: Rank correlations by condition and scenario; ELP & participants 

When these rank correlations are expanded by both condition and scenario, detailed interactions 

can be examined (Table 4, Figure 17). As transparency rises across the System Transparency 

conditions (Control, Value, Logic), pilots’ agreement in ranking increases within EI scenarios 

(i.e., where the ELP is making appropriate recommendations). A test of within subjects shows 

that this too is trending toward significance (F(2,22) = 2.99, p > 0.05), and the lack of statistical 

significance maybe due to insufficient variance between the Value and the Logic conditions. 

Conversely, across these same conditions, pilots’ agreement in ranking is low and had no 

significant change (F(2,22) = 0.73, p > 0.05) within the UI scenarios (i.e., where the ELP is 

making inappropriate recommendations). Examining the figures, there is a jump in correlation in 

the Logic condition. This jump could be the result of the different types of scenarios used in the 

UI scenarios that caused the pilots to respond non-uniformly. Another possibility is that the 

transparency in these scenarios may have caused over-trust in the ELP. The transparency of the 

system may have been too convincing for the participants and influenced their agreement when 

they should have been disagreeing with the ELP.  This issue deserves further investigation in 

future studies. 

In addition to comparing the participants’ rankings to the ELP, their responses were also 

compared to an SME response. To generate an SME response, all participants’ responses were 

aggregated to create an SME ranking of diversions for each scenario. In other words, the SME 

rankings were created by examining what diversions participants typical ranked as 1st, 2nd, etc. 

for each scenario. Rank order correlation between the SME ranking and the participants rankings 

showed higher correlations across the board than that of the ELP and the participants.  
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Table 5: Rank correlation by condition; SME & participants 

 

Equal Information Unequal Information 

0.727 0.608 

 

Table 6: Rank correlation by scenario; SME & participants 

 

 Control Value Logic 

Equal Information 0.708 0.624 0.850 

Unequal Information 0.715 0.650 0.475 
Table 7: Rank correlation by condition and scenario; SME & participants 

 

Similar analysis was conducted to compare SME and participants’ correlation across System 

Transparency conditions, no statistically significant difference was found; however, when this 

comparison was done between the EI and UI scenarios, there was a slightly lower correlation in 

the UI scenarios (Error! Reference source not found., Table 6). This seems to indicate that 

there is less agreement in the ranking of diversions amongst the participants in the scenarios 

where they are given additional information. This gives reason to suspect that the participants 

responded less uniformly to the additional information. When these correlations were expanded 

to both condition and scenario, this was an uncharacteristic dip in correlation in the Logic 

condition (Table 7, Figure 18). The dip again gives evidence that the participants have even less 

agreement in the highest System Transparency condition when given additional information 

that the ELP does not have. The reduced agreement could be attributed to the nature of the 

scenarios and the fact that participants may not all place the same value on the additional 

information. This was a sentiment expressed by participants in their debriefing interview. This 

interaction also warrants further research. 

0.704 0.637 0.662 



28 

 

 

Figure 18: Rank correlations by condition and scenario; SME & participants 

4.3 Confidence 
In the post-trial survey, participants were asked to rank four statements about confidence with 1 

being no confidence and 7 being extremely confident (refer to Appendix B). For each of the 

confidence statements, there was no significant difference as a function of System 

Transparency or Scenario Information conditions. For “confidence that the ratings I gave the 

diversions were accurate”, the tests yielded F(2,22)  = 0.33, p > 0.05 for  System Transparency, 

and F(1,11) = 0.89, p > 0.05 for Scenario Information. For “confidence that the route I choose 

as the best route, was the best route”, the test yielded F(2,22) = 0.87, p > 0.05 for System 

Transparency , and F(1,11) = 0.0, p > 0.05 for Scenario Information. For “confidence that the 

route I choose was the worst route, was the worst route”, the tests yielded F(2,22) = 1.36, p > 

0.05 for System Transparency , and F(1,11) = 0.07, p > 0.05 for Scenario Information. And 

finally, for “confidence that the diversions that I was given were appropriate”, the test yielded 

F(2,22) = 0.72, p > 0.05 for System Transparency , and F(1,11) = 0.10, p > 0.05 for Scenario 

Information. Overall, participants had consistently high confidence for all four statements. In 

retrospect it was not very surprising to see no effect of the manipulations on participants’ rated 

confidence in their choices. The participants are a skilled group who are likely to have high 

confidence in their ability to delineate diversion options.  
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4.4 Workload 
An overall workload question was asked in both the post-trial and post-condition surveys (refer 

to appendices B & C). A slightly modified version of the overall workload scale was used (Hill 

et al., 1992). There was no significant effect on workload of  System Transparency (F(2,22) = 

1.63, p > 0.05), although there is a marginally significant effect of  Scenario Information 

(F(1,11) = 3.76 p = 0.079).  As shown in Figure 19, the workload in the Value condition is lower 

than in both the Control and the Logic conditions.  This results suggests that when presented 

with only the value, the participants may have relied on the value and consequently spent less 

cognitive effort to examine other information.  In addition, the workload is higher in the UI 

scenarios as expected because these scenarios requiring more cognitive effort to process 

additional information that the automation did not have.  

 

Figure 19: Workload by condition and scenario 

4.5 Ratings, feedback, opinions, and other qualitative analysis 
Participants were asked after each trial to rate the importance of the tools and information 

presented in the Value and Logic conditions from 1 (very important) to 5 (very unimportant).  

The additional information in the Value and Logic conditions (risk statement, 

enroute/approach/runway ratings, and the reasoning of the enroute/approach/runway ratings) 

were all rated highly (Figure 20). Reasoning and risk were not rated any differently from each 

other, and were just as important as enroute weather and the difficulty of the route and landing.  
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Figure 20: Ratings on importance of tools/information 

Participants were also asked at the end of the study to rate the helpfulness of the tools and 

information from 1 (extremely helpful) and 6 (a distraction). The risk statement, 

enroute/approach/runway ratings, and the reasoning of the enroute/approach/runway ratings were 

all rated as helpful to the participant (Figure 21). The lowest rated information/tool was the 

computed ELP diversion path; however, this should be taken with a grain of salt. The 2D path 

display (overlaid on top of a Google earth image) used in the study is different than what the 

participants are familiar with and is not representative of how the ELP currently displays its 

recommended 3D flight path.   
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Figure 21: Ratings on helpfulness of tools and information 

Overall, 100% of the participants preferred the Logic condition. Their feedback was very 

positive. For example, some participants stated that, “It gave me the most useful information at a 

glance”, “I realized I missed the reasoning when I didn’t have it”, and “it helped me catch 

something that I would have otherwise missed.” Participants also stated that for the most part, 

they understood the recommendations and evaluations the ELP made. Participants also provided 

a number of suggestions for what they would like to see in the future. Their feedback falls into 

two categories: 1) additional information that they would like to see, and 2) different 

display/information configurations. It is important to note that some of the suggested changes 

made by participants are current elements of the ELP. In this study, a modified version of the 

ELP was used and included randomizing the recommendations as well as providing evaluations 

on a secondary page instead of on the main list of diversions. In addition to the information in 

the Logic condition, participants would like to see or have: calculated tailwind/headwind 

component, modification to the way weather visibility is phrased (i.e., from “visibility being 

unsafe” to “weather was at minimums”), runway lighting configuration, more enroute weather 

information, air traffic control (ATC) inputs and opinions, dispatch inputs and opinions, runway 

braking action reports, approximate landing fuel and weight for each diversion, terminal 

aerodrome forecast (TAF)’s and weather trending reports, the ability to designate the type of 

diversion (e.g., weather, medical, fuel, etc.), and terrain. The different display configurations 

participants requested were: display risk percentages on the main page to minimize clicking, 

showing diversions in a ranked (instead of randomized) order, clearer display of main reason for 

ELP’s choice of a diversion, weather shown in METAR format instead of being written out in 

words, only offer runways in use, the addition of a higher fidelity map with weather and flight 
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path (to include altitude/3D path), and a better way to identify facility offerings by carrier at the 

airport. Participants were also asked if there were factors that should have been weighed more 

heavily by the ELP. Participants indicated a desire to have thunderstorm activity, distance from 

current position to airport, maintenance issues, weather and approach minimums, aircraft 

performance data, and enroute weather to be weighed heavier.  

 

5. Conclusion 
 

The current study corroborates the wisdom that sharing intent and awareness can help the 

operator place appropriate trust in complex automated systems.  Specifically, the results suggest 

that for automated systems that offer recommendations that these recommendations are 

accompanied by the logic which they were derived from.  Our design and implementation of the 

value the risk and the logic behind each diversion recommendation helped pilots understand the 

ELP’s evaluation process and recommendations by giving pilots useful information and the 

rationale of the recommendations.  

 

There were several limitations to this study. The first of which is that it was a low fidelity 

environment. Participants were not put in a dynamic situation involved in a diversion decision. 

They were also in a limited environment as they did not have access to dispatch or other sources 

of information that they typically use in a diversion situation. The map and information displays 

were also in formats that were different to what pilots are familiar with.  The study also used a 

small sample size (n=12). The experimental tasks given to pilots also pushed them out of their 

comfort zone and may have been too challenging to do because a number of participants failed or 

had a difficult time following instructions on how to complete the tasks. It was difficult for pilots 

to make unbiased and objective evaluations.  
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6. List of symbols, abbreviations, and acronyms 
AGL   Above Ground Level 

AL   Airline 

ALT   Altitude 

APT   Airport 

APPCH  Approach 

ATIS   Automatic Terminal Information Service 

ATC   Air Traffic Control 

CDU  Computer Display Unit 

COS  Colorado Springs Airport 

CYS   Cheyenne Regional Airport 

DEN   Denver International Airport 

DIR   Direction 

Dist.   Distance 

DFW  Dallas/Fort Worth International Airport 

EGE   Eagle County Regional Airport 

EI  Equal Information 

ELP   Emergency Landing Planner 

FDDRL Flight Deck Display Research Laboratory 

Ft.   Feet 

FMS   Flight Management Systems 

FNOC   Navy Fleet Numerical Oceanography Center 

GCS  Ground Control Station 

GJT   Grand Junction Regional Airport 

ILS   Instrument Landing System 

Kt. or kts. Knot(s) 

LDA/DME Localizer Directional Aid/Distance Measuring Equipment  

LEN   Length  



34 

 

LOC  Localizer 

MINS   Minimums  

Maint.   Maintenance 

Med   Medical 

METAR Meteorological Aerodrome Report  

NASA   National Aeronautics and Space Administration 

NTD  Need to Divert 

NWS   National Weather Service 

ORD   Chicago O’Hare International Airport  

Passen.  Passenger 

PHX   Phoenix Sky Harbor International Airport 

PUB   Pueblo Memorial Airport  

RMK   Remark 

RNV (RNAV) Area navigation approach  

RW or RWY  Runway 

SA   Situational Awareness 

SEA   Seattle–Tacoma International Airport 

SFO  San Francisco International Airport 

SME   Subject Matter Expert 

SJSURF  San Jose State University Research Foundation 

TAF   Terminal Area Forecast 

T/TD   Temperature and Dew point 

UI  Unequal Information  

VIS   Visibility 

WX   Weather 

Z  Zulu 
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Appendix A: Task Worksheet 
1) Please indicate your rating (how safe) for each of the diversions given. In other words, choose 

how safe each diversion is and if you would fly the diversion yourself if you were in the given 

scenario. Please only take safety of the aircraft into mind when giving your ratings. Below 

you will also find a guide that we recommend for rating the diversions.  

100% - 90% success: Excellent 

89% - 76% success: Good 

75% - 56% success: Fair 

55% - 41% success: Poor 

40% and below: Unacceptable 

 

 

 

2) Given ALL the circumstances of the scenario, please indicate which diversion option would 

be your 1st (best), 2nd, 3rd, 4th, and 5th (worst) choice to divert to. 

CYS 9   _______ 

CYS 13 _______ 

CYS 31 _______ 

CYS 27 _______ 

COS 35L _______ 

 

3) For the diversion selected as your 1st choice in question 2, what factors contributed to your 

decision? Please check all that apply.  

  Distance        Weather 

  Approach Plate Information       Length of runway 

  Approaches available to that airport         Airport facilities available 

  The provided risk statement (if applicable)  

  The provided risk statement and reasoning (if applicable) 

  Other: Please write below 

Rating 

Would you fly 

this diversion? 
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4) If you were flying the suggested path you selected as your 1st choice in question 2, would you 

have SIGNIFICANTLY deviated from it?  

    Yes (go to # 5)    No (go to # 6) 

5)  If yes, which of the following factors would have contributed to your deviation? 

 Weather                      Difficult to fly   Shortcut     Altitude issues 

  Other: Please write below 

 

6) For the diversion selected as your 5th choice in question 2, what factors contributed to your 

decision? Please check all that apply.  

 

  Distance      

  Approach Plate Information     

  Approaches available to that airport       

  The provided risk statement (if applicable) 

  The provided risk statement and reasoning (if 

applicable) 

  Other: Please write below

  Weather 

  Length of runway 

  Airport facilities available 
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Appendix B: Post Trial Survey 
1) Please move the slider to the number which best corresponds to how you rate your overall 

workload for this scenario with 0 being "very low" and 10 being "very high. “For example:"2" 

would be enroute, cruise phase of flight in level flight (only monitoring aircraft state and 

occasionally talking with ATC) "8" would be descent and approach phase with poor weather at 

destination (ATC issues a major reroute then issues holding instructions requiring numerous 

CDU/FMS entries, then configuring the aircraft for holding, briefing for next steps, and assessing 

fuel load to determine how long to hold). 

2) 

For 

the questions below, please indicate the amount of confidence you have on the following 

statements, with 1 being no confidence at all and 7 being extremely confident.  

 

 1  2 3 4 5 6 7 

Confidence that the 

ratings I gave the 

diversions are 

accurate 

       

Confidence that the 

route I choose as the 

best route, was the 

best route 

       

Confidence that the 

route I choose as the 

worst route, was the 

worst route 

       

Confidence that the 

diversions that I was 

given were 

appropriate 

       

 

 

Workload 0 1 2 3 4 5 6 7 8 9 10 
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3) Please indicate how much you disagree or agree about the following statements. 

 Strongly 

Agree 

Agree Slightly 

Agree 

Neutral Slightly 

Disagree 

Disagree Strongly 

Disagree 

N/A 

I found the main 

summary page 

helpful. 

                

I found the 

individual route 

diversion 

information pages 

helpful. 

                

The "best" route I 

chose was 

acceptable. 

                

The "best" route I 

chose is a route I 

would have picked 

myself if I did not 

have the ELP. 

                

I had enough 

information to 

evaluate the 

quality of the 

routes. 

                

It was easy for me 

to pick the best 

path. 

                

It was easy for me 

to pick the worst 

path. 

                

I understood the 

reasoning of why 

these diversions 

were given to me. 

                

I found the risk 

statement helpful 

(If applicable) 

                

I found the 

reasoning 

statements and 

pop-outs helpful 

(If applicable) 

                

 



41 

 

41 

 

 

4) How important were the following factors in evaluating the quality of the given diversions? If 

there was a factor that is not listed that you felt was important in evaluating the diversion, please 

write it in the text space near "other" and rate it appropriately.  

 Very 

important 

Slightly 

important 

Neutral Slightly 

unimportant 

Very 

unimportant 

N/A 

Flight path             

Distance             

The approach plates             

Approach ceiling and 

visibility 
            

Enroute weather             

Approach weather             

Airport facilities             

Runway characteristics 

(length) 
            

Weather at the runway             

Difficulty of route and 

landing 
            

The risk statement (if 

applicable) 
            

The 

enroute/approach/runway 

ratings (ex. Enroute: 

Good) (if applicable) 

            

The explanation of the 

enroute/approach/runway 

ratings (if applicable) 

            

Other             

Other             

 

 

5) Any additional comments? 
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Appendix C: Post Condition Survey 
1) Using your experiences with the condition you just tested, please rate the following statements 

from "strongly disagree" to "strongly agree." 

 Strongly 

Agree  

Agree  Slightly 

Agree 

Neutral Slightly 

Disagree 

Disagree Strongly 

Disagree 

If the ELP gave me a 

top recommendation, I 

would rely to the top 

recommendation of the 

ELP without 

hesitation. 

              

I think using the ELP 

will lead to positive 

outcomes. 
              

I would feel 

comfortable relying on 

the recommendations 

of the ELP in the 

future. 

              

When the task was 

hard, I felt like I could 

depend on the ELP. 
              

If I were facing a very 

hard task in the future, 

I would want to have 

the ELP with me. 

              

I would be comfortable 

allowing this system to 

make a diversion 

decision for me. 

              

If I had my way, I 

would NOT let the 

system have any 

influence over issues 

that are important to 

the task.  

              

The ELP was 

transparent.  
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2) Please move the slider to the number which best corresponds to how you rate your overall 

workload in this condition (with the given display and provided information) with 0 being "very 

low" and 10 being "very high. “As an example: "2" would be enroute, cruise phase of flight in 

level flight (only monitoring aircraft state and occasionally talking with ATC)"8" would be 

descent and approach phase with poor weather at destination (ATC issues a major reroute then 

issues holding instructions requiring numerous CDU/FMS entries, then configuring the aircraft 

for holding, briefing for next steps, and assessing fuel load to determine how long to hold) 

 

Workload 0 1 2 3 4 5 6 7 8 9 10 

 

 

3) Any comments about this condition? 
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Appendix D: Debriefing Survey 
1) Which of the following display/information configurations were most useful to you? 

□ Base information  

□ Base information + Risk 

□ Base information + Risk + Reason  

2) Why was the above selected display configuration the most useful? 

3) How helpful was each of the following information elements? 

 Extremely 

helpful  

Very 

helpful  

A bit 

helpful  

Not 

very 

helpful  

Not 

helpful 

at all  

Distraction  

The main list of 

diversions 
            

Individual 

diversion/runway 

information page 

            

ATIS information             

The approach plate 

information 
            

Airport Facility 

Information 
            

Computed ELP diversion 

path 
            

The risk statement             

The 

enroute/approach/runway 

ratings (ex. Enroute: 

Good) 

            

The explanation of the 

enroute/approach/runway 

ratings 

            

 

4) What aspects of the ELP were clear/easily understandable to you? 

5) What aspects of the ELP were NOT clear/easily understandable to you? What can be done to 

make this clearer? 
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6) Was there any additional information you needed or was any information not clear to you in 

the risk condition? 

7) For the risk statement, are there changes (different information, different presentation, etc.) 

that would have helped? 

8) Was there any additional information you needed or was any information not clear to you in 

the risk + reasoning condition? 

9) For the reasoning statements, are there changes (different information, different presentation, 

etc.) that would have helped? 

10) What, if any, factors in your decision-making process of choosing a diversion should have 

been weighted more heavily by the ELP? 

11) Were there any additional factors that should have been weighted by the ELP? 

12) Please define transparency for automated systems, in your own words. 

13) Think about your overall decision making process when selecting a diversion route and 

runway (without the ELP). Please rank the order of importance of the factors listed below when 

making a diversion decision. You can drag the choices to rank order from most important (what 

you think about first), to least important (what you think about last). If there are other key factors 

that you would like to include in this list, please fill out the blank text spot labelled "other" and 

rank it appropriately.  

______ Approach Ceiling and Visibility (and minimums) 

______ Distance to runway (pending fuel) 

______ Enroute Weather 

______ Approach Weather  

______ Facilities available at the airport (refueling, hotels & rebooking for passengers, etc.)  

______ Runway Characteristics (length, width, etc.) 

______ Weather at the runway 

______ Other Approach Plate information  

______ Compatibility with Airline Company  

______ Familiarity with that airport/runway  

______ Difficulty of landing  

______ Other 

______ Other  

 

14) Any other comments? 
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Appendix E: Demographic Survey 
1) Name 

2) Please report the airline in which you fly (or last flew if retired). 

3) What position do you currently hold (or last held) there? 

□ Captain  

□ First Officer  

4) Are you a retired pilot? 

□ No  

□ Yes (if yes, how many years and months?)  ____________________ 

5) Years in current position (or last position if retired) 

□ 0 - 1 year  

□ 1 - 5 years  

□ 5 - 10 years  

□ Over 10 years  

□ N/A  

6) Total hours flown as line pilot 

□ 1 - 1000 

□ 1001 - 3000  

□ 3001 - 5000  

□ 5001 - 10000  

□ Over 10000  

7) Total hours flown in Boeing glass 

□ 1 - 1000 

□ 1001 - 3000 

□ 3001 - 5000 

□ 5001 - 10000  

□ Over 10000  

□ N/A  

8) Total hours flown in Boeing glass in last 6 months/last 6 months flown 

□ 0 - 300  

□ 301 - 400  

□ 401 - 500  

□ 501 - 600  

□ Over 600  

□ N/A  
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9) Total hours flown in Airbus glass 

□ 1 - 1000 

□ 1001 - 3000 

□ 3001 - 5000  

□ 5001 - 10000  

□ Over 10000  

□ N/A 

10) Please list the last three aircraft type ratings you hold (or last held if retired) 

□ 1  

□ 2 

□ 3  

11) Please provide your current aircraft qualification type (or last held if retired) 

12) Do you have any military flying experience? 

□ Yes  

□ No  

13) Have you participated in past studies with this lab or the NASA Airspace Operations Lab? 

□ Yes  

□ No  

14) If yes, have you participated any of the Single Pilot Operations (SPO) studies in the past 

year? 

□ Yes  

□ No  

15) How familiar are you with flying in and around the Denver area? 

□ Very familiar  

□ Familiar  

□ Somewhat familiar 

□ A little familiar 

□ Not familiar at all  

16) Have you ever had to make a diversion decision while flying? If yes, please explain the 

circumstances of your most recent diversion.  

17) Please supply your email address 
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Appendix F: Training Document  
Training for Trust and Transparency Study 

Briefing 

 Introductions: Consent Form and Demographics Survey 

 Introduction of the Emergency Landing Planner 

o What is the Emergency Landing Planner (ELP) 

o The purpose of ELP 

o How the ELP works 

 Introduction of Transparency Project 

o Project Objectives 

o Scenarios and Conditions  

 Scenarios around Denver area 

 The different conditions: 

 C1: Input (baseline condition)  

 C2: Input and risk (risk condition) 

 C3: Input, risk, and reasoning (risk + reasoning condition) 

Training  

 Scenarios 

o Train how to use ELP tools for each condition and review if necessary  

o Explain purpose of situation briefing of each scenario: Explain the tasks they are 

required to do: Complete task worksheet – Give rating on diversions, select the 

best and the worst runway  

 Explain when they will be completing the surveys 

o Post-Trial survey after every scenario (6 total) 

o Post-Condition survey issued after every condition (3 total) 

o Debriefing survey and interview 

 Instructions to Use Tools 

o Getting Started 

o Main Summary Page Navigation 

o Tools and information 

 Automatic Terminal Information Service (ATIS) 

 Runway information 

 Airport Facilities 

o Condition 1 

o Condition 2 

o Condition 3 
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Introduction of the Emergency Landing Planner 

The Emergency Landing Planner (ELP) is an automated recommender system that is 

designed to generate and evaluate the best diversion for a damaged aircraft in an emergency 

situation. The ELP was designed to generate a list of diversion in a ranked order in an emergency 

situation, however, in this study, it is being used as a diversion planner for off-nominal 

situations. 

For this study, it is very important to remember that the diversions being shown are in a 

randomized order instead of a ranked order. Normally, the ELP will order the safety of each 

diversion option. The ELP compiles information from many different sources to generate a list of 

diversions. The ELP uses ATIS information at the airport, current weather, flyability of the 

aircraft, GPS location and terrain, airport/runway characteristics (approach plates), and the 

population density of the airport into consideration when generating diversions. The main factors 

that the ELP takes into consideration are: the approach ceiling, enroute distance, enroute turns, 

enroute weather, approach weather, population density of the airport (i.e. in case of crash), 

runway length, runway width, landing speed (tail wind + required approach speed), runway 

surface, approach visibility, landing crosswind, and terrain. The terrain data, urban development 

and urban population density is gathered by the Navy Fleet Numerical Oceanography Center 

(FNOC).The weather used by the METAR is gathered by the National Weather Service (NWS).    

However, the ELP does not know everything. It does not know information about the resources 

at an airport, the state of passengers, the state of the pilot, or preferences of the pilot.  

In this study, you will be provided different types and amounts of information generated 

by the ELP. This will be further explained in the conditions. The options can be updated by the 

pilot to account for the changing location, altitude and velocity of the aircraft. The ELP can 

factor in subsequent degradation or failures that change the predicted control envelope, and 

updated weather and airport information. The best runways and approach paths generated are 

presented to the pilots in ranked order; the pilot makes the final decision on where to land. For 

this study, the options will be displayed in a randomized order and you will not be able to update 

the diversions given.  

It is also important to know that the ELP, in this study, will only be focusing on 6 airports 

in the Denver area: Denver, Cheyenne, Colorado Springs, Eagle, Pueblo, and Grand Junction 

(see figure 2). You also may only be shown diversions to two airports. In this study, you will be 

show the top 5 recommendations in a randomized order. You will have to accept that if you are 

not show a runway or an airport, that diversion has too poor of weather or is a less safe diversion 

than the ones you are show. You must focus on the diversions you are given. 
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Figure 1. ELP’s process 

 

Figure 2. Map of Denver area and airports involved in this study. 

Aircraft needs to divert (emergency, off-nominal)

Pilot starts the ELP

ELP gathers data from:

•The Intergrated Flight Deck (IFD) for airports and obstacle information

•Integrated Vehical Health Managemenent (IVHM) for aircraft health (if damaged)

•Maneuvering Envelope Subsystem for aircraft control limitations in order to contruct the 3D planning problem (if damaged)

ELP finds solutions that do not viloate any obstacle(s) or any controllability constraints

ELP consults with Trajectory Planner to refine these solutions into more detailed flight plans

Displays list of recommended diversions for pilot to select 
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Introduction of Transparency Project 

Project Objectives 

1) How does the type of explanation (transparency) effect pilot performance and trust? 

Scenarios and Conditions 

There will be a total of six different scenarios all in the Denver area. Flights will be either 

arriving or departing from the Denver area. In each scenario, there will be an event which 

requires the pilot to divert to another airport. 

For each condition, the Emergency Landing Planner will provide a different level of explanation.  

Conditions 

 

C1 

 

Input (baseline) information 

 

C2 

 

Input and risk 

 

C3 

 

Input, risk, and reasoning statement  

 

Training  

Scenarios 

There will be a brief training period at the beginning of each condition to ensure you understand 

how to properly use the tools provided. At the beginning of each scenario, you will receive a 

briefing of your flight. There will be two scenarios for each condition. The order of the 

conditions and scenarios will be randomized. Each scenario requires you to rate the diversions 

based on safety as well as indicating the 1st (best), 2nd, 3rd, 4th and 5th (worst) diversion from a list 

of randomized recommendations. In addition, we would like to record your reasoning and 

decision process. We want to understand why and how you are choosing a diversion as the best 

diversion or as an unacceptable diversion path. While going over each diversion option, please 

discuss your decision making process aloud. For example, if you are trying to find the best 

diversion, we would like to hear you reason out loud while you are going through each option 

such as, “I like this diversion path because it has the longest runway” or “I don’t like this 

diversion path because it doesn’t have excellent airport facilities.”  

During each scenario, you will be given a task worksheet to complete. You will be asked to give 

a ranking on how safe you think each diversion is as well as choosing which diversion you think 

is the best to the worst. You will also be asked to give explanations to your answers. Once you 

complete the task worksheet, you have finished the scenario.  
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Surveys 

After each scenario, you will complete a brief post-trial survey. There will be a total of six (6). 

These are short questions based on your experiences completing the scenario.  

After every condition, you will complete a post-condition survey. There will be a total of three 

(3). These are short questions based on your experiences on both scenarios in the condition.  

Lastly, after all of the scenarios have been competed, you will complete a debriefing survey and 

conduct a short interview to discuss your responses and answer any questions you may have.  

Rests and bathroom breaks are allowed. We ask that you please do so in between conditions.  

Orientation Training 

ELP Training 

Scenario 

Post-trial survey (1 of 6) 

Scenario 

Post-trial Survey (2 of 6) 

Post-Condition Survey (1 of 3) 

ELP Training 

Scenario 

Post-trial survey (3 of 6) 

Scenario 

Post-trial Survey (4 of 6) 

Post-Condition Survey (2 of 3) 

ELP Training 

Scenario 

Post-trial survey (5 of 6) 
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Scenario 

Post-trial Survey (6 of 6) 

Post-Condition Survey (3 of 3) 

Debriefing Survey and Interview 

B
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Getting Started 

Please read the short briefing updating you on your current scenario. The yellow cog/circles on 

the map represent all the airports in the area. The red airplane represents your current position 

and the direction of the aircraft indicates the heading. The purple on the map represents the radar 

observed weather for the area. After you have finished reading the briefing, click the space bar to 

continue. 

Please read the alert and then select “Start ELP” to continue. 

Main Summary Page Navigation  

On the left hand side of the screen, there are a list of randomized diversion options. The 

Emergency Landing Planner will provide the top five recommendations. The diversions will only 

be to the 6 airports in the Denver area (normally it includes all airports, but for this study, we are 

only including 6). ELP is generating diversion routes that are under 250 miles away from their 

current location. To view more information about each option, click on the option you would like 

to view. There are also no limits to how many times you can view each option. To return to the 

main screen, click the blue arrow located underneath the runway information.  

On the right hand side of the main summary page, there will be a map with the weather and 

diversion paths. You will not be able to read the ATIS report for other airports that are not 

recommended by the ELP. If they are not recommended they are either too far, or not as safe as 

the other recommendations. The blue lines on the map represents the alternative flight paths that 

are on the left-hand side of the page. The yellow circles represent the airports that are included in 

the diversion paths. The red circle indicates the closure of airport that you either just departed 

from or were arriving too.  

The weather can be removed from the map by clicking the blue button that says “remove 

weather”. To display the weather again, select “show weather”. There is no limit for how many 

times you can remove and show the weather. The map for each diversion option will have the 

weather, the alternative flight paths, and the yellow circle to indicate where the airport is located.  

Tools and information 

There will be tools that will be consistent in each condition. Each scenario will have the 

automatic terminal information service (ATIS) report, runway information, information about the 

airport facilities, and the approach plates for each runway. This information will always be on 

the individual diversion information pages.  

ATIS Report 

To display and remove the ATIS information, click on the ATIS button located at the top left of 

the screen when you are on the individual diversion information page. The ATIS is comprised of 

decoded METAR information about the airport. You still have the option to remove or show the 

weather on the map as well. You can click the ATIS button again to close the window.  
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Runway Information 

The runway information is located on the left hand side of the screen directly under the ATIS 

button. The runway information consists of the runway approach, runway number, the runway 

length, distance, and the bearing.  

Airport Facilities 

The airport facilities for each diversion option are listed at the bottom left of the page. This 

information does NOT contribute to the calculations of the ELP. They have been color coded for 

ease of visibility. The different colors are used to represent excellent, good, fair, poor and 

unavailable airport facilities. The facility ratings will not be consistent for every scenario and 

have been manipulated for this study. Please look at the airport facility ratings for each scenario. 

If you are familiar to with the airports in the scenarios, please rely on the information provided 

and not your current knowledge. The ratings are as followed:  

Excellent = Blue 

Good = Green 

Fair = Yellow 

Poor = Orange 

Unavailable = Red 

Medical: Based on the medical facilities in the surrounding area and at the airport.  

An airport’s medical is rated excellent if there is 100% likelihood of being able to satisfy 

medical needs. The airport has medical facilities and medical staff on site and hospitals in 

the surrounding area that are open 24/7. They are able to care for both major and minor 

injuries and illness. The facilities are large enough to accommodate for a large 

population. 

An airport’s medical is rated good if there is 80% likelihood of being able to satisfy 

medical needs. The airport has medical facilities and medical staff on site and hospitals in 

the surrounding area, but are only open for business hours. They are able to care for 

major and minor injuries and illness, but there is a limited number of staff. 

An airport’s medical is rated fair if there is 50% likelihood of being able to satisfy 

medical needs. The airport has medical facilities and medical staff on site to treat minor 

injuries and illnesses and are open for business hours only.  The nearest hospital is an half 

an hour away from the airport, but they can’t accommodate for a large population.  

An airport’s medical is rated as poor if there is 25% likelihood of being able to satisfy 

medical needs. The airport has limited medical facilities and medical staff on site to treat 

some minor injuries and illnesses. They are only open when they have arriving and 
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departing flights. The nearest hospital is about an hour away, but can’t accommodate for 

large populations.  

An airport’s medical is rated as unavailable if there is 0% likelihood of being able to 

satisfy medical needs. An airport would not have any medical facilities or medical staff 

available on site. The nearest hospital is over an hour away and only has the resources to 

treat minor illnesses and injuries.  

Maintenance: Determined by the aircraft maintenance facilities available at airport.       

Maintenance would be rated as excellent if there is 100% likelihood that the airport could 

satisfy any maintenance needs. The airport has facilities that offer ground support for 

major and minor repairs. The facilities are open at all hours. 

Maintenance would be rated as good if there is 80% likelihood that the airport could 

satisfy any maintenance needs. The airport has crews that have most parts in stock (won’t 

need to fly over) and are capable of fixing major and minor repairs to the aircraft.  

Maintenance would be rated as fair if there is 50% likelihood that the airport could satisfy 

any maintenance needs. The airport will most likely will not have the part you need in 

stock for repair. They are capable of doing minor repairs and some major repairs. 

Maintenance would be rated as poor if there is 25% likelihood that the airport could 

satisfy any maintenance needs. Most likely, any part your plane would need would not be 

at the airport and they are only able to do minor repairs.  

Maintenance would be rated as unavailable if there is 0% likelihood that the airport could 

satisfy any maintenance needs. The plane will not be able to be serviced at all at this 

airport. The plane will either have to be moved or crew, tools, and parts need to be flown 

over to the aircraft.  

Airline: Depends on the amount of support of your airline company at the airport.  

Airline would be rated as excellent if there was a 100% likelihood the airline company 

services at the airport will satisfy the needs of the passengers. The airport has arriving 

and departing flights all throughout the day and night. Flights could easily be re-booked 

for passengers.  

Airline would be rated as good if there was an 80% likelihood the airline company 

services at the airport will satisfy the needs of the passengers. The airport has arriving 

and departing flights only during business hours. Flights can be re-booked for passengers. 

Airline would be rated as fair if there was a 50% likelihood the airline company services 

at the airport will satisfy the needs of the passengers. The airport has some flights 

arriving and departing throughout the day, but maybe not to passenger’s original 

destination. Re-booking services would be limited and passengers would have long 

layovers.  
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Airline would be rated as poor if there was 25% likelihood the airline company services 

at the airport will satisfy the needs of the passengers. The arriving and departing flights at 

the airport are limited and it will be difficult for passengers to get flights towards their 

original destination.  

Airline would be rated unavailable if there is 0% likelihood the airline company provides 

services at that airport. The company does not have any arriving or departing flights.  

Passenger: Based on convenience for passengers. Examples of these would be passenger’s 

access to transportation, lodging, and services at the airport and in the area. 

An airport would be rated at excellent if there was 100% likelihood that passenger’s 

needs would be satisfied. Passengers have access to all transportation options (shuttles, 

rental cars, etc.) at all hours. They also have access to hotels near the airport. The airport 

has restaurants, fast-food, convenience stores, and bars located throughout.   

An airport would be rated at good if there was 80% likelihood that passenger’s needs 

would be satisfied. Passengers would have access to all transportation options (shuttles, 

rental cars, etc.) at all hours. They also have access to hotels near the airport. The airport 

restaurants, fast-foods, convenience stores, and bars are only open during business hours.  

An airport would be rated at fair if there was 50% likelihood that passenger’s needs 

would be satisfied. Passengers have some access to transportation options (shuttles, rental 

cars, etc.) but all are not all hours and may not be able to accommodate all passengers. 

Hotels and lodging options are not conveniently located to passengers. The airport may 

have limited restaurants, fast-foods, convenience stores, and bars are only open during 

business hours.  

An airport would be rated at poor if there was 25% likelihood that passenger’s needs 

would be satisfied. Passenger’s access to ground transportation is limited. There is 

limited rental car service and shuttles are not always available. Hotels and lodging 

options are not conveniently located to passengers. The airport most likely does not have 

restaurants and stores available to the passengers.   

An airport would be unavailable if there is 0% likelihood that passenger’s needs would be 

satisfied. Passengers would not have any access to transportation or lodging and the 

airport would not have any services at the airport available to passengers.  

Fuel: Whether the airport has the required fuel for the aircraft.  

Fuel would be rated as excellent if there is 100% likelihood of satisfying fueling needs. 

The airport would have the required jet fuel and fueling staff available at all hours. 

Fuel would be rated as good if there is 80% likelihood of being able to satisfy fueling 

needs. The airport has the required jet fuel, but fueling services are only available during 

business hours. 
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Fuel would be rated as fair if there is 50% likelihood of being able to satisfy fueling 

needs. The airport may not have the required jet fuel and is only available during business 

hours. 

Fuel would be rated as poor if there is 25% likelihood of being able to satisfy fueling 

needs. The airport may not have the required jet fuel and fueling arrangements need to be 

in advance for fueling service.  

Fuel would be rated as unavailable if there was 0% likelihood of satisfying fueling needs. 

The airport would not have the required fuel for the aircraft and there would not be any  

Condition 1 

Condition 1 has limited features. For condition 1, you will be given the ATIS report, runway 

information, and airport facility ratings. For more information regarding the tools provided, see 

the section titled, Tools and information.  

Completing the task 

Please go through each option and look at all of the information provided even if you are already 

familiar with the airport. Airport facilities may be different from what you are used to and differ 

between scenarios. Also, please remember to discuss your reasoning out loud. 

Complete your task worksheet. Give a rating of the safety of each diversion given. Also, please 

decide which runway you think is the 1st (best), 2nd, 3rd, 4th, and 5th (worst) option. Please 

complete the task worksheet before selecting “end scenario”.  

Click “end scenario” located on the main summary page of runway options to complete the 

scenario. 

Please notify me when you have reached the following screen and click the link to continue 

filling out the survey. While completing the survey, please continue to discuss aloud your 

decisions.  

Prior to starting scenario, participant should be able to: 

 Start ELP 

 Show and remove weather 

 Know how to maneuver between diversion options 

 Show and remove ATIS report 

 Know where airport information is located 

 Know where Airport facilities are located on the screen and what they mean 

 Know how to properly end the scenario  

 

Condition 2 
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For condition 2, you will be given the ATIS report, runway information, airport facility ratings, 

and the risk statement. The risk statement is generated by the ELP. The ELP calculates this risk 

percentage by examining many factors (these are discussed in the introduction of the ELP). This 

statement represents the likelihood that you will successfully complete the approach and landing 

under current conditions on your first attempt. In the study’s scenarios, you are the pilot of a 

flyable/healthy aircraft. Realistically, if you did not make the first attempt, you could attempt to 

land again or you could alter the diversion path. The risk statement does not represent the 

likelihood of you crashing.  

The risk statement has been color coded by the percentage of success. This means if a diversion 

had an 87%, the ELP predicts that you will be able to successfully land the diversion 87% of the 

time. Again, it is important to remember that this represents the first attempt at a diversion and 

you would, in reality, have the choice to attempt the landing again or choose a different 

diversion. The percentage corresponds with a ranking (excellent, good, fair, poor, or 

unacceptable), which corresponds with a color. For example, if you were given a risk statement 

with 30%, it would be considered unacceptable and be color coded red.  

100% - 90% = Excellent = Blue 

89% - 76% = Good = Green 

75% – 56% = Fair = Yellow 

55% - 41% = Poor = Orange 

40% and below = Unacceptable = Red 

Completing the task 

Please go through each option and look at all of the information provided even if you are already 

familiar with the airport. Airport facilities may be different from what you are used to and differ 

between scenarios. Also, please remember to discuss your reasoning out loud. 

Complete your task worksheet. Give a rating of the safety of each diversion given. Also, please 

decide which runway you think is the 1st (best), 2nd, 3rd, 4th, and 5th (worst) option. Please 

complete the task worksheet before selecting “end scenario”.  

Click “end scenario” located on the main summary page of runway options to complete the 

scenario. 

Please notify me when you have reached the following screen and click the link to continue 

filling out the survey. While completing the survey, please continue to discuss aloud your 

decisions. 

Prior to starting scenario, participant should be able to: 

 Start ELP 

 Show and remove weather 

 Know how to maneuver between diversion options 
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 Show and remove ATIS report 

 Know where airport information is located 

 Know where Airport facilities are located on the screen and what they mean 

 Know where the risk statement is located and understand what it implies 

 Know how to properly end the scenario  

Condition 3 

For condition 3, you will be given the ATIS report, runway information, airport facility ratings, 

the risk statement, and the reasoning statement for the risk statement. The risk statement is 

generated by the ELP. The ELP calculates this risk percentage by examining many factors (these 

are discussed in the introduction of the ELP). This statement represents the likelihood that you 

will successfully complete the approach and landing under current conditions on your first 

attempt. In the scenarios you are the pilot of a flyable/healthy aircraft. Realistically, if you did 

not make the first attempt, you could attempt to land again or you could alter the diversion path. 

The risk statement does not represent the likelihood of you crashing.  

The risk statement has been color coded by the percentage of success. This means if a diversion 

had an 87%, the ELP predicts that you will be able to successfully land the diversion 87% of the 

time. Again, it is important to remember that this represents the first attempt at a diversion and 

you would, in reality, have the choice to attempt the landing again or choose a different 

diversion. The percentage corresponds with a ranking (excellent, good, fair, poor, or 

unacceptable), which corresponds with a color. For example, if you were given a risk statement 

with 30%, it would be considered unacceptable and be color coded red.  

100% - 90% = Excellent = Blue 

89% - 76% = Good = Green 

75% – 56% = Fair = Yellow 

55% - 41% = Poor = Orange 

40% and below = Unacceptable = Red 

In condition 3, you will also be given the reasoning statement for the risk statement. To view the 

reasoning statements, click the white arrow underneath the risk statement. On the next screen 

Enroute, Approach, and Runway will be visible. Next to each feature, there will be the ranking 

(Excellent, Good, fair, poor, or unacceptable) for each and the color that corresponds with that 

ranking.  

Example:  

ENROUTE: Good 

 

APPROACH: Excellent 

 

RUNWAY: Unacceptable 
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The reasoning statement explains how the ELP calculated that risk number. The ELP generates a 

numerical percentage (similar to the risk statement) for each factor listed earlier, which we then 

give a value (ex. 95% is excellent). The ELP calculates the interaction between all the factors 

taken into consideration. Each issue is not detrimental on its own, but the interaction with 

another issue can make that stage in the flight path unacceptable. For example, bad approach 

weather alone will not make the approach unacceptable, but bad weather and poor visibility will. 

If you scroll over Enroute, Approach, and Runway, you will be given the reasoning statement for 

why it received that ranking. For the enroute path, the ELP take the distance, turns, enroute 

weather and terrain into consideration. For the approach, it takes the approach ceiling, visibility, 

and weather. Finally, for the runway, it takes the runway length and width, landing speed, 

runway surface, and landing crosswind into its calculations.  

 

  Enroute          Approach            Runway  

                    Enroute Distance                      Approach ceiling                 Runway Length 

                       Enroute Turns                     Approach Weather        Runway Width 

                     Enroute Weather         Approach Visibility        Landing Speed 

                            Terrain             Runway Surface 

                      Landing Crosswind 

 

100% - 90% = Excellent = Blue 

89% - 76% = Good = Green 

75% – 56% = Fair = Yellow 

55% - 41% = Poor = Orange 

40% and below = Unacceptable = Red 

 

If you would like to view the reasoning statement and the ATIS report at the same time, move 

the cursor over the risk factor you would like to see. Once the reasoning appears, move the 

cursor to the ATIS button without scrolling over any other reasoning factor.  

To return to the risk statement, select the white arrow in the box. 

Completing the task 

Please go through each option and look at all of the information provided even if you are already 

familiar with the airport. Airport facilities may be different from what you are used to and differ 

between scenarios. Also, please remember to discuss your reasoning out loud. 

Complete your task worksheet. Give a rating of the safety of each diversion given. Also, please 

decide which runway you think is the 1st (best), 2nd, 3rd, 4th, and 5th (worst) option. Please 

complete the task worksheet before selecting “end scenario”.  
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Click “end scenario” located on the main summary page of runway options to complete the 

scenario. 

Please notify me when you have reached the following screen and click the link to continue 

filling out the survey. While completing the survey, please continue to discuss aloud your 

decisions. 

Prior to starting scenario, participant should be able to: 

 Start ELP 

 Show and remove weather 

 Know how to maneuver between diversion options 

 Show and remove ATIS report 

 Know where airport information is located 

 Know where Airport facilities are located on the screen and what they mean 

 Know where the risk statement is located and understand what it implies 

 Know where the reasoning statement is located and be able to understand how the 

Enroute, Approach and Runway 

 Know how to properly end the scenario 
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Appendix G: Task Analysis of Emergency Landing Procedure 

 

 

Main Goal: Determine the best alternative 
runway and path to divert to

1.0 Assess Current 
State of A/C

1.1 Determine current 
location

1.2 Determine A/C's 
altitude and velocity

1.3 Assess current 
surrounding terrain

2.0 Assess Flyability of 
Aircraft

2.1 If damage 
occured, what is the 

current control 
envelope of aircraft

2.2 Assess range of 
travel dependant on 

fuel remaining

3.0 Locate alternative 
runways

3.1 Assess distance to 
sites

3.2 Assess time to 
sites

4.0 Assess the quality 
of the alternatives 

runways

4.1 Examine 
attributes of the 

runway

4.2 Assess the 
weather conditions at 

runways

4.3 Examine the 
braking conditions at 

runways

4.4 If needed, 
evaluate emergency 

facility availability

5.0 Examine the 
complexity of flight 
plans and obstacles

5.1 Examine 
difficulties of 

alternate flight plans

5.2 Assess Obstacles 
along the path

5.3 Assess ceiling and 
visability along new 

routes

5.4 If damage 
occured, assess risk of 
further deterioration

5.5 if damage 
occured, assess risk of 

plane configuration 
changes

6.0 Select best 
alternative runway

6.1 Compare closest 
alternative runways

6.2 As per the needs 
of the plane, decide 

which factors are 
essential

6.3 Replan flight path

6.4 Execute flight plan
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