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Analysis of disruptions caused by construction field 
rework on productivity in residential projects 

Mehrdad Arashpour, S.M.ASCE1; Ron Wakefield, M.ASCE2; Nick Blismas3
; EWM 

Lee4 

Abstract: Operational performance in residential construction production systems is assessed 

based on measures such as average house completion time, number of houses under construction, lead 

time and customer service. These systems, however, are prone to nonuniformity and interruptions 

caused by a wide range of variables such as inclement weather conditions, accidents at work sites, 

fluctuations in demand for houses and rework. The availability and capacity of resources therefore are 

not the sole measures for evaluating construction production systems capacity especially when rework 

is involved. The aim of this paper is to investigate the effects of rework time frame and 

frequency/length on tangible performance measures. Furthermore, different call-back time frames for 

rework and their impact on house completion time are modeled and analyzed. Volume home building 

was chosen as the industry sector studied in this investigation because it is a data-rich environment. 

We designed several experiments to model on time, late and early call-back time frames in presence 

of rework with different length and frequency. Both mathematical modeling and discrete event 

simulation were then used to compare and contrast outputs. The measurements showed that the 

average completion time is shorter in systems interrupted by frequent but short rework. That is, a 

smaller downstream buffer between processes is required to avoid work starvation than those systems 

affected by infrequent but long interruptions. Furthermore, early call-backs for rework can 

significantly increase the number of house completions over the long run. This indicates that there is 

an opportunity for the mass house building sector to improve work practice and project delivery by 

effectively managing rework and its related variables. This research builds on the current body of 

knowledge by applying even flow production theory to the analysis of rework in the residential 



construction sector, with the intention of ensuring minimal disruption to the construction production 

process and improving productivity.  

CE Database subject headings: Computer aided simulation; Construction management; 

Mathematical models; residential; Production management; Inspection; Project management; 

Quantitative analysis 

Author Keywords-  Computer simulation; Call-back timeframe; Interruption; Mathematical 

modelling; Production planning; Productivity; Queue depletion rate; Rework frequency and duration; 

Volume house building; Work flow variability 
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Introduction 

Production cycle time is usually regarded as one of the main performance measures in projects (Hopp 

and Spearman 2008). Attempts have been made to optimize both pre-construction and construction 

phases in order to shorten completion times. While improvements in both pre-construction and 

construction phases have been considerable, the construction industry is still regarded as fragmented, 

with much room for improvement (Ballard and Koskela 2009).  

Traditional project planning uses Critical Path Method (CPM) as its main tool. However, there is a 

degree of skepticism about the capability of CPM to manage interconnected construction processes 

(Tommelein, Riley et al. 1999). In fact, traditional project management tools such as CPM scheduling, 

earned value analysis and cost estimating fall short when representing interlinked processes and the 

frequent seize and release of required resources that happens in residential building practice 

(Bashford, Walsh et al. 2003).   

To address these issues, a production planning worldview in construction, which is inspired by 

manufacturing, focuses on not only individual activities but also interlinked resources. This school of 

thought in construction management has emerged based on the theory of hierarchical construction 

operations (Halpin and Woodhead 1976). Production management uses Discrete Event Simulation 

(DES) for modeling and scheduling. The historical development of construction simulation languages 

is presented in the background section of this paper. Over the past decade attempts have been made to 

develop and test construction production theories in addition to tools (Koskela 2000, Bashford, Walsh 

et al. 2003, Salem, Solomon et al. 2006).  

Although DES modeling can illustrate interruptions in workflow, improvements are required to 

distinguish the unique characteristics of interruptions in construction (Akhavian and Behzadan 2011). 

In the process of construction, rework can interrupt workflow in different ways. Faults in the work of 

trade contractors are inspected internally by the builder’s supervisors or externally by building 



surveyors or another third party. The responsible trade contractor is then called back to rectify the 

fault. In an ideal situation rework is executed between other construction processes (Arashpour, 

Shabanikia et al. 2012). However, it often becomes priority work that should be undertaken 

immediately (Sawhney, Walsh et al. 2009). Furthermore, length and frequency of rework can affect 

production performance significantly. Modeling the detailed process of rework in construction, which 

is analogous to “re-entrant flow” in production systems, has been regarded as difficult in the literature 

and requiring more research and investigation (Damrianant and Wakefield 2000, Brodetskaia, Sacks 

et al. 2013).  

To bridge this gap, this study uses an innovative approach tailored to the construction context, in 

order to model and analyze interruptions of different kinds. Twelve experiments have been designed 

by varying: (1) the length of interruptions caused by rework; (2) frequency of rework; (3) the 

timeframe of call-backs for rework. Both analytical and simulation modeling have been used to 

robustly compare and contrast performance measures in presence of these variables. The investigation 

has been conducted in production homebuilding sector because mass homebuilders usually record 

production data systematically. Although this sector provides the scope for current study, results are 

generalizable to other parts of the construction industry. 



Background 

In this section, previous works that have focused on causes and modeling construction rework are 

reviewed. 

Causes of construction rework 

There are many discussions of rework in the construction literature. Contributors to rework can be 

classified into some main categories: construction planning and scheduling, engineering and reviews, 

human resource capability, material and equipment supply, and leadership and communication 

(Fayek, Dissanayake et al. 2004). Under such classification, root causes of construction field rework 

involve but are not limited to: constructability problems (Feng 2009), unrealistic schedules (Love, 

Edwards et al. 2010), changes in project scope (Tuholski 2008), poor document control (Love, 

Edwards et al. 2009), unclear instruction to workers (Thompson and Perry 1992), insufficient skill 

levels (Mubarak 2010), lack of safety (Garza, Hancher et al. 2000, Rajendran, Gambatese et al. 2009), 

ineffective project management team (Love, Holt et al. 2002, Choi, Kwak et al. 2011), untimely 

supply of materials (O'Brien, Wang et al. 2006, Hwang, Park et al. 2012), and non-compliance with 

specifications (Sawhney, Bashford et al. 2005). 

Furthermore, concurrency in the project execution is another contributor to rework. As short time-to-

market is becoming more important in today’s construction industry, processes are started before their 

predecessors are completely finished. Although the so called management strategy of fast tracking can 

help meeting the scheduled time-to-market and therefore greater market share, it can add hidden costs 

such as rework costs to projects (Salazar-Kish 2001, Touran 2010). Project management tools such as 

Critical Path Method (CPM) do not capture these and decisions on rework are made based on 

managers’ judgment. Therefore finding new approaches to model rework and quantitatively 

measuring its effect on production parameters are of the great importance. Discrete event simulation 

(DES) is a useful tool for research purposes in the field of construction processes and rework 

(Martinez 2010).  



Modeling of rework 

There are many variables in a construction project that make the models very complex. Simulation 

modeling is a useful tool to analyze those construction models that cannot be solved analytically. 

Simulation is capable of providing information about system behavior under different what-if 

conditions (AbouRizk, Halpin et al. 2011). Construction simulation tools have been widely developed 

and used in order to model production processes. Fig. 1 shows the evolutionary trend of both general 

purpose and domain-specific tools in construction simulation. 

1970s   1980s       1990s   2000s 

Fig.1. Historical evolution of construction simulation tools 

 

These construction simulation languages have been used to model construction processes and relative 

parameters such as completion time and work-in-process inventory (Naresh and Jahren 1995, Kamat 

and Martinez 2008, González, Alarcón et al. 2009, Behzadan and Kamat 2011). However, the 

literature is sparse concerning models for construction management systems that involve 

consideration of rework caused by design information changes and quality problems. To mention 

some examples, Brodetskaia, Sacks et al. (2013) analyzed “reentrant workflow patterns” in high-rise 

residential construction.  Also some researchers have focused on modeling quality inspections and 
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their impact on production parameters. For instance, Sawhney, Walsh et al. (2009) used a composite 

modeling element in SIMPHONY to investigate the impact of inspections pass rate on production 

output. 

Another stream of research adopted mathematical and graphical modeling tools such as Petri Nets 

(PNs) in order to enhance modeling of construction processes. Petri Nets methodology (Petri 1966) 

facilitates a realistic modeling of delays in the process of construction. For example, Wakefield and 

Sears (1997) and  Sawhney, Abudayyeh et al. (1999) used Petri Nets for simulation and modeling of 

construction systems. However, only a few studies have investigated the interferences in construction 

processes using mathematical modeling. Damrianant and Wakefield (2000) and Lu and Ni (2008) 

used time and color Petri nets to model interruptions in discrete-event systems. In the limited 

available studies, over-simplistic assumptions such as deterministic process times and interruption 

durations have made the models too distant from the reality of construction sites.  

Modeling interruptions between and during processes has been regarded as difficult in the literature, 

requiring more research and investigation (Damrianant and Wakefield 2000, Boukamp and Akinci 

2007). The present paper aims to bridge this gap. 

Modeling of production homebuilding processes 

Construction processes are usually modeled in an interdependent network of predecessors and 

successors. In this study volume homebuilding sector was selected as the scope because it is a data-

rich environment.  

In the common scenario in Australia, mass homebuilders subcontract up to 100 homebuilding 

processes to about 50 specialized trade contractors (Dalton, Wakefield et al. 2011). The common 

production strategy is make-to-order and there is no building on speculation. Builders’ 

superintendents or construction supervisors are responsible for managing movement of work 

(handoffs) among trade contractors. Upon completion of a process, trade contractors release their 

resources and engage them again in the next job. There are two main requirements for starting a 



process at its scheduled time: timely completion of preceding processes, and delivering high quality 

work without need to call-back for rework. As an example, roofing contractor is dependent on the 

timely and quality work of framing trade contractor as their predecessor and a call-back is required 

upon existence of faults in roof trusses.  

Construction processes are resource constrained and can only be executed upon the availability of 

resources such as labor, material and information. As an example, the process of concreting the 

foundation slab as part of the production homebuilding network is illustrated in Fig. 2. 
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Fig.2. Process of concreting foundation slab as a part of production homebuilding 

The complete model of production homebuilding including 50 trade contractors that are responsible 

for about 100 processes was developed using the same method as  Yu (2011). The focus of the model, 

which is illustrated in the appendix, is on labor and work flows.  

Modeling of interruptions caused by rework 

In practice frequency and duration of rework can affect home completion times among other 

production parameters (Sawhney, Walsh et al. 2009). Furthermore, the timeframe in which rework 

call-backs occur changes the interruption length and effect. Three possible timeframes for call-backs 

(rework orders) are discussed in the following section: 



On time call-backs for rework before releasing resources 

The rework is usually ordered when a given construction process has been completed. In Australia, 

building surveyors carry out four external inspections on major building stages – foundation, framing, 

lock-up/waterproofing, and pre-occupancy. In addition, within-organization inspections are conducted 

by builders to identify any fault. In the event of a fault, responsible trade contractor is called back to 

rectify it. After the necessary rework has been done, the following trade contractor can then initiate 

their process. Fig. 3 presents the timescale for foundation rework before the resources have been 

released.  

             Time units 

           Call-back (rework order)              new completion time for framing 

Foundation Rework Framing
 

     Scheduled completion time for framing 

Fig.3. Timescale for call-back and rework before releasing resources 

 

Since the on time call-back triggers the rework right at the completion time of the process, a later 

completion time is expected.  

Late call-backs for rework after releasing resources 

Faults are sometimes discovered after initiation of the construction processes that follow. In such a 

situation, call-backs for rework are made after the responsible trade contractor has left the site and 

resources have been released. In this case, rework becomes priority work for the responsible trade 

contractor (Sawhney, Walsh et al. 2009). This is unique to construction industry – in manufacturing 

for example, rework is commonly regarded as a non-preemptive failure, which can be performed 

between processes (Hopp, Iravani et al. 2011). Fig. 4 illustrates the timescale for foundation rework 

after foundation process resources have been released.  

 



           Time units 

             Call-back (rework order)  new completion time for framing 

Foundation Framing Rework Continue Framing 
 

     Scheduled completion time for framing 

Fig.4. Timescale for call-back and rework after releasing resources 

 

In Fig. 4, the late call-back for rework causes the framing process to be broken into separate parts and 

therefore has the potential to create long delays. Here, it is assumed that the framing crew will be 

available when called back after completion of the foundation rework. In most cases, trade contractors 

are not dedicated to a single project, and will leave to do another job while their processes are 

interrupted. This may significantly lengthen delays.  

Early call-backs for rework prior to process completion- collaborated hand-offs 

Close supervision and coordination of construction can result in call-backs for rework being made 

during the execution of a given process. In this event, the responsible trade contractor for the rework 

is able to use already engaged resources to rectify the fault. Upon the availability of sufficient 

resources, the trade contractor may be able to complete rework using some of the crew while others 

move to the next job. This is only possible in building detached homes where work sites are not 

congested and there is easy access for two interacting contractors to work concurrently. In this way, 

delays can be minimized. A schematic timescale of this type of call-back and rework is shown in 

Fig.5. 

        Time units 

  Call-back (rework order)    

Foundation   Framing 
 

       Rework  Scheduled completion time for framing 

Fig. 5. Timescale of processes- call-back prior to process completion 

 



When there is no spatial interference, this optimal sequencing can result in timely completion of the 

processes. 

Framework for the experiments 

Previous research has analyzed rework as a significant variable in the construction workflow (Love, 

Holt et al. 2002). However, much of the research has focused on a few construction processes, as 

noted by Sawhney, Walsh et al. (2009). Therefore, this study aims to investigate the effects of call-

back timeframes and frequency and length of rework on performance of the whole mass 

homebuilding procedure. Opting for a production management approach, this investigation uses 

mathematical modeling and Discrete Event Simulation (DES) as the tool for a detailed modeling of 

volume homebuilding. 

The homebuilding sector was selected as the scope for this investigation because volume 

homebuilders usually keep a good record of production data. The standard practice of production 

homebuilding in Australia is to subcontract processes to specialized trade contractors. Production data 

such as process times, delays, rework durations and availability of resources were collected from two 

mass homebuilders by numerous site observations. Then the model of homebuilding involving 50 

contractors responsible for about 100 construction processes was developed using the same approach 

as Yu (2011). We conducted a total of 12 experiments to monitor the compound effect of rework 

variables. Frequency and length of rework along with different call-back timeframes were 

investigated. Both mathematical modeling of individual trade contractors and simulation modeling of 

the whole construction process were undertaken. The computer simulation was conducted using the 

ARENA simulation systems. We also utilized the SIMAN simulation coding in order to develop a 

more accurately tailored model of the above mentioned variables in the homebuilding context. The 

processes of mass homebuilding were simulated over 1000 working days to allow for the production 

system to move beyond its transient state. Then outputs were compared and contrasted. Care was 

taken to introduce as many of the existing details as possible into the experiments. 



The use of both DES simulation and mathematical models adds robustness to the present study. The 

results are presented and discussed in the following sections. 

Results and discussion 

Data obtained in previous studies showed that rework has a significant impact on construction 

production performance (Dalton, Wakefield et al. 2011). To analyze underlying variables of rework, 

we designed the experiments by varying length, frequency and call-back timeframes.  

Three call-back timeframes were modeled: early, on time and late call-backs for rework. These were 

combined with different length and frequency of rework. As can be seen in Table 1, rework durations 

and intervals were assumed to be exponentially distributed in order to impose maximum randomness 

to experiments. 

Table 1. Rework variables (frequency and length). 

Rework type Rework Intervals 
(days) 

Duration of Rework 
(days) 

Very frequent-Very Short (VF-VS) Exponential (7) Exponential (1) 
Frequent-Short (F-S) Exponential (14) Exponential (2) 
Infrequent-Long (I-L) Exponential (21) Exponential (3) 
Very Infrequent-Very Long (VI-VL) Exponential (28) Exponential (4) 
 

Twelve experiments were constructed by combining three call-back time frames and four frequency 

and length of rework. It is worth mentioning that availability level and capacity of trade contractors 

undergoing all these rework classes are the same. However, tangible performance measures of the 

homebuilding process are expected to be different.  

Observed trade contractors had different call-back frequency and timeframe. For instance, framing 

and roofing contractors were two most frequent called-back trades. Some other trades experienced 

late call-backs especially after the occupancy inspections. Understandably, these call-backs create 

lengthy rework as trade contractors have already moved their resources to other work sites. The 

histogram of rework durations is illustrated in Fig. 6. 
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Fig. 6 Histogram of rework durations 

 

In order to fit the best probability distribution to the rework data, ARENA Input Analyzer was used. 

Input analyzer automatically examines the data against all of the applicable distributions and finds the 

best fit based on test statistics and minimum square error values. The latter measure is the average of 

squares of differences between observations and the fitted probability distribution. Table 2 orders 

distributions from smallest to largest square error. 

Table 2 Quality of fit of probability distributions to the rework data 

 

 

 

 

 

As can be seen exponential distribution best fits to our empirical data based on the quality of fit 

measure of square error. 

Order Probability 
Distribution 

Square error 

1 Exponential 0.00275 
2 Uniform 0.00363 
3 Triangular 0.00436 
4 Lognormal 0.00549 
5 Normal 0.00666 
6 Erlang 0.00847 
7 Beta 0.01122 
8 Weibull 0.06921 
9 Gamma 0.08402 



In the homebuilding context, construction supervisors can play a crucial role in preventing long 

rework. For instance, in the process of concreting the foundation slab these items should be 

controlled: rebar size and quantity, overlaps, using barriers between soil and concrete, and using 

spacers to maintain the minimum concrete cover for the rebar. Such controls could prevent later 

destructive and non-destructive tests and lengthy rework. In a further step, trade contractor crews can 

be trained for early fault-finding in their processes and rectifying them before affecting the 

homebuilding production (Arashpour and Arashpour 2010). This is similar to the paradigm of Total 

Quality Management (TQM) in manufacturing. 

Mathematical modeling 

The individual construction processes of concreting the foundation slab was modelled and solved 

analytically. Process times of slab concreting best fitted the triangular distribution with most likely 

completion time of 7 days. Availability (A) of trade contractors, as the main resource in the volume 

homebuilding, was computed using mathematical models for production developed by Little (1961) 

and advanced by Hopp and Spearman (2008): 

A = 
 (1)  	ࡾࡻࡰାࡵࡾࡵࡾ

In Eq. (1), RI = rework interval; DOR= duration of rework, respectively. 

Rework results in delays and building up queues between processes. The common logic of processing 

jobs in construction queues is First-In-First-Out (FIFO) and its parameters can be computed by the 

following mathematical equations: 

te = (2)    ࢚࡭ 

Q = DOR × TH   (3) 

QDR = 
૚࢚
 – TH   (4) 

QDT = 
 (5)    ࡾࡰࡽࡽ



In Eqs. (2) to (5), t= process time; te= effective process time; Q = queue length after any interruption 

caused by rework; DOR= duration of rework; TH= throughput of a process= 1/ te; QDR= queue 

depletion rate; and QDT= queue depletion time, respectively. 

If the next rework occurs before the queue is depleted, it adds to the queue. The pobability (P) of such 

conflict depends on the process time and queue depletion rate and can be computed by Eq. (6): 

P = 1 – (6)   ࢚/ࢀࡰࡽିࢋ 

Production parameters in the process of concreting the foundation slab were analytically computed. 

The results for different frequency and length of rework have been presented in table 3.   

Table 3. Quantitative comparison of production parameters in presence of rework with different frequency and 
length 

Parameters  VF-VS  F-S  I-L  VI-VL 
Duration of Rework EXP (1) EXP (2)  EXP (3)  EXP (4) 
Availability of contractor 87.5%  87.5%  87.5%  87.5% 
Throughput rate (TH) 0.13   0.13  0.13  0.13 (job/day) 
Queue length  0.125  0.25  0.375  0.5 
Queue Depletion Rate 0.018  0.018  0.018  0.018   
Queue Depletion Time 7    14  21  28 (days) 
Probability of conflict 63%  86%  95%  98% 
   With a future rework 

 

A significant result from mathematical modeling of processes with rework reveals the effect of 

frequency and length of rework on tangible performance measures. Although longer intervals between 

rework are commonly preferable by managers, results clearly show that frequent but short weekly 

rework is better in terms of production parameters. The comparison of four cases in Table 3 indicates 

that job queues are shorter in presence of very frequent but very short (VF-VS) rework. This is in line 

with previous findings in production manufacturing research (Hopp and Spearman 2004). Further, it 

confirms findings from Tommelein, Riley et al. (1999) that construction project duration can be 

shortened by decreasing workflow variability inside the interlinked network of trades, where the 

output of  predecessors is required by successors to perform their work (Parade Game). In fact, long 

rework causes work starvations for downstream trade contractors and therefore deviations from 

project plans. 



According to the results presented in Table 3, availability and throughput rate are identical for 

experiments. Therefore these production parameters cannot reflect the effect of different timeframes 

for rework call-backs. Variability indicator (VI) is a more useful parameter that evaluates the 

smoothness of job movements between trade contractors. Readers can refer to Hopp and Spearman 

(2008) for more information about variability computations. Eqs. (7) and (8) calculate VI when 

rework occurs during or between construction processes: 

(VI)2 = 0.1 + A (1-A) 
࢚ࡾࡻࡰ  (during processes)  (7) 

(VI)2 =  
 (8)   (between processes) 	(ࡾࡻࡰାࡵࡾ)	࢚(૙.૞ିࡵ࢚ࡾ)	ࡵࡾ

In Eq. (8), RI= rework interval. 

Table 4 shows the variability indicators (VI) for different timeframes of rework call-backs. 

Table 4. Quantitative comparison of variability indicator (VI) for different call-back timeframes 

Parameters  VF-VS  F-S  I-L  VI-VL 
On time/early call-backs 0.25   0.43  0.56  0.66 
Late call-back  0.34   0.64  0.75  0.85 

 

 

The results in Table 4 show, VI is smaller when construction supervisors at the site made early or on 

time call-backs to rectify the faults. Late call-backs, however, dramatically increased VI. This finding 

places extra emphasis on importance of being proactive for building supervisors in terms of finding 

incidents of fault and call the responsible trade contractor back before their resources have been 

released and reengaged to do another job. Also the probability of conflict computed by Eq. (6) shows 

that construction systems ruled by such management strategy are less likely to face future rework 

before depletion of the previous queue.  

This is worth mentioning that there is a striking difference between production construction and 

manufacturing in this case because in manufacturing rework is traditionally regarded as a process, 

which always happens between other processes and does not interrupt them (Hopp and Spearman 

2008). Within the construction context, rework often becomes priority work especially when a 



mandatory inspection should be passed at major stages of a given project (Sawhney, Walsh et al. 

2009). 

Simulation modeling 

In the second phase of the research the complete model of production homebuilding, including about 

50 trades, was simulated over 1000 working days. In order to approximate the number of required 

simulation runs for our 12 experiments, the first experiment was simulated for N0 = 20 runs. In this 

situation, the sample average house completion time was തܺ = 275.78 days and the 95% confidence 

interval for true population mean was 275.78 ± 7 days. This represents 2.5% error in the point 

estimate of average completion time. 

As the half width of the confidence interval for 20 runs was disappointingly high, we decided to 

reduce it from h0 = 7 days to h = 3 days in order to decrease the error in the point estimate of average 

house completion time to less than 1%. Kelton, Sadowski et al. (2010) suggested that the optimum 

number of simulation runs based on a pre-specified half width (h) can be approximated by Eq. (9): 

N = N0 
૛ࢎ૙૛ࢎ   (9) 

In Eq. (9), N0 = number of initial simulation runs; h0 = half width confidence resultant from the initial 

number of runs; and h = desired half width. In our simulation experiment, N ≈ 20 × 72 / 32 = 100. 

Running the simulation experiment for 100 times produced a 95% confidence interval of 274.32 ± 

2.53 days. In other words, there is 95% certainty that the true population mean falls between 271.79 

and 276.85. 

In order to control statistical sufficiency, experiments 7 and 8 were simulated for 200 and 500 runs. 

The comparison of results did not reveal any significant difference between errors in the point 

estimation of average house completion time under 100, 200 and 500 runs. Therefore other 

experiments were simulated for 100 runs.  



A simplified representation of activity cycle diagram for the house building operation is shown in Fig. 

7. Only major processes and resources have been illustrated in this figure. 
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Fig. 7. Simplified representation of activity cycle diagram for house building operation 

Obviously such a model is too complex to be solved analytically. Although smaller variability 

indicators for early call-backs showed a better level of productivity in our mathematical modeling, 

tangible performance measures in volume homebuilding cannot be computed analytically and 

therefore simulation modeling is required (Henderson, Vaughan et al. 2003). The objective of 

simulation modeling in this study is to validate the results of mathematical modeling. Also 

generalizability of the findings for individual processes to the whole system is investigated.  

Flow of work between trade contractors (hand-off) is an important attribute in mass homebuilding. 

Workflow analysis reveals output rate of each process that is equal to job arrival rate for next 

immediate processes. To compute the number of houses under construction (work-in-process 

inventory), the same technique as that used by Palaniappan, Sawhney et al. (2007) was utilized. Care 
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Table 5. Relationship between performance measures and rework variables 

 

The box and whisker chart in Fig. 9 illustrates the completion times in different experiments. 

 

Fig. 9. Average completion times in 12 experiments 

Relationship between rework call-backs and production parameters 

Simulation results clearly show that call-back timeframe has a considerable impact on tangible 

performance measures in homebuilding sector. That is, early call-backs for rework can significantly 

increase the number of house completions and decrease average completion times. This is consistent 

with results of mathematical modeling that show a lower variability indicator (VI) for those projects 

with an early call-back strategy in place, which promises a smoother movement of jobs between trade 

contractors and therefore higher levels of productivity. In other words, local variation in trade 
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Rework 
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Completed 
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Average CT 
(days/home) 

1 On-time Very frequent Very short 91 34 274 
2 On-time frequent Short 85 37 295 
3 On-time Infrequent Long 83 39 312 
4 On-time Very infrequent Very long 79 41 332 
5 Late Very frequent Very short 82 39 317 
6 Late frequent Short 76 42 340 
7 Late Infrequent Long 74 43 357 
8 Late Very infrequent Very long 72 44 364 
9 Early Very frequent Very short 98 31 243 

10 Early frequent Short 95 33 266 
11 Early Infrequent Long 90 35 283 
12 Early Very infrequent Very long 88 37 297 



processes, which was analyzed in mathematical modeling, can affect the performance of the whole 

network. According to table 5, the shortest completion time for a house is when early call-backs for 

rework were made when trade contractors have not released their resources yet (experiment 9). 

Furthermore, Lower levels of WIP inventory in projects with early call-back for rework resulted in 

lighter loading on available resources and shorter home completion times. The highest number of 98 

house completions was achieved in such situation. 

A factorial analysis of variance (ANOVA) was conducted to quantitatively assess the effect of rework 

variables on house completion times. For ANOVA analysis, F-Statistics is computed using Eq. (10): 

F =  
ଶࡲࡰ	/࢙࢖࢛࢕࢘ࢍ	࢔࢏ࢎ࢚࢏࢝	࢙ࢋ࢘ࢇ࢛࢙ࢗ	ࢌ࢕	࢓࢛ࡿଵࡲࡰ	/࢙࢖࢛࢕࢘ࢍ	࢔ࢋࢋ࢚࢝ࢋ࢈	࢙ࢋ࢘ࢇ࢛࢙ࢗ	ࢌ࢕	࢓࢛ࡿ   (10) 

In Eq. (10), DF1 = Between group degree of freedom; and DF2 = Within group degree of freedom.  

Results of factorial ANOVA in Table 5 clearly show that both independent variables of call-back 

timeframe (α) and frequency/duration of rework (β) have significant impacts on the dependent 

variable of house completion times (P-value < 0.05). The comparison of sum of square values for α 

and β suggests that the impact of call-back timeframe on house completion time is more than rework 

frequency/duration. Furthermore, analyzing 1200 completion times (100 runs for each of 12 

experiments) showed that there is an interaction between the two independent variables of call-back 

timeframes and frequency/length of rework. Table 6 shows that there is significant difference among 

the means of average house completion times when two independent variables (α × β) are interacting. 

Table 6. Test of between-subject effects for the dependent variable (average house completion time) 

Source Type III 
Sum of 
Squares 

Degree 
of 

freedom 

Mean Square F Statistics P-value 

Corrected model 293881.065 11 26716.460 165.791 0.000 
Intercept 22586198.94 1 22586198.938 140160.668 0.000 

Call-back Timeframe (α) 202085.230 2 101042.615 627.029 0.000 
Rework Frequency & Duration (β) 88705.391 3 29568.464 183.490 0.001 

α × β 3090.444 6 515.074 3.196 0.005 
Error 36741.073 1188 161.146   
Total 22916821.08 1200    

Corrected total 330622.138 1199    



 

Having identical levels of availability for trade contractors, those construction processes that 

experienced more frequent but shorter rework achieved shorter completion times. This is consistent 

with results of mathematical modeling where job queue length was shorter in such situations and 

therefore provides a measure of validation. Queue depletion time (QDT) was also shorter than those 

projects with infrequent but longer rework.  

Knowing the significant impact of both rework variables and their interaction on average house 

completion times, a multiple comparison of variables was then conducted. Scheffe's HSD (honestly 

significant difference) test was performed to compare all possible pairs of means to identify the 

groups with significant difference. Table 7 presents the multiple comparisons of average house 

completion times in presence of on time, late and early timeframes for rework call-backs. 

Table 7. Post-hoc test for multiple comparisons of rework timeframes 

(I) Call- back 
timeframe 

(J) Call-back 
timeframe 

Mean Difference (I-
J) 

Std. Error P-value 

On time 
Late -37.4725 1.00714 0.000 
Early 33.5701 1.00714 0.000 

Late 
On time 37.4725 1.00714 0.000 

Early 71.0426 1.00714 0.000 

Early 
On time -33.5701 1.00714 0.000 

Late -71.0426 1.00714 0.000 
 

 

As can be seen, the largest mean difference value (I – J) belongs to the comparison of average house 

completion times for late and early call-backs for rework (71.04 days). The relative P-values confirm 

the significant difference in house completion times under different scenarios. The comparison of 

mean house completion times, when there are on time and late rework callbacks, results in 37.47 days 

of difference. Understandably, I – J = 71.04 – 37.47 = 33.57 days when the mean house completion 

times are compared for on time early call-backs for rework. 

Overall, average house completion times are significantly different when comparing possible pairs of 

call-back timeframes. In other words, our analysis in table 6 shows that independent variable of call-

back timeframe has a significant effect on dependent variable of average house completion time. 



Furthermore, results in table 7 confirm that different levels of the independent variable can also 

significantly affect the dependent variable, highlighting the criticality of call-back timeframes. 

Finally, a cross-experiment comparison of resource utilizations highlights the significant effect of the 

rework variables on tangible performance measures (see Fig. 10). For instance, frequent but short 

rework in experiment 9 along with early call-backs for rework have resulted in the best resource 

utilization level comparing with other experiments. Furthermore, the significant difference in house 

completion times in experiments 8 and 9 (121 days) can be justified by trade contractor utilization 

levels. Fig. 10 illustrates utilization levels of 50 trade contractors in the cross comparison of 

experiments 8 (worst case) and experiment 9 (best case). 

 

Fig. 10. Cross-experimental comparison of resource utilization levels (experiments 8 and 9) 

 

As can be seen the average utilization level stood at 81% in experiment 9. Also, the maximum trade 

contractor utilization level reached a peak of 98%. In fact, trade contractors were busy most of the 

time, indicating the more efficient use of available resources. In contrast, infrequent but long rework 

along with late call-backs for rework can result in idleness of resources. In terms of trade contractor 

utilization, experiment 8 demonstrates a considerably poorer performance than other experiments.  
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According to Fig. 10, the average utilization level of trade contractors was 67% and the minimum 

utilization level hit a low of 53%, which means some trade contractors were idle almost half the time. 

Overall, late call-backs for rework along with infrequent but lengthy rework significantly downgrade 

the tangible performance measures of mass homebuilders. This implies that fault finding at source is 

the best practice to decrease time overruns caused by rework (Arashpour, Wakefield et al. 2013). 

Rewarding trade contractors who rectify their own faults before being called back by building 

supervisors or other trade contractors could prevent later lengthy rework. This is similar to the 

paradigm of Total Quality Management (TQM) in manufacturing that aims at a continuous quality 

improvement for processes (Hradesky 1995). 

Conclusions 

Prior work has documented the effects of rework and resultant interruptions on construction projects 

(Love 2002, Arashpour, Wakefield et al. 2013). However, these studies are limited in application 

given their use of abstract models to illustrate the effects of rework and consideration of only longer 

than average duration of processes requiring rework. In order to investigate the interruptions more 

precisely, this study modeled rework in detail, considering its frequency/length and timeframe for the 

call-back process. Several simulation experiments were designed using data from two homebuilders 

and collected by numerous work site observations.  

Quantitative analysis of mathematical modeling and simulation results showed that production 

parameters are directly related to rework variables. Infrequent but long rework is found to have more 

negative effects on house completion times compared with frequent but short rework, even if the 

overall levels of system capacity and resource availability are identical. In comparing on time, late, 

and early call-backs for the responsible trade contractor, the most dramatic adverse effect on 

production parameters is observed when the contractor is called back late. In this event, the trade 

contractor has moved their crews to a new work site. A call-back for rework interferes with their 

processes and lengthens the house completion times.  The findings obtained from mathematical and 



simulation modeling are consistent and extend those of Dalton, Wakefield et al. (2011) and Hegazy, 

Said et al. (2011), confirming that rework should be incorporated into construction schedule analysis. 

Complications caused by rework result in lengthened house completion times. Our findings clearly 

show that frequency and duration of rework along with timeframe for call-backs are a significant 

combination of variables that affect house completion times and the number of completions and 

therefore should be considered in construction scheduling. The contribution of this work to the body 

of knowledge is to develop an in-depth insight into effects of rework on construction production. This 

research is generalizable to other sectors of the construction industry in order to investigate effects of 

rework on tangible performance measures. In order to determine the strength of this analytical 

approach, future research should incorporate more stochastic variables into the model to better reflect 

the reality in construction sites and further our understanding about dynamics and effects of rework in 

the construction production. 
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Appendix 

The simulated model of production homebuilding is illustrated in Fig. 11. 



 

Fig. 11 House building simulation model 
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