Modeling of economic uncertainty

Schjær-Jacobsen, Hans

Published in:
Fuzzy Economic Review

Publication date:
2004

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Modeling of economic uncertainty

Hans SCHJÆR-JACOBSEN

Danfoss Management Institute
Danfoss A/S
DK-6430 Nordborg, Denmark
hsj@danfoss.com
MODELING OF ECONOMIC UNCERTAINTY

Hans Schjaer-Jacobsen

Representation and modeling of economic uncertainty is addressed by different modeling methods, namely stochastic variables and probabilities (including Monte Carlo simulation), interval analysis, and fuzzy numbers, in particular triple and quadruple estimates. Focusing on discounted cash flow analysis numerical results are presented, comparisons are made between alternative modeling methods, and characteristics of the methods are discussed.
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1. INTRODUCTION

This paper deals with an intricate issue in economic theory, however, from a practical point of view. The larger problem area under consideration is that of choice under risk and uncertainty and the practical perspective is that of modeling of economic uncertainty in practical decision situations.

Central to the modeling of economic uncertainty is the way in which uncertainty is actually represented numerically as a meaningful reflection of the character of uncertainty present. Further, the way of actually processing the uncertain input variables so that additional uncertainty is not introduced and finally the interpretation and communication of the model output variables as a basis for rational decision making is important.

The notion of risk and uncertainty being relevant for economic analysis was suggested by Knight (1921) and the concepts were incorporated into economic theory by von Neumann and Morgenstern (1944) who developed a rational foundation and rules for decision making according to expected utility, see also Hertz (1964). As far as risk and uncertainty is concerned Kylhåheiko (1995) made an extensive study focusing on economic theory and methodology.

The distinction made by Knight (1921) between risk (the agent can assign mathematical probabilities to the randomness of the decision situation) and uncertainty (the actor cannot assign probabilities) has later been disputed by economists arguing that they are really representing one and the same thing. This debate is long running and far from being resolved at present. In this paper...
we shall refer to uncertainty not in the Knightian way but rather in a more
general sense that allows us to refer to uncertain economic variables by means
of a variety of different representations.

The traditional approach to representation of uncertainty in economic theory is
that of probabilities. An uncertain variable may be represented by a probability
distribution reflecting either the objective nature of the variable or the subjective
belief of the agent.

The most common objectivist position argues that the probability of a particular
event in a particular trial is the relative frequency of occurrence of that event in
an infinite sequence of similar trials. Obviously, the idea of infinite repetition is
referring to an idealized laboratory experiment like rolling an ideal dice an infinite
number of times. How then is one to comprehend the probability of one-of-a-
kind-events, such as the probability of a quote leading to an order?

Consequently, there have been many objections to this view of probability
arguing that randomness is not an objectively measurable phenomenon but
rather a knowledge phenomenon. Thus probabilities is rather an epistemological
and not an ontological issue. This epistemic or knowledge view of probability
can be traced back to Bayes (1763) and Laplace (1795). More recently Ramsey
(1926) asserted that probability is related to the knowledge possessed by a
particular individual and thus probability represents personal belief rather than
objective knowledge.

We shall not take this discussion further but merely state that the position taken
in this paper is to regard probabilities to be a way of representing uncertain
knowledge. Accordingly, the numerical value of a probability is interpreted as
being proportional to the sum of money a rational individual would be willing to
pay should a proposition he asserts prove false. The measure of uncertainty so
defined can be shown to obey the axioms of probability theory.

Probability theory and statistics today represent a well established mathematical
together with clear axioms and has reached an advanced stage of development.
Since criticism has been raised towards probability theory as being a too
normative framework to take all the aspects of uncertain judgement into
account, Dubois and Prade (1988), we will investigate alternative methods of
modeling economic uncertainties like the interval representation and the fuzzy
number representation.

The interval representation, Moore (1962), lends itself to a situation where the
knowledge of an uncertain parameter is limited to knowing its minimum and
maximum value whereas nothing else is known. Based upon a mathematical
theory of interval analysis this approach has shown to be useful in keeping track
of worst and best cases in economic analyses and thus contribute to improved
decision processes.
The concept of fuzzy set was introduced by Zadeh (1965) for the purpose of modeling the imprecision and ambiguity of ordinary language. It is based on the concept of possibility rather than probability and translates natural language expressions into the mathematical formalism of possibility measures. It is widely recognized that possibility is distinct from probability. As mentioned earlier, probabilities can be interpreted as relative frequencies or, more generally, imprecise knowledge or belief whereas possibility relates to the degree of feasibility and ease of attainment. In this paper the meaning of possibility will be quite clear from the particular applications presented.

2. MODELING BY STOCHASTIC NUMBERS AND PROBABILITIES

A stochastic variable \( X = \{ \mu; \sigma \} \) is characterized by its expected value \( \mu \) and its variance \( \text{VAR}(X) = \sigma^2 \), where \( \sigma \) is the standard deviation. As an example, \( \{1000; 100\} \) denotes the uncertain volume of sales during the next budgetary period, meaning that the sales volume is expected to be 1000 with a standard deviation of 100. In Fig. 1 an overview of the probability distributions used in this paper is shown.

Let \( X_1 \) and \( X_2 \) be independent stochastic variables with expected values \( E(X_1) = \mu_1 \) and \( E(X_2) = \mu_2 \) and variances \( \text{VAR}(X_1) = \sigma_1^2 \) and \( \text{VAR}(X_2) = \sigma_2^2 \). It may be shown that basic calculations may be carried out according to the formulas shown in Table 1, see Schjær-Jacobsen (2002) for further details.

In the general case of \( Y \) being a function of \( m \) independent stochastic variables

\[
Y = Y(X_1, X_2, \ldots, X_m)
\]

we can approximate \( Y \) by means of a Taylor series (ignoring second and higher order terms)

\[
Y = Y(\mu_1, \ldots, \mu_m) + \sum \frac{\partial Y}{\partial X_1} \cdot (X_1 - \mu_1) + \sum \frac{\partial Y}{\partial X_2} \cdot (X_2 - \mu_2) + \ldots + \sum \frac{\partial Y}{\partial X_m} \cdot (X_m - \mu_m)
\]

where \( \frac{\partial Y}{\partial X_i} \) is the partial derivative of \( Y \) with respect to \( X_i \) calculated at \( (\mu_1, \ldots, \mu_m) \).

The variance is thus approximated by

\[
\text{VAR}(Y) = \sigma^2 = \sum \left( \frac{\partial Y}{\partial X_i} \right)^2 \cdot \sigma_i^2 + \ldots + \left( \frac{\partial Y}{\partial X_m} \right)^2 \cdot \sigma_m^2 \]

whereas the expected value is

\[
E(Y) = \mu = Y(\mu_1, \ldots, \mu_m)
\]

Obviously, in order to evaluate the results of a particular model in terms of \( \mu \) and \( \sigma \) an explicit formula (1) must be constructed and partial derivatives with respect to all variables (2) must be calculated. The procedure is quite simple in itself and does not require specific knowledge of the probability distributions of the variables involved besides the expected value and standard deviations.
However, in cases of complex models having many variables the derivation and
calculation of the partial derivatives may become elaborate.

Monte Carlo simulation has become a standard technique in obtaining estimated
solutions to complex uncertainty models. The basic procedure is to assume
uncertain variables to be represented by specific probability distributions and
perform a large number of model calculations based upon randomly generated
values of the uncertain parameters. Finally, by means of standard statistical
methods the characteristics of the output parameters are determined and
presented. For comparisons of alternative modeling techniques this paper
makes use of the commercially available program Crystal Ball 2000, see Crystal
Ball, 1998-2001, for carrying out Monte Carlo simulations.

3. MODELING BY INTERVALS

Recently it has been suggested to use intervals in order to represent
uncertainties in connection with worst- and best-case (WBC) evaluation of
economic consequences of technological development, Schjaer-Jacobsen
(1996, 1997). The interval approach was originally developed in 1962 by Moore
(1962, 1966) in order to be able to keep track of the lower and upper bounds to
the exact result when carrying out numerical calculations on digital computers
with a finite number of significant digits. Following Moore (1966) we define an
interval number as an ordered pair \([a; b]\) of real numbers with \(a \leq b\). It may also
be defined as an ordinary set of real numbers \(x\) such that

\[
a \leq x \leq b, \quad \text{or} \quad [a; b] = \{x \mid a \leq x \leq b\} \tag{5}\]

If the basic operations addition, subtraction, multiplication, and division is
denoted by the symbol \# we can define operations on two intervals \(I_1 = [a_1; b_1]\)
and \(I_2 = [a_2; b_2]\) based on the set-theoretic formulation:

\[
I_1 \# I_2 = \{x \# y \mid a_1 \leq x \leq b_1, a_2 \leq y \leq b_2\} \tag{6}\]

Instead of this set-theoretic definition we may give alternative definitions in terms
of endpoints of the resulting intervals by the formulas quoted in Table 1. It
should be mentioned that whereas the rules for basic calculations with intervals
are commutative and associative they are not distributive.

In the case where an interval function to be evaluated is a monotone function of
the intervals over their entire range the calculation is trivial. The resulting interval
end points may simply be calculated at the end points of the variables. In the
case of the interval function not being monotonic it is a different situation.

A simple example is the calculation of the non-monotonic expression
\(Y = l(1-l)\) where \(l\) is an interval, \(l = [0; 1]\). Straight forward application of the above
mentioned formulas gives the result \(Y = [0; 1]\) which obviously is a too wide
interval. According to the fundamental definition of basic operations on intervals
based upon set-theory (6), Moore (1966), the narrowest possible resulting interval should be $Y = [0; \frac{1}{2}]$. In this paper the terms "true" or "correct" is used to indicate the narrowest possible bounds that can be calculated for an uncertain number. By using iterative global optimization methods, see e.g. Hansen (1992), correct results may be obtained to an accuracy specified by the user. This feature has been implemented in a recent add-in module for MS-Excel by the name of Interval Solver 2000, Hyvönen and De Pascale (1999, 2000).

4. MODELING BY FUZZY NUMBERS

Since the introduction by Zadeh (1965) fuzzy sets and fuzzy numbers have found a wide range of applications within the areas of engineering, management, and finance. A fuzzy set is a class of objects with a continuum of grades of membership defined by a membership function ranging from zero to one. The fuzzy set concept provides a convenient way of keeping precisely track with imprecise, vague, and uncertain informative statements such as "the class of all large investments", "costs will be considerably reduced in the coming period", and "the turn over will be a little larger next year".

Following Zadeh (1965) a fuzzy set $A$ in $X$ where $X$ is a space of points (objects) with a generic element of $X$ denoted by $x$, i.e. $X = \{x\}$, is characterized by a membership function $f_a(x)$ which associates with each point in $X$ a real number in the interval $[0; 1]$. The value of the membership function $f_a(x)$ at $x$ represents the "grade of membership" of $x$ in $A$. Thus the closer the value of $f_a(x)$ to unity, the higher the grade of membership of $x$ in $A$. Note, that when $A$ is an ordinary set, i.e. non-fuzzy, the membership function can take only two values 0 and 1.

In other words, a fuzzy set is a set of ordered pairs $(x, f_a(x))$

$$A = \{(x, f_a(x)) \mid x \in X\} \quad (7)$$

It may also be useful to define the ordinary (non-fuzzy) set $A_\alpha$ as the $\alpha$-cut of $A$:

$$A_\alpha = \{x \in X \mid f_a(x) \geq \alpha, 0 \leq \alpha \leq 1\} \quad (8)$$

In this paper we are mainly interested in the concept of fuzzy numbers as a means of representing uncertain or fuzzy information, Dubois and Prade (1978, 1979). In addition to the simplest fuzzy number, namely the interval (6), we also make use of two more fuzzy numbers:

The first one is the triangular fuzzy number, Chiu and Park (1994), that can be defined the following way using real numbers $a \leq c \leq b$:

$$f(x) = (x-a)/(c-a), \quad a \leq x \leq c \quad (9a)$$

$$= (b-x)/(b-c), \quad c \leq x \leq b \quad (9b)$$

$$= 0, \quad \text{otherwise} \quad (9c)$$
The second one is the trapezoidal fuzzy number, Wang and Liang (1995), that may be given the following definition, \( a \leq c \leq d \leq b \):

\[
 f(x) = \begin{cases} 
 (x-a)/(c-a), & a \leq x \leq c \\
 1, & c \leq x \leq d \\
 (b-x)/(b-d), & d \leq x \leq b \\
 0, & \text{otherwise} 
\end{cases}
\]  

(10a) (10b) (10c) (10d)

Full basic operations on triangular fuzzy numbers may be facilitated by introducing the left \( L(\alpha) \) and right \( R(\alpha) \) representation of a fuzzy number \( F \), refer to the \( \alpha \)-cut (8):

\[
 F = [L(\alpha); R(\alpha)]
\]  

(11a)

where

\[
 L(\alpha) = a + (c-a)\alpha \quad \text{and} \quad R(\alpha) = b + (c-b)\alpha, \quad \alpha \in [0, 1]
\]  

(11b)

Observe, that in (11) \( F \) is written as an interval with upper and lower bounds depending on \( \alpha \). This means that addition, subtraction, multiplication, and division can be carried out by means of the interval formulas in Table 1 by all values of \( \alpha \). In the general case membership functions of arbitrary complexity may result and make the practical calculations prohibitively complicated.

One way of overcoming this difficulty is to limit the calculations to a finite number of values of \( \alpha \). As an example of this consider the triple estimate defined by \( \alpha \)-cuts corresponding to the values \( \alpha = 0 \) and \( \alpha = 1 \), refer to (8).

Based on the above and also as a generalization of Kaufmann and Gupta (1988) we may now define basic operations on triple estimate triangular fuzzy numbers \( F_1 = [a_1; c_1; b_1] \) and \( F_2 = [a_2; c_2; b_2] \), see Table 1. Note, that the calculations may be carried out by applying interval basic operations twice, once to yield the "outer" minimum and maximum \( a \) and \( b \) (corresponding to \( \alpha = 0 \)) and once to yield the "inner" minimum and maximum \( c \) and \( d \) (corresponding to \( \alpha = 1 \)).

In the general case when calculating uncertain functions with triple estimate fuzzy number arguments care must be taken in order to produce true lower and upper limits. As an example consider the non-monotonic expression \( Y = F(1-F) \), where \( F \) denotes a triple estimate, \( F = [0; 0.5; 1] \). The true triple estimate value of this expression turns out to be \( Y = [0; 0.25; 0.25] \), which is not obtained by...
straightforward calculations because the variable $F$ appears twice in the expression. The remedy may be to use Interval Solver 2000, Hyvönen and De Pascale (1999, 2000), to calculate true lower and upper bounds by application of global optimization. The same holds for calculating with quadruple estimate arguments. The true value of the expression $Y = F(1 - F)$, where $F$ is a quadruple estimate $F = [0; 0.25; 0.75; 1]$, is $Y = [0; 0.1875; 0.25; 0.25]$.

5. EXAMPLES OF APPLICATIONS

5.1. PRESENT VALUE OF AN ORDINARY ANNUITY WITH UNCERTAIN RATE OF INTEREST

The first example considered is the problem of calculating the present value $PVA$ of an ordinary annuity of $1$ over $n$ periods of time at the rate of interest $r$,

$$PVA = \frac{1 - (1 + r)^{-n}}{r}$$

(12)

If the interest rate $r$ is subject to uncertainty, the present value $PVA$ will also be uncertain.

Stochastic modeling

In the case of $r$ being represented by a stochastic variable $r = (\mu, \sigma)$ we get the stochastic function

$$PVA = (\mu, \sigma)$$

(13)

where

$$\mu = \frac{(1 - (1 + \mu) - n)}{\mu}$$

(14)

For the standard deviation $\sigma$ we get by use of (3)

$$\sigma \equiv \frac{\partial PVA}{\partial (\mu, - \sigma)}$$

(15)

where

$$\frac{\partial PVA}{\partial (\mu, - \sigma)} = \frac{n(1 + (1 + \mu) - n - 1)}{\mu}$$

(16)

is the partial derivative of $PVA$ with respect to $r$ calculated at $\mu$.

Comparison of alternative modeling methods

Numerical calculations have been made in order to verify and compare the alternative methods of modeling and the results are shown in Table 2. Some comments are in order.

Just for the sake of easy reference the first row shows the ordinary or "crisp" value of the annuity at a 5% rate of interest. The second row shows the calculation based on stochastic modeling according to the formulas (14) and (15). The third row reports a Monte Carlo simulation with a normally distributed
rate of interest \( r \) with the same expected value and standard deviation as in the second row. Ideally, the entries should produce identical results, which is not exactly the case. As far as the expected value is concerned the result of the second row is the exact one whereas that of the third row is approximated. In the case of the standard deviations both results are approximations.

In order to make comparisons the fourth to seventh row use input values of the rate of interest corresponding to expected values and standard deviations being identical to those of the second and third row. As for the expected values and standard deviations produced by the Monte Carlo method it is seen that the results depend only marginally upon the particular probability distribution used and for practical purposes may be considered identical to the values reported in the second row.

Although based on different theoretical concepts Monte Carlo simulation and interval modeling may be compared on the basis of the minimum and maximum values produced by identical inputs. Thus the fourth and sixth row should be compared and it is seen that the results are practically identical. By comparing the fifth and seventh row the identity of results is less pronounced. Generally, the Monte Carlo simulation tends to produce narrower ranges than the interval method, the latter producing the true worst and best case results. This is even more pronounced in the next example.

5.2. Discounted cash flow analysis

The second example considered is the net present value NPV calculated over \( n \) periods by the function

\[
NPV = a_0 + a_1(1+r_1) + a_2(1+r_1)^2(1+r_2) + \ldots + a_n(1+r_1)^2\ldots(1+r_n) \quad (17)
\]

where \( r_1, r_2, \ldots, r_n \) are the discount rates of interest and the net cash flow in the \( i \)th period is given by the expression

\[
a_i = X_{i1} + X_{i2} + X_{i3} + \ldots + X_{in}, \quad i = 0, \ldots, n \quad (18)
\]

In practice, investment decisions are often taken based upon the NPV being positive and in cases of uncertain input parameters it is important to know the resulting uncertainty of NPV in order to match with the risk preferences of the decision makers, Schjær-Jacobsen et al. (2000).

Stochastic modeling

Let the relevant uncertain parameters in (17) and (18) be represented by known independent stochastic variables

\[
X_i = \{\mu_i, \sigma_i\} \quad \text{and} \quad r_i = \{\mu_i, \sigma_i\}, \quad i = 0, \ldots, n \quad \text{and} \quad j = 1, \ldots, m \quad (19)
\]
While the expected value $\mu$ of NPV is easily calculated by inserting the expected values of the stochastic variables in formulas (46) and (47), we get for the variance $\sigma^2$ of NPV by means of (3):

$$\sigma^2 \equiv \left( \frac{\partial \text{NPV}}{\partial x_{c1}} \right)^2 \sigma_{c1}^2 + \left( \frac{\partial \text{NPV}}{\partial x_{c2}} \right)^2 \sigma_{c2}^2 + \ldots + \left( \frac{\partial \text{NPV}}{\partial x_{cm}} \right)^2 \sigma_{cm}^2 +
\left( \frac{\partial \text{NPV}}{\partial x_{s1}} \right)^2 \sigma_{s1}^2 + \left( \frac{\partial \text{NPV}}{\partial x_{s2}} \right)^2 \sigma_{s2}^2 + \ldots + \left( \frac{\partial \text{NPV}}{\partial x_{sm}} \right)^2 \sigma_{sm}^2 +
\left( \frac{\partial \text{NPV}}{\partial \theta_{11}} \right)^2 \sigma_{11}^2 + \left( \frac{\partial \text{NPV}}{\partial \theta_{12}} \right)^2 \sigma_{12}^2 + \ldots + \left( \frac{\partial \text{NPV}}{\partial \theta_{nrn}} \right)^2 \sigma_{nrn}^2 +
\left( \frac{\partial \text{NPV}}{\partial \theta_{r1}} \right)^2 \sigma_{r1}^2 + \left( \frac{\partial \text{NPV}}{\partial \theta_{r2}} \right)^2 \sigma_{r2}^2 + \ldots + \left( \frac{\partial \text{NPV}}{\partial \theta_{rnr}} \right)^2 \sigma_{rnr}^2 \quad (20)$$

where $\frac{\partial \text{NPV}}{\partial x_{ij}}$ is the partial derivative of NPV with respect to $x_{ij}$ calculated at $\mu_i$ and $\frac{\partial \text{NPV}}{\partial \theta_i}$ is the partial derivative of NPV with respect to $\theta_i$ calculated at $\mu_i$.

For the partial derivatives with respect to the $X$'s in (49) we get for the 0'th period:

$$\frac{\partial \text{NPV}}{\partial x_{c1}} = x_{c2}$$
$$\frac{\partial \text{NPV}}{\partial x_{c2}} = x_{c0}$$
$$\frac{\partial \text{NPV}}{\partial x_{c3}} = 1, \quad j = 3, \ldots, m \quad (21)$$

For the first period we get:

$$\frac{\partial \text{NPV}}{\partial x_{s1}} = x_{s2} \cdot (1+r_1)^{-1}$$
$$\frac{\partial \text{NPV}}{\partial x_{s2}} = x_{s1} \cdot (1+r_1)^{-1}$$
$$\frac{\partial \text{NPV}}{\partial x_{s3}} = (1+r_1)^{-1}, \quad j = 3, \ldots, m \quad (22)$$

Likewise, for the second period we get:

$$\frac{\partial \text{NPV}}{\partial x_{s1}} = x_{s2} \cdot (1+r_1)^{-1} \cdot (1+r_2)^{-1}$$
$$\frac{\partial \text{NPV}}{\partial x_{s2}} = x_{s1} \cdot (1+r_1)^{-1} \cdot (1+r_2)^{-1}$$
$$\frac{\partial \text{NPV}}{\partial x_{s3}} = (1+r_1)^{-1} \cdot (1+r_2)^{-1}, \quad j = 3, \ldots, m \quad (23)$$

Generally, for the $i$'th period the partial derivatives are
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\[ \frac{\partial \text{NPV}}{\partial X_1} = X_2 (1+r_1)^{-1} (1+r_2)^{-1} \cdots (1+r_m)^{-1} \]
\[ \frac{\partial \text{NPV}}{\partial X_2} = X_1 (1+r_1)^{-1} (1+r_2)^{-1} \cdots (1+r_m)^{-1} \]
\[ \frac{\partial \text{NPV}}{\partial X_j} = (1+r_1)^{-1} (1+r_2)^{-1} \cdots (1+r_j)^{-1} \quad j = 3, \ldots, m \] (24)

Finally, the partial derivatives with respect to the rate of interests are calculated.
\[ \frac{\partial \text{NPV}}{\partial r_1} = -a_1 (1+r_1)^{-2} - a_2 (1+r_1)^{-2} (1+r_2)^{-1} \cdots - a_n (1+r_1)^{-2} (1+r_2)^{-1} \cdots (1+r_m)^{-1} \]
\[ \frac{\partial \text{NPV}}{\partial r_2} = -a_2 (1+r_1)^{-1} (1+r_2)^{-2} \cdots - a_n (1+r_1)^{-1} (1+r_2)^{-2} \cdots (1+r_m)^{-1} \]
\[ \vdots \]
\[ \frac{\partial \text{NPV}}{\partial r_n} = -a_n (1+r_1)^{-1} (1+r_2)^{-1} \cdots (1+r_n)^{-2} \] (25)

Comparison of alternative modeling methods

Consider the case of a possible investment in developing, manufacturing, and selling of an industrial product over a period of 5 years modeled by the formulas (17) - (25). Prior to the investment decision being taken a discounted cash flow analysis must be carried out in order to analyze the consequences of the future cash flows being known only with uncertainty. The following numerical calculations are all concerned with the same case, however with alternative representations of the uncertain variables.

We start out by representing all the uncertain values by means of their minimum and maximum values and the results of this interval modeling are shown in Table 3a. The resulting net present value is [-3.532; 3.514] which is probably not satisfying a decision maker to authorize this project from a financial point of view because of a substantial possibility of creating a negative net present value.

The next method to be considered is the modeling by stochastic variables and the input variables in Table 3b have been generated from uniform probability distributions corresponding to the intervals in Table 3a. The resulting net present value is seen to have an expected value of -111 and a standard deviation of 470. A risk averse decision maker would probably not go ahead with the project because of the negative expected net present value and the relatively low probability of a positive result.

In Table 3c the Monte Carlo simulation has been used with uniform probabilities as input variables identical to those of Table 3b and the result for the net present

\[ \text{By this we mean that all input variables in Table 3b have been created from the input variables } [a; b] \text{ in Table 3a by transforming them into uniform probability distributions with } \mu = (a+b)/2 \text{ and } \sigma^2 = (b-a)^2/12. \]
The insights from the calculations reported in Tables 3a-c may be summarized. It is noted that Monte Carlo simulations and representations by stochastic variables generates identical numerical results, compare Table 3b and 3c. From a practitioner's point of view this fact might serve as a confirmation of the correct derivation and programming of formulas (17) - (25) and, indeed, a correct implementation of the Monte Carlo simulation. Theoretically, however, the linearization (20) of the original non-linear model (17) - (18) may lead one to expect slightly varying results.

The Tables 4a-c represent similar sequences of calculations, however starting out in Table 4a with triple estimates created by introducing most possible values between the minimum and maximum values shown in Table 3a. Obviously, from Table 4a, the net present value is now [-3.532; 1.317; 3.514] and thus the investment appears to be more attractive than it was previously (Table 3a) although it is still quite possible to end up with a negative net present value. Note, that taking only the conventional "crisp" net present value of 1.317 into account would leave the decision maker with no reservations toward the profitability of the project.

Again the stochastic variables in Table 4b and the Monte Carlo simulation in Table 4c yield quite identical results for the net present value. By comparing with Tables 3b and 3c it is seen that the investment may now be evaluated as a more favourable one because of a positive expected net present value. This is a consequence of favourably skewed input variables compared to Tables 3b and c.

An interesting observation based on the calculations reported in Tables 4a-c follows. Although the input variables (triangular fuzzy numbers in Table 4a and triangular probability distributions in Table 4b and c) have been derived from identical basic data, i.e. triple estimates [a; c; b], the resulting net present values may lead to alternative rhetorical arguments. In the case of triangular fuzzy number representation the most possible net present value is 1.317 whereas the expected net present value in case of a representation by triangular probability distributions is 313², a quite substantial difference. Does this difference make the project less attractive from a probability point of view than from a possibility point of view? Not necessarily, the two figures may not be directly compared! The point is that although the basic input data are identical the arithmetic operations in the probability case are different from the operations in the possibility case and thus generates different numerical values of the resulting

---

1 All input variables in Table 4b have been created from the input variables [a; c; b] in Table 4a by transforming them into triangular probability distributions with μ = (a+b+c)/3 and σ² = (a²+b²+c²-3ab-3ac-3bc)/18.

2 Which, by the way, is also (approximately) equal to the most probable net present value, see later.
net present values. In the case of probabilities one may say that the characteristic value of the net present value (i.e. the expected value) is determined solely by the expected values of the input distributions. In the case of possibilities the characteristic value of the net present value (i.e. the most possible value) is determined solely by the most possible value of the input distributions. In other words, the most probable values of the probabilistic input variables are not propagated through the calculations defined by stochastic arithmetic (see the formulas in Table 1).

We are now going to compare the range minimum and maximum values of the net present value generated by the Monte Carlo simulation with the true values generated by the interval model. Doing the Monte Carlo simulation reported in Table 3c a range minimum and maximum for NPV of [-1.841; 1.663] was produced which is seen to be much smaller than the true value of [-3.532, 3.515] from Table 3a, even if all the input variables were uniform distributions. Likewise, the Monte Carlo simulation reported in Table 4c resulted in an NPV of [-1.166; 1.305] compared to the (still) true value from Table 3a of [-3.532; 3.515]. It should consequently be concluded that the minimum and maximum values generated by the Monte Carlo simulation are far from the true values generated by the interval modeling technique.

From the Monte Carlo simulations it has been established by using the curve fitting facility of Crystal Ball that the resulting net present value in both cases can be fitted very closely to normal distributions even if all of the input variables are uniform distributions in the first case and triangular distributions (many being skewed) in the second case. In general this is to be expected when dealing with models beyond a certain size, i.e. with a large numbers of variables. This phenomenon may be attributed to the central limit theorem. It implies that no matter the particular form of the probability distributions used as input variables in the model, the final result will be close to a normal distribution, at least for all practical applications.

Finally, a quadruple estimate model is calculated in Table 5. The net present value of [-3.532; 299; 2.184; 3.514] may be interpreted in the following way: The most possible value of the net present value is uncertain but known not to be smaller than 299 and not to be larger than 2.184. At the same time it is known that the net present value will not be smaller -3.532 (worst case) and not larger than 3.514 (best case).

6. SUMMARY AND CONCLUSION

In this paper alternative ways of modeling economic uncertainty have been investigated. Economic variables have been represented and handled computationally in the following ways:

- Ordinary numbers, also called "crisp" numbers, computed by a standard spreadsheet program MS-Excel.
• Double estimates, like intervals [a; b] computed by Interval Solver 2000 as an add-in module for MS-Excel, and stochastic variables \( \mu, \sigma \) computed by means of approximate formulas developed for the particular economic models considered.

• Triple estimates of the form \( [a; c; b] \), being simplifications of triangular fuzzy numbers, computed by ordinary calculations in combination with Interval Solver 2000.

• Quadruple estimates of the form \( [a; c; d; b] \), being simplifications of trapezoidal fuzzy numbers, computationally handled by two consecutive applications of Interval Solver 2000.

• Specific probability distributions like the uniform, the triangular, and the normal distribution in connection with Monte Carlo simulations, computed by Crystal Ball 2000 as an add-in module for MS-Excel.

One might ask the question which one of the modeling techniques mentioned should be preferred. First of all, it should be remembered that we try to handle imperfect knowledge by representing it in terms of uncertain numbers. Consequently, that representation should be chosen that most closely reflects the kind of imperfect knowledge at hand. Or vice versa, that kind of knowledge should be retrieved that most closely enables us to make conclusions relevant to the decision situation at hand.

In the case of the interval modeling approach, clearly you only need to know the true minimum and maximum values of the input variables. By applying Interval Solver 2000 you will then easily arrive at the true minimum and maximum values of the output variables. The worst and best case argument goes like this: Provided the input variables stay within their bounds the output variables also will. In case of the triple estimate modeling approach you might even benefit from the advantage of being able to identify the most possible outcome by tracing the most possible values of the input variables. Once an ordinary spreadsheet model for "crisp" calculations is developed it may be automatically intervalized by Interval Solver 2000. From a communicative point of view the triple estimate approach is easily understood as an extension of an ordinary "crisp" calculation by adding true worst and best cases.

Obviously, application of quadruple estimates requires quite a lot of data. The advantage might be that follow-up activities after the investment has been made can be logically based on two zones of control. The first (and less critical) zone is that of controlling the model input variables staying inside the inner interval corresponding to the output parameters attaining the most possible values. The second (and more critical) zone is that of the input parameters staying inside the outer interval (but outside the inner interval) corresponding to the output parameters not attaining the most possible values but rather worse or better values.

On the other hand, if the independent variables are known in terms of expected values and standard deviations only the stochastic approach might be useful.
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The complication is that for each particular model the formulas governing the resulting standard deviations have to be derived. However, once derived the application is straightforward. Specific knowledge about the precise shape of the probability distributions is not needed and will not be known for the dependent variables either, except for the fact that in case of more complex models (typically more than 15-20 variables, according to experience) the dependent variables will be close to normal distributions. Thus 1% or 5% fractiles may be used instead of worst- and best cases to indicate practical limits to probable outcomes. One of the drawbacks of the stochastic model still is the difficulty of communicating with people unfamiliar with probabilities and statistics.

Finally, in cases where full information on the probability distributions is available Monte Carlo simulation may be useful. Once an ordinary spreadsheet model is developed it is easily extended to run simulations and Crystal Ball 2000 offers a lot of additional functionalities, like further statistical analyses and creation of reports. As mentioned earlier reliable information on worst and best cases is not reported by Crystal Ball 2000, one may have to resort to using fractiles. Depending on the required accuracy of the simulations this method may have to recalculate a particular model several thousand times and thus be much slower in terms of computer time needed compared to the other methods. On the other hand, it handles a variety of detailed statistical information.

In this paper we have focused on the representation and calculation aspects in order to evaluate the modeling characteristics and qualities of competing approaches. Never the less, it should be born in mind that the crucial point in practical applications to decision making still is the ability of the decision maker to "know" something about the future states of the world subject to uncertainty and then, simultaneously, to be able to handle that uncertainty in adequate ways.
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Figure 1. Probability distributions and fuzzy numbers used in this paper
Table 1. Formulas for basic calculations with alternative representations of uncertain variables

<table>
<thead>
<tr>
<th></th>
<th>Independent stochastic variables ((\mu; \sigma) = (\mu_0; \sigma_0) # (\mu_1; \sigma_1))</th>
<th>Intervals ([a; b] # [a_1; b_1])</th>
<th>Triple estimates ([a; c; b; d] # [a_1; c_1; b_1; d_1])</th>
<th>Quadruple estimates ([a; c; c; d; b; d] # [a_1; c_1; c_1; d_1; b_1; d_1])</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Addition</strong></td>
<td>(U = \mu_1 + \mu_2) (\sigma^2 = \sigma_1^2 + \sigma_2^2)</td>
<td>(a = a_1 + a_2) (b = b_1 + b_2)</td>
<td>(a = a_1 + a_2) (c = c_1 + c_2) (b = b_1 + b_2)</td>
<td>(a = a_1 + a_2) (c = c_1 + c_2) (d = d_1 + d_2) (b = b_1 + b_2)</td>
</tr>
<tr>
<td><strong>Subtraction</strong></td>
<td>(U = \mu_1 - \mu_2) (\sigma^2 = \sigma_1^2 + \sigma_2^2)</td>
<td>(a = a_1 - a_2) (b = b_1 - b_2)</td>
<td>(a = a_1 - a_2) (c = c_1 - c_2) (b = b_1 - b_2)</td>
<td>(a = a_1 - a_2) (c = c_1 - c_2) (d = d_1 - d_2) (b = b_1 - b_2)</td>
</tr>
<tr>
<td><strong>Multiplication</strong></td>
<td>(U = \mu_1 \cdot \mu_2) (\sigma^2 = \sigma_1^2 \cdot \sigma_2^2 + \sigma_1^2 \cdot \sigma_2^2)</td>
<td>(a = \min(a_1; a_2; b_1; b_2)) (b = \max(a_1; a_2; b_1; b_2))</td>
<td>(a = \min(a_1; a_2; b_1; b_2)) (c = c_1; c_2) (b = \max(a_1; a_2; b_1; b_2))</td>
<td>(a = \min(a_1; a_2; b_1; b_2)) (c = c_1; c_2) (d = c_1; c_2) (b = \max(a_1; a_2; b_1; b_2))</td>
</tr>
<tr>
<td><strong>Division</strong></td>
<td>(U = \mu_1 / \mu_2) (\sigma^2 = \sigma_1^2 \cdot \sigma_2^2 + \sigma_1^2 \cdot \sigma_2^2), if (\mu_2 \neq 0)</td>
<td>(a = \min(a_1; a_2; b_1; b_2)) (b = \max(a_1; a_2; b_1; b_2)), if (0 \in [a; b])</td>
<td>(a = \min(a_1; a_2; b_1; b_2)) (c = c_1; c_2) (b = \max(a_1; a_2; b_1; b_2)), if (0 \notin [a; b])</td>
<td>(a = \min(a_1; a_2; b_1; b_2)) (c = c_1; c_2) (d = d_1; d_2) (b = \max(a_1; a_2; b_1; b_2)), if (0 \notin [a; b])</td>
</tr>
<tr>
<td>Ordinary annuity of $1</td>
<td>Uncertain rate of interest r (%)</td>
<td>Uncertain PVA ($)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------------------------</td>
<td>-------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>((\mu; \sigma_r))</td>
<td>([a_r; b_r]) or ([a_r; c_r; b_r])</td>
<td>((\mu; \sigma))</td>
<td>([a; b]) or ([a; c; b])</td>
</tr>
<tr>
<td>(1) Crisp</td>
<td>r = 5</td>
<td>-</td>
<td>PVA = 4.3295</td>
<td>-</td>
</tr>
<tr>
<td>(2) Stochastic</td>
<td>([5; 0,8])</td>
<td>-</td>
<td>((4,3295; 0,0957))</td>
<td>-</td>
</tr>
<tr>
<td>(3) Monte Carlo</td>
<td>Normal ((5; 0,8))</td>
<td>-</td>
<td>((4,3317; 0,0653))</td>
<td>([4,0448; 4,7049])</td>
</tr>
<tr>
<td>(4) Monte Carlo</td>
<td>Uniform ((5; 0,8))</td>
<td>([3,615; 6,365])</td>
<td>((4,3311; 0,0955))</td>
<td>([4,1887; 4,5003])</td>
</tr>
<tr>
<td>(5) Monte Carlo</td>
<td>Triangular ((5; 0,8))</td>
<td>([3,040; 5,000; 6,960])</td>
<td>((4,3308; 0,0951))</td>
<td>([4,1095; 4,5655])</td>
</tr>
<tr>
<td>(6) Interval</td>
<td>Uniform ((5; 0,8))</td>
<td>([3,615; 6,365])</td>
<td>-</td>
<td>([4,1886; 4,5004])</td>
</tr>
<tr>
<td>(7) Triple Estimate</td>
<td>Triangular ((5; 0,8))</td>
<td>([3,040; 5,000; 6,960])</td>
<td>-</td>
<td>([4,1046; 4,3295; 4,5745])</td>
</tr>
</tbody>
</table>

Table 2. Calculations of ordinary annuity of $1, n=5. Stochastic variables by formulas (13) - (16). Monte Carlo simulation by Crystal Ball 2000, precision of PVA(\(\mu; \sigma\)) < 2.5% at 95% confidence level, 3,100, 2,200, and 1,300 trials. Interval analysis and triple estimate by Interval Solver 2000, overall absolute and relative precision \(10^{-6}\). Input variables in shaded cells.
<table>
<thead>
<tr>
<th>YEAR 0</th>
<th>YEAR 1</th>
<th>YEAR 2</th>
<th>YEAR 3</th>
<th>YEAR 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
<td>$5000</td>
</tr>
<tr>
<td>Turnover</td>
<td>$2200</td>
<td>$3200</td>
<td>$3400</td>
<td>$4200</td>
</tr>
<tr>
<td>Margin (%)</td>
<td>44.80</td>
<td>46.00</td>
<td>47.00</td>
<td>48.00</td>
</tr>
<tr>
<td>Direct cost</td>
<td>$1900</td>
<td>$2900</td>
<td>$3900</td>
<td>$4900</td>
</tr>
<tr>
<td>Margin</td>
<td>44.80</td>
<td>46.00</td>
<td>47.00</td>
<td>48.00</td>
</tr>
<tr>
<td>Marketing cost</td>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
</tr>
<tr>
<td>Indirect production cost</td>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
</tr>
<tr>
<td>RD&amp;E cost</td>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
</tr>
<tr>
<td>Operating income</td>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
</tr>
<tr>
<td>Investment</td>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
</tr>
<tr>
<td>Net cash flow NCF</td>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
</tr>
<tr>
<td>Rate of interest (%)</td>
<td>8.50</td>
<td>9.50</td>
<td>9.00</td>
<td>11.00</td>
</tr>
<tr>
<td>Discounted cash flow DCF</td>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
</tr>
<tr>
<td>Net present value NPV</td>
<td>$1000</td>
<td>$2000</td>
<td>$3000</td>
<td>$4000</td>
</tr>
</tbody>
</table>

Table 3a. Discounted cash flow analysis by interval analysis (Interval Solver 2000, overall absolute and relative precision 10^-7), input variables in shaded cells.
<table>
<thead>
<tr>
<th>($1000)</th>
<th>YEAR 0</th>
<th>YEAR 1</th>
<th>YEAR 2</th>
<th>YEAR 3</th>
<th>YEAR 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turnover</td>
<td>(4700; 289)</td>
<td>(13250; 491)</td>
<td>(17000; 635)</td>
<td>(14700; 820)</td>
<td></td>
</tr>
<tr>
<td>Margin (%)</td>
<td>(4500; 20) %</td>
<td>(4600; 68) %</td>
<td>(4700; 87) %</td>
<td>(4800; 116) %</td>
<td></td>
</tr>
<tr>
<td>Direct cost</td>
<td>(-2585; 160)</td>
<td>(-7155; 276)</td>
<td>(-9010; 368)</td>
<td>(-7938; 438)</td>
<td></td>
</tr>
<tr>
<td>Margin</td>
<td>(2115; 131)</td>
<td>(6095; 236)</td>
<td>(7990; 333)</td>
<td>(8762; 293)</td>
<td></td>
</tr>
<tr>
<td>Marketing cost</td>
<td>(-1000; 20)</td>
<td>(-900; 58)</td>
<td>(-838; 79)</td>
<td>(-700; 88)</td>
<td></td>
</tr>
<tr>
<td>Indirect production cost</td>
<td>(-825; 72)</td>
<td>(-1300; 43)</td>
<td>(-600; 43)</td>
<td>(-600; 43)</td>
<td></td>
</tr>
<tr>
<td>RD&amp;E cost</td>
<td>(-3000; 29)</td>
<td>(-1550; 67)</td>
<td>(-300; 29)</td>
<td>(-100; 29)</td>
<td></td>
</tr>
<tr>
<td>Operating income</td>
<td>(-4000; 41)</td>
<td>(-1160; 182)</td>
<td>(3657; 257)</td>
<td>(6590; 342)</td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>(-6000; 58)</td>
<td>(-2050; 87)</td>
<td>(350; 202)</td>
<td>(350; 202)</td>
<td></td>
</tr>
<tr>
<td>Net cash flow NCF</td>
<td>(-9000; 71)</td>
<td>(-3210; 202)</td>
<td>(3657; 257)</td>
<td>(6590; 342)</td>
<td></td>
</tr>
<tr>
<td>Rate of interest r (%)</td>
<td>(00; 20) %</td>
<td>(10; 68) %</td>
<td>(110; 87) %</td>
<td>(120; 87) %</td>
<td></td>
</tr>
<tr>
<td>Discounted cash flow DCF</td>
<td>(-9000; 71)</td>
<td>(-2945; 184)</td>
<td>(3050; 215)</td>
<td>(4952; 262)</td>
<td></td>
</tr>
<tr>
<td>Net present value NPV</td>
<td>(-111; 470)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3b. Discounted cash flow analysis by stochastic variables, formulas (17) - (25). Input variables (shaded cells) are derived from uniform probability distributions corresponding to the interval input variables in Table 3a, however converted to the form \([\mu, \sigma]\).
<table>
<thead>
<tr>
<th>($1000)</th>
<th>YEAR 0</th>
<th>YEAR 1</th>
<th>YEAR 2</th>
<th>YEAR 3</th>
<th>YEAR 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turnover</td>
<td>(-4,700; 289)</td>
<td>(13,250; 491)</td>
<td>(17,000; 635)</td>
<td>(14,700; 520)</td>
<td></td>
</tr>
<tr>
<td>Margin (%)</td>
<td>(46,00; 0,29)</td>
<td>(43,00; 0,56)</td>
<td>(47,00; 0,87)</td>
<td>(46,00; 1,15)</td>
<td></td>
</tr>
<tr>
<td>Direct cost</td>
<td>(-2,585; 159)</td>
<td>(-7,155; 277)</td>
<td>(-9,309; 367)</td>
<td>(-7,928; 325)</td>
<td></td>
</tr>
<tr>
<td>Margin</td>
<td>(2,115; 131)</td>
<td>(9,095; 238)</td>
<td>(7,988; 334)</td>
<td>(6,782; 296)</td>
<td></td>
</tr>
<tr>
<td>Marketing cost</td>
<td>(-1,000; 29)</td>
<td>(-900; 58)</td>
<td>(-838; 79)</td>
<td>(-700; 58)</td>
<td>(-700; 58)</td>
</tr>
<tr>
<td>Indirect production cost</td>
<td>(-825; 72)</td>
<td>(-1,300; 43)</td>
<td>(-400; 43)</td>
<td>(-600; 43)</td>
<td></td>
</tr>
<tr>
<td>RD&amp;E cost</td>
<td>(-3,000; 29)</td>
<td>(-1,550; 67)</td>
<td>(-300; 29)</td>
<td>(-100; 29)</td>
<td>(-100; 29)</td>
</tr>
<tr>
<td>Operating Income</td>
<td>(-4,000; 41)</td>
<td>(-1,160; 179)</td>
<td>(3,657; 256)</td>
<td>(6,389; 343)</td>
<td>(5,362; 305)</td>
</tr>
<tr>
<td>Investment</td>
<td>(-5,000; 58)</td>
<td>(-2,050; 87)</td>
<td></td>
<td>(350; 202)</td>
<td></td>
</tr>
<tr>
<td>Net cash flow NCF</td>
<td>(-9,000; 71)</td>
<td>(-3,210; 199)</td>
<td>(3,657; 256)</td>
<td>(6,389; 343)</td>
<td>(5,712; 365)</td>
</tr>
<tr>
<td>Rate of interest r (%)</td>
<td>(9,00; 0,29)</td>
<td>(10,00; 0,58)</td>
<td>(11,00; 0,87)</td>
<td>(12,00; 0,87)</td>
<td></td>
</tr>
<tr>
<td>Discounted cash flow DCF</td>
<td>(-9,000; 71)</td>
<td>(-2,945; 183)</td>
<td>(3,051; 214)</td>
<td>(4,651; 262)</td>
<td>(3,833; 250)</td>
</tr>
<tr>
<td>Net present value NPV</td>
<td>(-111,468)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3c. Discounted cash flow analysis by Monte Carlo simulation (Crystal Ball 2000, precision of $\mu; \sigma < 10\%$ at 95\% confidence level, 7,100 trials). Input variables (shaded cells) are uniform probability distributions corresponding to the interval input variables in Table 3a, however converted to the form $\{\mu; \sigma\}$ and identical to the input variables in Table 3b.
<table>
<thead>
<tr>
<th></th>
<th>YEAR 0</th>
<th>YEAR 1</th>
<th>YEAR 2</th>
<th>YEAR 3</th>
<th>YEAR 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turnover (1000)</td>
<td>[4.200, 5.000, 5.200]</td>
<td>[12.400, 14.000, 14.100]</td>
<td>[18.000, 18.000, 18.100]</td>
<td>[13.400, 15.600, 15.900]</td>
<td></td>
</tr>
<tr>
<td>Margin (%)</td>
<td>[44.50, 45.00, 44.50] %</td>
<td>[45.00, 46.00, 47.00] %</td>
<td>[45.00, 46.00, 48.00] %</td>
<td>[44.00, 46.00, 48.00] %</td>
<td></td>
</tr>
<tr>
<td>Margin</td>
<td>[-1.869, 2.250, 2.366]</td>
<td>[5.560, 6.440, 6.672]</td>
<td>[7.234, 8.460, 8.776]</td>
<td>[6.072, 7.130, 7.458]</td>
<td></td>
</tr>
<tr>
<td>Marketing cost</td>
<td>[-1.050, -1.000, -0.950]</td>
<td>[-1.000, -0.900, -0.800]</td>
<td>[-0.900, -0.700, -0.600]</td>
<td>[-0.600, -0.700, -0.800]</td>
<td></td>
</tr>
<tr>
<td>Indirect production cost</td>
<td>[-1.286, -1.200, -1.100]</td>
<td>[-1.200, -1.125, -1.125]</td>
<td>[-1.125, -1.050, -1.050]</td>
<td>[-1.050, -1.000, -0.950]</td>
<td></td>
</tr>
<tr>
<td>RD&amp;E cost</td>
<td>[-2.050, -3.000, -2.950]</td>
<td>[-1.700, -1.500, -1.400]</td>
<td>[-1.500, -1.325, -1.275]</td>
<td>[-1.375, -1.275, -1.225]</td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>[-3.100, -5.000, -4.900]</td>
<td>[-2.200, -2.000, -1.900]</td>
<td>[-2.000, -1.800, -1.700]</td>
<td>[-1.700, -1.600, -1.500]</td>
<td></td>
</tr>
<tr>
<td>Rate of Interest r (%)</td>
<td>[8.50; 9.00; 9.50] %</td>
<td>[9.00; 10.00; 11.00] %</td>
<td>[9.50; 11.00; 12.50] %</td>
<td>[10.50; 12.00; 13.50] %</td>
<td></td>
</tr>
<tr>
<td>Discounted cash flow DCF</td>
<td>[-9.200, -8.000, -8.000]</td>
<td>[-1.369, -2.681, -2.223]</td>
<td>[2.309, 3.390, 3.764]</td>
<td>[4.102, 5.324, 5.87]</td>
<td></td>
</tr>
<tr>
<td>Net present value NPV</td>
<td>[-3.532, 1.317, 3.514]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4a. Discounted cash flow analysis by triple estimates. Minimum and maximum values identical to Table 3a, most possible values obtained by ordinary (crisp) calculations. Input variables in shaded cells.
<table>
<thead>
<tr>
<th></th>
<th>YEAR 0</th>
<th>YEAR 1</th>
<th>YEAR 2</th>
<th>YEAR 3</th>
<th>YEAR 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turnover</td>
<td>(4,800; 216)</td>
<td>(13,500; 386)</td>
<td>(17,333; 507)</td>
<td>(14,500; 374)</td>
<td></td>
</tr>
<tr>
<td>Margin (%)</td>
<td>(45,00; 0,20) %</td>
<td>(48,00; 0,41) %</td>
<td>(47,00; 0,61) %</td>
<td>(46,00; 0,82) %</td>
<td></td>
</tr>
<tr>
<td>Direct cost</td>
<td>(-2,640; 119)</td>
<td>(-7,290; 217)</td>
<td>(-9,186; 289)</td>
<td>(-7,992; 236)</td>
<td></td>
</tr>
<tr>
<td>Margin</td>
<td>(2,160; 98)</td>
<td>(8,210; 187)</td>
<td>(8,147; 261)</td>
<td>(8,808; 211)</td>
<td></td>
</tr>
<tr>
<td>Marketing cost</td>
<td>(-1,000; 20)</td>
<td>(-800; 41)</td>
<td>(-428; 57)</td>
<td>(-700; 41)</td>
<td></td>
</tr>
<tr>
<td>Indirect production cost</td>
<td>(-800; 54)</td>
<td>(-1,262; 31)</td>
<td>(-592; 31)</td>
<td>(-562; 31)</td>
<td></td>
</tr>
<tr>
<td>RD&amp;E cost</td>
<td>(-3,000; 20)</td>
<td>(-1,533; 82)</td>
<td>(-300; 20)</td>
<td>(-100; 20)</td>
<td></td>
</tr>
<tr>
<td>Operating income</td>
<td>(-4,000; 28)</td>
<td>(-1,073; 134)</td>
<td>(3,793; 199)</td>
<td>(6,755; 266)</td>
<td>(5,418; 218)</td>
</tr>
<tr>
<td>Investment</td>
<td>(-8,000; 41)</td>
<td>(-2,033; 62)</td>
<td>(433; 155)</td>
<td>(433; 155)</td>
<td></td>
</tr>
<tr>
<td>Net cash flow NCF</td>
<td>(-9,000; 50)</td>
<td>(-3,106; 148)</td>
<td>(3,793; 199)</td>
<td>(6,755; 266)</td>
<td>(5,849; 267)</td>
</tr>
<tr>
<td>Rate of interest r (%)</td>
<td>(9,00; 0,20) %</td>
<td>(10,00; 0,41) %</td>
<td>(11,00; 0,61) %</td>
<td>(12,00; 0,81) %</td>
<td></td>
</tr>
<tr>
<td>Discounted cash flow DCF</td>
<td>(-9,000; 50)</td>
<td>(-2,850; 134)</td>
<td>(3,163; 167)</td>
<td>(5,075; 203)</td>
<td>(3,924; 182)</td>
</tr>
<tr>
<td>Net present value NPV</td>
<td>(313; 355)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4b. Discounted cash flow analysis by stochastic variables, formulas (17) - (25). Input variables (shaded cells) are derived from triangular probability distributions corresponding to the triple estimate input variables in Table 3a, however converted to the form \( \mu; \sigma \)
<table>
<thead>
<tr>
<th>($1000)</th>
<th>YEAR 0</th>
<th>YEAR 1</th>
<th>YEAR 2</th>
<th>YEAR 3</th>
<th>YEAR 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turnover</td>
<td>(4,800; 216)</td>
<td>(13,500; 389)</td>
<td>(17,333; 507)</td>
<td>(14,800; 374)</td>
<td></td>
</tr>
<tr>
<td>Margin (%)</td>
<td>(45,00; 0,20) %</td>
<td>(46,00; 0,41) %</td>
<td>(47,00; 0,61) %</td>
<td>(46,00; 0,82) %</td>
<td></td>
</tr>
<tr>
<td>Direct cost</td>
<td>(-2,640; 119)</td>
<td>(-7,290; 217)</td>
<td>(-9,187; 289)</td>
<td>(-7,992; 232)</td>
<td></td>
</tr>
<tr>
<td>Margin</td>
<td>(2,160; 98)</td>
<td>(8,210; 188)</td>
<td>(8,147; 261)</td>
<td>(8,088; 213)</td>
<td></td>
</tr>
<tr>
<td>Marketing cost</td>
<td>(-1,000; 20)</td>
<td>(-620; 57)</td>
<td>(-700; 41)</td>
<td>(-700; 41)</td>
<td></td>
</tr>
<tr>
<td>Indirect production cost</td>
<td>(-800; 54)</td>
<td>(-1,282; 31)</td>
<td>(-592; 31)</td>
<td>(-592; 31)</td>
<td></td>
</tr>
<tr>
<td>RD&amp;E cost</td>
<td>(-3,000; 20)</td>
<td>(-1,533; 62)</td>
<td>(-300; 20)</td>
<td>(-100; 20)</td>
<td></td>
</tr>
<tr>
<td>Operating income</td>
<td>(-4,000; 28)</td>
<td>(-1,073; 131)</td>
<td>(3,793; 198)</td>
<td>(8,755; 267)</td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>(-5,000; 41)</td>
<td>(-2,033; 82)</td>
<td>(433; 155)</td>
<td>(433; 155)</td>
<td></td>
</tr>
<tr>
<td>Net cash flow NCF</td>
<td>(-9,000; 50)</td>
<td>(-3,107; 145)</td>
<td>(3,793; 198)</td>
<td>(8,755; 267)</td>
<td></td>
</tr>
<tr>
<td>Rate of interest r (%)</td>
<td>(9,00; 0,20) %</td>
<td>(10,00; 0,41) %</td>
<td>(11,00; 0,61) %</td>
<td>(12,00; 0,81) %</td>
<td></td>
</tr>
<tr>
<td>Discounted cash flow DCF</td>
<td>(-3,000; 20)</td>
<td>(-2,850; 133)</td>
<td>(3,164; 166)</td>
<td>(5,076; 204)</td>
<td></td>
</tr>
<tr>
<td>Net present value NPV</td>
<td>(314; 354)</td>
<td>(3,925; 184)</td>
<td>(3,925; 184)</td>
<td>(3,925; 184)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4c. Discounted cash flow analysis by Monte Carlo simulation (Crystal Ball 2000, precision of NPV(μ; α) < 5% at 95% confidence level, 2,000 trials). Input variables (shaded cells) are triangular probability distributions corresponding to the triple estimate input variables in Table 4a, however converted to the form (μ; α) and identical to the input variables in Table 4b.
<table>
<thead>
<tr>
<th>($1000)</th>
<th>YEAR 0</th>
<th>YEAR 1</th>
<th>YEAR 2</th>
<th>YEAR 3</th>
<th>YEAR 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turnover</td>
<td>[4,200; 4,800; 8,100; 8,300]</td>
<td>[13,400; 13,800; 14,080; 14,100]</td>
<td>[16,800; 17,800; 18,000; 18,100]</td>
<td>[17,800; 18,400; 18,550; 18,600]</td>
<td>[17,900; 18,420; 18,550; 18,600]</td>
</tr>
<tr>
<td>Margin (%)</td>
<td>[44,50; 44,75; 45,25; 44,50]</td>
<td>[45,00; 45,50; 46,80; 47,00]</td>
<td>[46,50; 47,50; 48,50; 48,50]</td>
<td>[45,00; 45,50; 46,50; 48,00]</td>
<td>[44,50; 45,50; 46,50; 48,00]</td>
</tr>
<tr>
<td>Direct cost</td>
<td>[-2,800; -2,918; -2,653; -2,288]</td>
<td>[-7,755; -7,637; -7,436; -6,572]</td>
<td>[-8,885; -9,567; -9,424; -8,188]</td>
<td>[-8,736; -8,475; -8,256; -7,176]</td>
<td>[-8,794; -8,513; -8,256; -7,176]</td>
</tr>
<tr>
<td>Margin</td>
<td>[-1,869; 2,193; 2,300; 2,386]</td>
<td>[5,580; 5,547; 5,533; 5,672]</td>
<td>[7,234; 7,247; 7,274; 7,279]</td>
<td>[8,072; 7,030; 7,231; 7,488]</td>
<td>[8,072; 7,030; 7,231; 7,488]</td>
</tr>
<tr>
<td>Marketing cost</td>
<td>[-1,050; -1,020; -980; -950]</td>
<td>[-1,000; -920; -860; -900]</td>
<td>[-975; -880; -720; -700]</td>
<td>[-950; -750; -600; -600]</td>
<td>[-900; -750; -600; -600]</td>
</tr>
<tr>
<td>Indirect production cost</td>
<td>[-450; -770; -730; -700]</td>
<td>[-1,376; -1,296; -1,226; -1,174]</td>
<td>[-1,192; -1,112; -1,053; -1,004]</td>
<td>[-1,000; -1,000; -950; -900]</td>
<td>[-1,000; -950; -900; -900]</td>
</tr>
<tr>
<td>RD&amp;E cost</td>
<td>[-3,080; -3,000; -2,880; -2,980]</td>
<td>[-1,700; -1,820; -1,480; -1,400]</td>
<td>[-1,350; -1,280; -1,080; -1,060]</td>
<td>[-1,150; -1,100; -850; -800]</td>
<td>[-1,150; -1,100; -850; -800]</td>
</tr>
<tr>
<td>Operating income</td>
<td>[-4,100; -4,040; -3,960; -3,900]</td>
<td>[-1,781; -1,017; -782; -534]</td>
<td>[2,860; 3,852; 4,283; 4,452]</td>
<td>[5,000; 6,837; 7,284; 7,004]</td>
<td>[4,447; 5,520; 5,941; 6,313]</td>
</tr>
<tr>
<td>Investment</td>
<td>[-5,100; -5,020; -4,980; -4,900]</td>
<td>[-2,180; -2,060; -1,980; -1,900]</td>
<td>[-1,090; -980; -850; -800]</td>
<td>[3,000; 3,940; 3,720; 3,590]</td>
<td>[2,000; 2,980; 2,740; 2,590]</td>
</tr>
<tr>
<td>Net cash flow</td>
<td>[-9,200; -9,060; -8,940; -8,800]</td>
<td>[3,981; 3,097; 2,732; 2,434]</td>
<td>[2,880; 3,852; 4,283; 4,452]</td>
<td>[5,000; 6,837; 7,284; 7,004]</td>
<td>[4,447; 5,520; 5,941; 6,313]</td>
</tr>
<tr>
<td>Rate of interest r (%)</td>
<td>[5.60; 5.76; 5.76; 5.90]</td>
<td>[6,00; 6,00; 6,00; 11.00]</td>
<td>[9,60; 10,50; 11.00; 12,00]</td>
<td>[10,50; 11,00; 12,00; 13,00]</td>
<td>[10,50; 11,00; 12,00; 13,00]</td>
</tr>
<tr>
<td>Discounted cash flow DCF</td>
<td>[-9,200; -9,060; -8,940; -8,800]</td>
<td>[3,981; 3,097; 2,732; 2,434]</td>
<td>[2,880; 3,852; 4,283; 4,452]</td>
<td>[5,000; 6,837; 7,284; 7,004]</td>
<td>[4,447; 5,520; 5,941; 6,313]</td>
</tr>
<tr>
<td>Net present value NPV</td>
<td>[-5,352; 290; 2,184; 3,514]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Discounted cash flow analysis by quadruple estimates. Outer minimum and maximum values (identical to Table 3a) and inner minimum and maximum values by interval analysis (Interval Solver 2000, overall absolute and relative precision 10^-6). Input variables in shaded cells.