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Abstract:

This paper uses survey data from 133 Dutch, medized manufacturing firms to empirically
investigate whether a closer alignment (or ‘fittween the design of cost systems and their pur-
poses of use is associated with a higher levebst system effectiveness, as proxied by the level
of usage of and satisfaction with the cost systddmncentrating on firms using a full product
costing system, the number of cost pools and diogtation bases used in the cost system are used
to operationalize cost system design (or complgxihoices. Two general dimensions are found
to underlie cost system usage for nine widely ysaghoses: usage for strategic purposes and for
operational purposes. The results also indicatecibst system complexity and usage for strategic
purposes interact negatively in their influenceitereffectiveness, whereas cost system complexi-
ty and usage for operational purposes interactigeli. This implies that when cost system de-
sign and the purposes of use are better aligned;dst system is perceived to be more effective.
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INTRODUCTION

This paper examines the associations between ygsitstins design, purposes of use, and
cost system effectiveness. Almost two decades lagontroduction of activity-based
costing (ABC) renewed interest from both practiéomand researchers in the design of
cost systems. Since then, a series of studiesrhpiieally examined the determinants
of cost system design, in particular those infliegadhe adoption and use of ABC
(e.g., Bjgrnenak, 1997; Gosselin, 1997; Krumwiek898). To date, the results of such
studies are unstable, however, both between amihvatudies. One claimed reason for
these unstable results is that these studies lwusdd on a too limited view on cost
system design, mostly adoption (or use) versusatmption (or non-use) of ABC
(Drury and Tayles, 2005). Recent studies by Abémnett al. (2001) and Drury and
Tayles (2005) have started to broaden the scopegifsystem design studied, by in-
stead focusing on the distinguishing charactesstit cost systems. This alternative
conceptualization has some clear advantages. Aeqorsice of its usage, however, is
that whereas ABC adoption choices mainly seem tdriven by environmental, orga-
nizational and technological factors, such factmem to play a less important role for
choices on the design (or complexity) of cost systeDesign choices instead mainly
seem to be driven by the purposes for which theesyss being used. Another series of
studies has empirically examined the effectiverdsst systems design, in particular
the effects of using ABC on firms’ financial penfioance (e.g., Cagwin and Bouwman,
2002; Ittner, Lanen and Larcker, 2002; Kennedy Affteck-Graves, 2001). Overall,
these studies show fairly consistent results: whBg is implemented effectively and
in an appropriate environment, its use seems te pasitive effects on firms’ financial
performance. Using a broader conceptualizationost system design, Pizzini (2006)
has recently examined the effects of cost systesigden the relevance and usefulness
of cost data, and on the financial performance aspitals. None of these studies has
examined the influence of purposes of use[1], wisdhe focus of this study.

The primary objective of this paper is to investigavhether a closer alignment (or
‘fit') between the design of cost systems and tipeirposes of use is associated with a
higher level of cost system effectiveness, as pixiy the level of usage of and satis-
faction with the cost systems. Concentrating omgiusing a full product costing sys-
tem, the number of cost pools and cost allocataseb used in the cost system are used
to operationalize cost system design (or complgxhpices. For the empirical analy-
ses survey data from 133 Dutch, medium-sized matwiag firms are used.

This study contributes to the literature in two walirst, this is the first study in which
underlying dimensions of cost system purposes efare empirically examined. The
dimensions identified are related to cost systeagedor strategic purposes and for
operational purposes, respectively. Second, bugldin these two dimensions, this
study extends the literature on the alignment betwihe design (or complexity) of
cost systems and their purposes of use. Specifidak (interactive) influence of cost
system complexity and usage for strategic and ¢ipe purposes on cost system
effectiveness (as proxied by the level of usagaraf satisfaction with the cost sys-
tems) is examined, controlling for the influenceewmivironmental, organizational and
technological factors. Overall, the results sugglst cost system complexity and
usage for strategic purposes interact negativeléir influence on its effectiveness.
In contrast, cost system complexity and usage perational purposes interact positi-
vely. This implies that when cost system design #red purposes of use are better
aligned, the cost system is perceived to be mdeetafe.

The remainder of this paper is structured as falo8ection two reviews the literature
and develops the research questions. Section desezibes the research methods used.
Section four presents and discusses the resultsioSdives concludes and discusses
limitations.
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LITERATURE REVIEW AND RESEARCH QUESTIONS

The theoretical foundation of this study is conéingy theory, which contends that
there is no universally applicable system of mamag# accounting and control. In-
stead the most appropriate system depends on #uoffisgcircumstances confronting
an organization. The alignment (or ‘fit") betwedse tdesign of management accounting
and control systems and contextual (or ‘conting8rfegtors is therefore what contin-
gency theory focuses attention on. The main foduthie study is on the alignment
between the design of cost systems and their pespoSuse, and their joint influence
on their (perceived) effectiveness.

Contextual factors and cost system design

During the last decade, a series of studies hagrieally examined the determinants of
cost system design. Mostly, these studies haveséaton choices related to the adop-
tion (or use) versus non-adoption (or non-use)ctiVéy-based costing (ABC). Based
on their origin, the contextual factors that haeer studied so far can broadly be divi-
ded into two categories. The first category cossi$tcontextual factors that are logi-
cally related to the theory underlying ABC. Theiogatle behind these factors is that
the literature suggests that ABC is more suitabiecértain kinds of organizations, and
that if these organizations adopt ABC more ofteantlother types of organizations,
then we may assume that the adoption decisions imageneral been fairly rational
(Malmi, 1999). The contextual factors in this catggoriginate from Cooper (1988),
who has provided guidelines for the circumstanbas are conducive for ABC adopti-
on. These circumstances are related to four faatost structure, competition, product
diversity and existing cost system. Bjgrnenak (398W Malmi (1999), among others,
have examined the association of these factors ARG adoption. The second cate-
gory consists of contextual factors that are argoddfluence organizational innovati-
veness. The argument behind these factors is éntatic factors influence the innovati-
veness of an organization and may facilitate od&inthe adoption of management
accounting innovations such as ABC. The contextaetiors in this category mostly
originate from the innovation diffusion-adoptioteliature. Typical examples of factors
from this category are the strategy, structure sinel of organizations. Gosselin (1997)
and Malmi (1999), among others, have examined #ise@ation of such factors with
ABC adoption. Alternatively, the contextual factahst have been studied so far can
also be divided into categories based on theirreas is done in this study, in which a
distinction is made between environmental, orgdigral and technological factors.
Environmental factors relate to the external emuinent of an organization. Organiza-
tional factors relate to the strategy and structfran organization. Finally, technolo-
gical factors relate to the fundamental work preessin an organization. Overall, the
results of empirical studies of the determinantsABIC adoption to date are highly
unstable, both between and within studies. Typsalanations offered for these unst-
able results are that most studies to date hawkiosensistent definitions of and mea-
surement instruments for both ABC adoption andptsposed) determinants, and that
some have used rather small sample sizes. Recemtlystudies have argued that ano-
ther (possible) explanation is that studies hat@dimited view on cost system design
choices (Abernethy et al., 2001; Drury and TaykX)5). These studies have started to
broaden the scope of choices studied by focusintherdistinguishing characteristics
of cost systems.
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Cost system design and purposes of use

Abernethy et al. (2001) view cost system desigricd®as varying along three dimen-
sions: number of cost pools (single versus multgdet pools), nature of cost pools
(responsibility-based versus activity-based cosilg)p and nature of cost allocation
bases (volume-based versus hierarchical cost ébochases). Together these dimen-
sions form a continuum of (what they refer to amtcsystem sophistication, with one
end of the continuum representing a simple trac#icost system (with a single res-
ponsibility-based cost pool and a volume-based akatation base) and the other end
representing a sophisticated cost system (withiptelactivity-based cost pools and
hierarchical cost allocation bases). Similarly, rand Tayles (2005) view cost sys-
tem design choices as varying along a continuugbét they refer to as) cost system
complexity. They suggest that three factors deteentiie level of complexity of a cost
system: the number of cost pools, the number émdift types of cost allocation bases
and the nature of these bases (transaction, doyaiiointensity)[2]. Combining both
views, it can be observed that what distinguishdgaditional cost system from an
ABC system is not so much the number, but the patficost pools and/or cost alloca-
tion bases used. Both a traditional and an acthdétyed cost system may have a small
to a large number of cost pools and cost allocatiases, but only an activity-based
cost system may have activity-based cost poolsofg®sed to responsibility-based)
and/or hierarchical (e.g., batch-level, produceleand facility-sustaining) cost alloca-
tion bases (as opposed to volume-based only).

This alternative, broader conceptualization of ce®gtem design choices has some
clear advantages. A consequence of its usage, leowievthat whereas ABC adoption
choices mainly seem to be driven by environmemtajanizational and technological
factors, such factors seem to play a less impor@letfor choices on the design (or
complexity) of cost systems, since such choiceqiymaeem to be driven by the pur-
poses for which the system is being used. Theatitlee generally distinguishes bet-
ween cost system usage for strategic purposes, asignoduct pricing and new pro-
duct design, and for operational purposes, sugieesrmance measurement and bud-
geting. This distinction is important because itargued that usage for operational
purposes requires a more detailed (i.e., comples} system design than usage for
strategic purposes (e.g., Kaplan and Cooper, 1988xh applies to both traditional
and activity-based cost systems.

Cost system design and effectiveness

In recent years, several studies have empiricalpmened the effectiveness of cost
system design. Most of these studies have focusebeoeffects of using ABC on firm
performance. These studies can broadly be clagsifi®®o two categories. The first
category of studies seeks to identify the determmaf ABC effectiveness for firms
that have implemented ABC. These studies mostypesceptual measures of ABC
effectiveness, such as usage of and satisfactitm twe cost system, and ‘perceived
success’ of the ABC implementation (e.g., Shiel®95; Foster and Swenson, 1997).
Overall, the results of these studies are fairlysistent: several behavioral and organi-
zational variables, such as top management sugpatttraining of employees, are
consistently found to be significantly and posiljvassociated with ABC effective-
ness. The second category of studies comparesettierpance of ABC-using firms
with a benchmark, usually the performance of norCAling firms. These studies
mostly use financial performance measures, sudhms’ stock return (e.g., Kennedy
and Affleck-Graves, 2001) or their operating pariance (e.g., Cagwin and Bouw-
man, 2002; Ittner, Lanen and Larcker, 2002). OVethése studies also show fairly
consistent results: when ABC is implemented effetyi and in an appropriate envi-
ronment, its use is found to have positive effemtsfirms’ financial performance.
Pizzini (2006) has recently examined the effectfoaf critical attributes of cost sys-

3 ARCA-RM 06-16.doc



tem design on the relevance and usefulness ofdadat and on the financial perfor-
mance of hospitals. These four attributes relatbedevel of detail provided, the abili-
ty to disaggregate costs according to behaviorfrétgpiency with which information is
reported, and the extent to which variances areutsed. One of Pizzini's findings
was that the level of detail provided related digantly and positively to both the
relevance and usefulness of cost data.[3] Moreilddtaost information was also sig-
nificantly and positively associated with threehefr four measures of financial per-
formance. These results indicate that more detaitsd systems provide more relevant
and useful cost data, which in turn lead to bditemcial performance; however, these
findings do not differentiate between different poses of use of cost information and
systems.

Figure 1: A model of the relationship between mystem design, purposes of use, and

cost system effectiveness

Environmental, organizational and technological fators
| | |

v v v

Cost system usage
for strategic
purposes

Cost system
effectiveness (Usage
Satisfaction)

Cost system design
(Complexity)

Cost system usage
for operational
purposes

Research questions

The key focus of this paper is on the purposesvfich cost systems are being used. It
aims to extend the current literature on cost systesign by answering two questions:

1. What are the underlying dimensions of cost systarpgses of use?

2. What is the relationship between the design (coriyle of cost systems, their
purposes of use, and their (perceived) effectivehes
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In order to answer the first question, exploratéagtor analysis is used to identify
underlying dimensions of cost system purposes efarmmong nine widely used pur-
poses. Based on the literature, two dimensionseapected to be found: usage for
strategic purposes and for operational purposes.s€bond question will be answered
by examining the (interactive) influence of cossteyn complexity and usage for stra-
tegic and operational purposes on cost system umagesatisfaction. These analyses
control for the influence of environmental, orgaatiegnal and technological factors,
since these factors not only may influence costesyslesign and purposes of use, but
also cost system usage and satisfaction. Thetliterasuggests that usage for operatio-
nal purposes requires a more detailed (i.e., cothglest system design than usage for
strategic purposes, for which a too detailed desigty be harmful (e.g., Kaplan and
Cooper, 1998). Therefore, it is expected that system complexity and usage for
strategic purposes interact negatively in theitugrice on its effectiveness, whereas
cost system complexity and usage for operationgbgres interact positively.[4] This
would be evidence that if the design of cost systand their purposes of use are better
aligned, cost systems are perceived to be moreteie Figure 1 summarizes these
relationships.
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RESEARCH METHOD

In the Spring of 2002, | conducted a survey-studythe use of cost systems in medi-
um-sized, Dutch manufacturing firms. Medium-sizedn§ were targeted because
large(r) firms commonly consist of a number of arigational units, which may not all
use the same (or even a similar) cost system, whesmall(er) firms may not use (so-
phisticated) cost allocation systems at all. Thiedesed in this paper are (almost ex-
clusively) taken from this survey-study.

Sample and data collection

| selected the sample for this study from the degaltREACH. This database contains
comprehensive financial and economic informationtlua largest 5 000 firms in the
Netherlands for the last ten years. Firms wereudted in the sample if they had bet-
ween 50 and 500 employees, and if their main dgtivas in a manufacturing indu-
stry. These criteria yielded 2 108 firms representll major manufacturing industries.
Next, these firms were categorized into two grolgased on the amount of informati-
on available in the database. This division was enaecause resources were limited,
and | wanted to spend most resources on those fomshich the database contained
the fullest information. The first group containeltl firms providing full information
for at least three, non-broken financial years (B8##s). The second group contained
all other firms (1 436 firms). Since larger firmave an obligation to publish these
data, these mainly populated the first group, amusequently the firms in this group
were larger than those in the second group.

Firm-level data on cost systems, and charactesisfiche firm unavailable in the data-
base, were collected with a questionnaire maileditteer the general manager or the
financial manager in each firm. The questionnai@s wpretested with six financial
managers, which led to some (small) changes imtiestionnaire. The procedure for
firms in the first group consisted of, at the mdetr moments of contact: contact by
phone, and sending a questionnaire, reminder postcal replacement questionnaire.
The procedure for firms in the second group coedisf, at the most, two moments of
contact: sending a questionnaire and replacemestdtignnaire. In all cases, together
with the questionnaire and the replacement questios, | sent the respondent an
accompanying letter explaining the purpose of theysand guaranteeing confidentia-
lity, as well as a postage-paid return envelopsoAét the final moment of contact in
each procedure, | sent the respondent a postagegairn card asking the reason(s)
for leaving the questionnaire unanswered.[5] lumefor their help, | offered respon-
dents the possibility to receive a benchmark repod/or copies of Dutch articles ba-
sed on the study.

Eventually, 137 firms from the first group and 8trh the second returned a question-
naire. In addition, 14 questionnaires were returgieohymously. Seven questionnaires
were unusable because of too many missing valuesoVerall usable response rate is
therefore 10.7%.[6] For the analyses of this paglérreturned gquestionnaires are
pooled. Except for the difference by design in aigational size, there are no a priori
reasons to assume that the responses from firtieeifirst group will differ from re-
sponses from firms in the second.[7] Consistenhitis presumption, Chow tests
(e.g., Greene, 2000) for all models show no sigaift differences between the two
groups. The average respondent is 41 years ofragéign = 40.5 years), is working at
his/her employer for almost 9 years (median = Fg)eand holds his/her position for a
little more than 5 years (median = 3 years).

For the analyses reported in this paper, the édailaumber of observations is less
than the overall sample, which is caused by twoomegasons. First, | concentrate on
firms using a full product costing system in thappr. In the questionnaire respondents
were asked to answer all questions concerning £ggem complexity, purposes of
use, usage and satisfaction, for their firm's cgtem that (at least) is used for the
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Measures

calculation and processing of its manufacturingt&oRespondents from firms that
only used variable costing (15 firms) were askedkip the questions concerning cost
system complexity and purposes of use, as thesys$ém complexity questions are
irrelevant for these firms. Second, as in most eyrstudies, missing data had to be
dealt with. The overall percentage of missing valwas slightly below 3%. These
values were dealt with in two steps. In the fitsips where appropriate, they were han-
dled using EM imputation (e.g., Allison, 2001).the second step, remaining missing
values, among others on the questions concernistgsgstem complexity and purposes
of use, were handled using listwise deletion. Tame left after listwise deletion
included 137 cases. Four additional observationg wemoved from the dataset after
an extensive examination of regression diagnosticsyever.[8] This left a usable
sample of 133 cases for the analyses reportedsipéper.

Table 1 describes all variables examined in thighst and the measurement instru-
ments used to measure them (see also AppendixX>&pE for the data on the firms’
size, which were collected from the database owtlo€h the firms were selected, all
data are from the survey-study. Most measuremesituiments are multi-item, use
five-point Likert-type scales, and are taken orpadd from earlier studies.[9] Consis-
tent with these earlier studies, for all multi-itaneasurement instruments (except the
Cost system purposes of use measure) compositssgale constructed by averaging
the scores on their indicators. As indicated earifee level of usage of and satisfaction
with the cost systems are used as proxies for gféictiveness. Information system
usage and satisfaction are both widely used to unedke effectiveness of information
systems (IS) within organizations in the IS literat(e.g., DeLone and McLean, 1992),
and have also been used in prior management adguwtudies (e.g., Cagwin and
Bouwman, 2002; Pizzini, 2006).
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Table 1: Description of variables and measuremestruments

Variable Measurement instrument
- Cost system complexity - Number of cost pools used, measured on aNagrale, added to number
(CSCOMPL) of cost allocation bases used, also measured @gp &llscale

- Cost system purposes of use
(CSPURP)

- A question with respect to whether a firm use<dst system for each of
nine widely used general purposes of cost systems

- Cost system usage (CSUSAGE) Single question, measured on a five-point saailh, respect to the extent

- Cost system satisfaction
(CSSATISF)

Environmental factors
- Competition (COM)

to which the cost system is used to make decisions

- Single question, measured on a five-point saaih, respect to the extent
to which users of the information of the cost systre satisfied with the
system

- Average of three items, measured on a five-psiiate, with respect to the
level of intensity of the competition in the mar(edt(instrument adapted
from Khandwalla, 1972)

- Perceived environmental uncer-- Average of eight items, measured on a five-psoate and weighted based

tainty (PEU)

Organizational factors
- Competitive strategy (COMS)

- Vertical differentiation (VERT)

- Formalization (FORM)

- Centralization (CENT)

- Size (SIZE)

Technological factors
- Product diversity (PD)

- Advanced manufacturing tech-
nology (AMT)

- Production lines (PRLIN)
- Production process (PRPRO)

on their level of importance, with respect to thedl of predictability of the
external environment during the last five yearsttinment taken from Ho-
que, 2001)

- Average of six items, measured on a five-poiaiescwith respect to the
level of product/market innovation (instrument takeom Delery and Doty,
1996)

- Number of hierarchical levels between senior ngangzent and team lead-
ers (instrument taken from Gosselin, 1997)

- Average of four items, measured on a five-podate, with respect to the
degree to which tasks are standardized (instruta&et from Gosselin,
1997)

- Average of twelve items, measured on a five-psaae, with respect to
the degree to which power and control in the fine @oncentrated in the
hands of relatively few individuals (instrument éakfrom Gosselin, 1997)
- Ln-transformation of average number of employiedke three years
preceding the data collection (Source data: REACH)

- Number of different products (stockkeeping ungs)duced, measured on
a log N scale, multiplied by the average of three itemsasured on a five-
point scale, with respect to the extent to whiagsthproducts (stockkeeping
units) differ on average

- Average of nine items, measured on a five-paiates with respect to the
extent to which advanced manufacturing technologieused in the pro-
duction process in the firm (instrument taken flBoyer et al., 1997)

- Number of production lines, measured on g Ngcale

- Dummy variable classifying the structure of tliequction process in the
firm, where 1 = homogeneous mass production (tfeeBvce group), 2 =
heterogeneous mass production, 3 = serial unityatazh, and 4 = unit
production
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Cost system complexity, purposes of use, usage asatisfaction

Cost system complexity (CSCOMPL). Similar to Draryd Tayles (2005), CSCOMPL

was measured using two questions. In these questempondents were asked to indi-
cate the number of cost pools and the number df atscation bases used in their
firm’s cost system. Both were measured using a Mgcale, since the influence of

both the number of cost pools and the number df ab@cation bases on cost system
complexity is posited to be nonlinear.[10] A comip@scale was constructed by add-
ing the two logN scores for each firm.

Cost system purposes of use (CSPURP). Respondenésasked to indicate whether
their firm uses its cost system for each of nindekji used purposes of cost systems
(see Table 2). Appendix B shows the usage ratethéonine purposes, as well as their
intercorrelations. The nine purposes were takem fhones and Mitchell (1995), and
have also been used by Innes, Mitchell and Sin¢2100) and Cotton, Jackman and
Brown (2003). In order to identify underlying dingons of cost system purposes of
use among the nine items, exploratory factor amalms used.[11] Table 2 presents
the results of using principle axis factoring amdodlique rotation (Direct Oblimin) to
extract two factors with (initial) eigenvalues gexathan one that together explain 36.8
percent of the total variance of the nine itemd.[Ie factor analysis yields a well-
behaved solution, with items typically loading osiagle factor with a loading greater
than .300 and few significant cross-loadings.[13]

Table 2: Common factor analysis results for costeayn purposes of use itenh%

133)
Oblique-rotated loadings
Factor 1: Factor 2:
Cost system usage for Cost system usage for
operational purposes  strategic purposes
Iltems
Cost reduction .553 -.040
Product pricing -.143 .580
Performance measurement .616 .070
Cost modeling .795 -.134
Budgeting .396 .015
Customer profitability analysis 313 513
Product output decisions 482 .370
New product design 147 487
Stock valuation -.046 .586
Variance explained by each factor 26.3% 10.5%

Notes: Oblique-rotated loadings above .300 in bold.

Inspection of the primary loadings (values gre#ttan .300) is used to interpret each of
the two dimensions of cost system purposes of Tise first factor, which loads heavi-
ly on such items as cost modeling, performance oreatent and cost reduction, is
interpreted as “cost system usage for operationgdgses”. The second factor, which
loads heavily on such items as stock valuation[fp#dduct pricing and customer prof-
itability analysis, is interpreted as “cost systasage for strategic purposes”. The cor-
relation between the two factors is .390 (see T&jendicating that usage of cost
systems for strategic and operational purposegrigotementary: firms using their cost
system for operational purposes also tend to ufe fitrategic purposes, and vice ver-
sa. Factor scores (calculated using Thurstone'st lEguares regression approach) are
used to measure the two dimensions of cost systepopes of use.

Cost system usage (CSUSAGE). CSUSAGE was measuitedawsingle question

asking respondents to rate the extent to whicltdise system is used to make decisions
in their firm.

9 ARCA-RM 06-16.doc



Cost system satisfaction (CSSATISF). CSSATISF waasured with a single question
asking respondents to rate the extent to whichsuskethe information of the cost sys-
tem are satisfied with the system in their firm.

Environmental factors
Competition (COM) was measured using an (adapted)rument developed by
Khandwalla (1972). Respondents were asked, oreapidint scale ranging from 1 (not
at all) to 5 (to a very great extent), to indictte intensity of their firm's market com-
petition with respect to three elements: price cetitipn, product competition and
marketing competition. A composite scale was costd by averaging the scores on
these three items.

Perceived environmental uncertainty (PEU) was nrealsusing an instrument develo-
ped by Govindarajan (1984) and Gordon and Narayét2sv), and adapted by Hoque
(2001). Respondents were asked, on a five-poiré seaging from 1 (very unpredic-
table) to 5 (very predictable), to indicate the#rgeptions of the predictability of eight
elements of the firm’s external environment durthg last five years. Next, respon-
dents were asked, also on a five-point scale (1ahatl — 5=to a very great extent), to
indicate the extent to which these elements areitapt for the success or failure of
their firm. The answers given to the first questieere for each item multiplied by the
answers given to the second, square roots were,takel the average of respondents’
weighted scores were taken to derive a composite.sc

Organizational factors

Competitive strategy (COMS) was measured usinghammiment developed by Segev
(1989), and adapted by Delery and Doty (1996). Tissrument regards the strategic
contingency variable best representing the Miled &now (1978) typology to be rate
of product/market innovation. Respondents were gstie a five-point scale (1=not at
all — 5=to a very great extent), to indicate theeakto which six product/market inno-
vation characteristics apply to their firm. A corsjie scale was constructed by avera-
ging the scores on these six items.

Vertical differentiation (VD) was measured as tb&ak number of hierarchical levels
between senior management and teamleaders in spendent’s firm (cf. Gosselin,
1997).

Formalization (FORM) was measured using four stat@sabout the extent to which
rules, procedures and policies are standardizetiarrespondent’s firm. This instru-
ment was taken from Gosselin (1997), who adaptédnit Robbins (1983). A compo-
site scale was constructed by averaging the saordhese four statements pertaining
to formalization.

Centralization (CEN) was measured using a seriesvefve standard decisions and
identifying on a five-point scale, ranging from telaader to head office manager, the
level at which decisions are made. This instrumeas taken from Gosselin (1997),
who adapted it from Pugh et al. (1968). A composiele was constructed by avera-
ging the scores on these twelve decision items.

Organizational size (SIZE) was measured as the puwibemployees. The instrument
is transformed into a In-scale because the digtdbwof the original values was highly
skewed (i.e., nonnormal). For this measure the data obtained from the REACH
database.
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Technological factors
Product diversity (PD) was measured by two questiiirst, respondents were asked
to indicate the number of different products (stamping units) produced in their
firm. This was measured using a Jdy scale. Second, respondents were asked to indi-
cate to what extent the products (stockkeepingsupitoduced in their firm differ on
average on three dimensions: physical size, coriplexd batch size. The logd\
scores were multiplied by the average of the thigeensions to obtain the measure of
product diversity.

Advanced manufacturing technology (AMT) was meaguneing the part of an in-
strument developed by Boyer et al. (1997) concéngaon manufacturing AMT’s.

Respondents were asked, on a five-point (1=notl at 8=to a very great extent), to
indicate the extent to which nine advanced manufaw technologies are used in

their firm’s production process. A composite scafs constructed by averaging the
scores on these nine items.

Production lines (PRLIN). To measure PRLIN, respontd were asked to indicate the
number of production lines in their firm. This waasured using a lpfjl scale.

Production process (PRPRO). In order to measureRERPespondents were asked to
indicate which of the following classifications bekescribes the structure of the pro-
duction process in their firm: homogeneous massiystion, heterogeneous mass
production, serial unit production, or unit prodoot
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RESULTS AND DISCUSSION

The main statistical methods used in the analysesarrelation coefficients and re-
gression analysis including interaction terms. ¢wihg guidelines from the American
Psychological Association (e.g., Wilkinson and thBA Task Force on Statistical
Inference, 1999), exaqt values and effect sizes are reported whereveropppte.
Also, as recommended when estimating regressionel®ocbntaining interactions
(e.g., Cohen et al., 2003), all continuous indepehdariables were mean centered
before entering them in the models. This procedwa® both interpretational advan-
tages (as it yields meaningful interpretations athefirst-order regression coefficient
of independent variables entered into the regrassiodel), and eliminates nonessen-
tial multicollinearity.[15]

Descriptive statistics

On average, the studied firms use their cost sy$teralmost 6.5 of the nine cost sys-
tem purposes (median = 6), with a range from 1.téd@®endix B shows the usage
rates for the nine purposes. The purposes withititeest usage rates found are product
pricing (95.5%), budgeting (90.2%) and stock vahraf{(77.4%). The purposes with
the lowest usage rates found are performance rmezasut and new product design
(both 64.7%), customer profitability analysis (6%)7and product output decisions
(55.6%). Note that there is no discernible patntrasting strategic and operational
purposes in these usage rates.

Table 3 presents the descriptive statistics fomtae variables used in this study.

Table 3: Descriptive statisticN(= 133)

Variables Mean S.D. CSUSAGE CSSATISF STRATPURP OPERPURP CSCOMPL
CSUSAGE 3.711 .849  1.000

CSSATISF 3.372 .802 AZ2%** 1.000

STRATPURP .000 .830 .260%** .238*** 1.000

OPERPURP .000 .884 2400 .238%* .390%*+* 1.000

CSCOMPL 7.135 2.325 .181** 141 .012 .282%+* 1.000
COM 3.401 .601 .103 .034 .189** 173 129
PEU 3.021 .342 .162* .130 115 .061 .009
COMS 2.988 .696 .145* .128 .016 .160* 121
VERT 2.193 1.086 .101 126 .003 .077 .280***
FORM 3.214 .586 242+ .052 -.083 -.026 .050
CENT 3.630 .557 .156* .004 .003 .007 129
SIZE 4.945 .618 .055 .106 -.012 .002 .151*
PD 24.788 13.506 .286*** .012 .084 .092 .191**
AMT 2.174 713 175%* 201+ -.055 174% .219%
PRLIN 2.770 1.377 127 142 .109 -.005 181+
HomMass .083 - .135 .065 .014 .049 .041
HetMass .263 - 174* -.043 .128 .070 .039
SerUnit 451 - - 172 .003 -.085 -.041 -.053
Unit .203 - -.070 -.001 -.045 -.060 -.005

Notes: *** ** * indicates significance at the .05 and .10 level (two-tailed), re-
spectively. See Appendix C for the Pearson produmtient correlations for the inde-
pendent variables.
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As observed in Table 3, the examined aspects afsystem complexity, purposes of
use, usage and satisfaction are all significantig positively interrelated, except for
two pairs (CSCOMPL and CSSATISF, and CSCOMPL anBASTPURP). Especially
interesting is that CSCOMPL is significantly assted with OPERPURP, but not with
STRATPURP. As expected, this finding indicates thditen cost systems are used
more for operational purposes, their design tendset more complex, whereas this is
not the case for strategic purposes. The corralatwith the contextual factors show
that STRATPURP is only significantly and positivedgsociated with COM, while
OPERPURRP is significantly and positively associateth COM, COMS and AMT.
Finally, CSCOMPL is significantly and positivelysaeiated with VERT, SIZE, PD,
AMT and PRLIN. This indicates that a firm’s costssym tends to be more complex
when it's number of hierarchical levels is highé#remploys more employees, the
number of and the differences between the produpteduces are larger, it uses more
advanced manufacturing technologies, and the nuofig@oduction lines that it opera-
tes is higher. These last findings confirm the tesof Drury and Tayles (2005), who
also found cost system complexity to be positivadgociated with firms’ size and level
of product diversity.

Table 4 provides further detail of the associatibatveen cost system usage for the
nine purposes and the contextual factors.
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Table 4: Point-biserial correlations between cogétem usage for the nine purposes and the contefgittars (N = 133)

Items COM PEU COMS VERT FORM CENT SIZE PD AMT PRLIN
Cost reduction .220** .041 .104 .088 .069 .089 .042 .150* .153* -.076
Product pricing .085 .030 -.091 .005 .002 .051 -.061 .000 -.122 -.010
Performance measurement .162* .045 .152* .087 -.014 .064 -.017 .146* 115 -.032
Cost modeling .063 -.027 .150* -.019 .003 -.084 -.021 .036 .185** -.027
Budgeting .136 .044 .043 223 -.042 242%xx .100 .051 .041 -.074
Customer profitability analysis .184** .103 .079 131 .006 .022 -.001 .110 .065 116
Product output decisions .084 .164* .023 .005 -.167* -.084 -.042 -.064 .039 .103
New product design .057 .035 .055 -.067 -.047 .043 .076 .029 -.166* .060
Stock valuation 211 .041 .043 -.097 -.081 -.069 -.009 .178** .054 .080

Notes: *** ** * indicates significance at the .0105 and .10 level (two-tailed), respectively.
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Sixteen of the associations shown in Table 4 geifgtant, of which fourteen are positive and
two are negative. Focusing on the strongest effedith respect to the environmental factors,
these results indicate that a higher intensity afkat competition is associated with usage of cost
systems for cost reduction, customer profitab#ibalysis and stock valuation. With regard to the
organizational factors, both a higher level of wattdifferentiation and a higher level of centrali
zation are associated with usage for budgetinalljinwith respect to the technological factors, a
higher level of usage of advanced manufacturingrtelogies is associated with usage for cost
modeling, and a higher level of product divers&yassociated with usage for stock valuation.

The relationship between cost system complexity, pposes of use, and cost system usage

Table 5 presents the results of a series of nestg@ssion models testing the influence of cost
system complexity and purposes of use on costmsyssage, controlling for the influence of seve-
ral environmental, organizational and technologiaators.

Table 5: Regression analysis results for the asdimgi between cost system complexity, purposes
of use, and cost system usalye=(133)

Independent variables Model 1 Model 2 Model 3
(control variables  (control variables & (control variables,
only) main effects) main effects &

interaction effects)

Intercept 4.277%** 4.142%* 4.124%**

(.240) (.233) (.230)

COM -.046 -114 -174

(.125) (.123) (.123)
-.032 -.081 -.123
PEU A11* .375* .343*
(.211) (.207) (.204)
.165 151 .138
COMS .074 .072 .070
(.108) (.105) (.104)
.061 .059 .057
VERT -.036 -.041 -.053
(.067) (.067) (.066)
-.045 -.053 -.068
FORM .344%*x .365%** .365%**
(.120) (.116) (.114)
237 .252 .252
CENT 157 .160 147
(.134) (.131) (.131)
.103 .105 .096
SIZE .066 .066 .060
(.112) (.110) (.108)
.048 .048 .044
PD .020%*=* .019%*=* .019**=*
(.006) (.005) (.005)
321 .302 .296
AMT .067 .060 .066
(.105) (.105) (.103)
.056 .051 .055
PRLIN .018 .007 .009
(.053) (.053) (.052)
.029 .011 .015
HetMass -.263 -271 -.324
(.278) (.271) (.267)
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-.137 -.141 -.169

SerUnit -.657** -.600%* -.633**
(.258) (.251) (.247)
-.387 -.353 -.373
Unit -.494 -.440 -.420
(.301) (.293) (.287)
-.235 -.209 -.200
CSCOMPL .018 .026
(.032) (.032)
.048 071
STRATPURP .198** .211%*
(.089) (.090)
.193 .206
OPERPURP .099 .137
(.086) (.087)
.103 .143
CSCOMPL*STRATPURP -.084**
(.041)
=177
CSCOMPL*OPERPURP .078**
(.036)
177
R’adj .188 .238 .268
F 3.358%* 3.581%+* 3.685%+*
AR? .268 .062 .037
F for AR? 3.358%+* 3.597** 3.351%

Notes: Cell statistics are unstandardized coefiitsiestandard errors and standardized coefficients.
*rx xx * indicates significance at the .01, .05d .10 level (two-tailed), respectively. Chow test
results for Model 1F(14, 105) = 1.129 = .342, for Model 2F(17, 99) = .754p = .740, and for
Model 3:F(19, 95) = .528p = .943. All continuous independent variables weean centered
before entering to avoid nonessential multicolliityaStandardized regression coefficients are
estimated using the procedure suggested by Jadaanisi and Wan (1990).

In Model 1, cost system usage is regressed ondigat variables only. This model is significant
(F(13, 119) = 3.358p < .01, adjusted®® = .188), and four of the contextual factors agnii-
cantly associated with cost system usage. The atdizéd regression coefficients suggest that
SerUnit has the strongest effect, followed by PORM and PEU. The association between cost
system usage and SerUnit is negative, suggestaigtst systems tend to be used less for decisi-
on making by firms with a serial unit productioropess than by firms with a homogeneous mass
production process. The associations between gsttm usage and product diversity, formaliza-
tion and perceived environmental uncertainty argitppe. This indicates that the larger the num-
ber of and the more differing the products a firmoduces, the more tasks within the firm are
standardized and the more uncertain it's envirorineperceived to be, the higher the level of
cost system usage. Next, in model 2, the main &fi@e entered. The overall model is significant
(F(16, 116) = 3.581p < .01, adjusted® = .238), as is the changeRA (AR? = .062,AF = 3.597 p

< .05). The main effects of STRATPURP and OPERPWRBIA have the expected sign, but only
the effect of STRATPURP is statistically signifi¢aihis suggests that there is a direct effect
from cost system usage for strategic purposes shnsystem usage: the more a firm’s cost system
is used for strategic purposes, the higher thel leveisage. Finally, in model 3, the interaction
effects are entered. The model is signific&{flg, 114) = 3.685p < .01, adjusted® = .268). The
addition of the interaction effects results in dmotsignificant improvement iR? (AR? = .037,AF

= 3.351,p <.05). Both interaction effects have the expesigd, and are significant. Cost system
usage for strategic purposes and cost system cgitypieteractnegativelyin their influence on
usage of a firm’s cost system. On the other haost system usage for operational purposes and
cost system complexity interagpbsitivelyin their influence on usage of a firm’s cost systé-i-
nally, although the main effect of OPERPURP is elts being significant at the .10 level in this
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model p = .117), the significant main effect of STRATPURR cost system usage clearly is
stronger.

Panel A of Figure 2 shows the interaction effectapbically, by plotting the regression of
CSUSAGE on CSCOMPL at three values of STRATPURE:niean (STRATPURP_mean), one
standard deviation below the mean (STRATPURP_l@my one standard deviation above the
mean (STRATPURP_high).

Figure 2: Graphical presentations of the interactieffects on cost system usage

Panel A: Interaction effect of CSCOMPL and STRATPURP on CSUSAGE
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Panel B: Interaction effect of CSCOMPL and OPERPURP on CSUSAGE
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This graph clearly shows that at sebelow the mean of STRATPURP, CSCOMPL has a posi-
tive influence on CSUSAGE, while at osd above the mean of STRATPURP, the influence of
CSCOMPL on CSUSAGE is negative. This indicates thla¢n cost systems are used more for
strategic purposes, a higher level of complexitgssociated with less usage of the system. On the
other hand, when cost systems are used less &begic purposes, a higher level of complexity is
associated with more usage of the system. In dsgimvay, Panel B of Figure 2 plots the regressi-
on of CSUSAGE on CSCOMPL at three values of OPERPURe mean (OPERPURP_mean),
one standard deviation below the mean (OPERPURR, bovd one standard deviation above the
mean (OPERPURP_high). Contrary to the graph for STRRIRP, this graph shows that at one
sd below the mean of OPERPURP, CSCOMPL has a negalfiveence on CSUSAGE, while at
onesdabove the mean of OPERPURP, the influence of CSBD®h CSUSAGE is positive. In
other words, when cost systems are used more fenatipnal purposes, a higher level of com-
plexity is associated with more usage of the systehereas when cost systems are used less for
operational purposes, a higher level of compleigtyassociated with less usage of the system.
Overall, the above results clearly imply that wloest system design and the purposes of use are
better aligned, the cost system is perceived tmbe effective.

The relationship between cost system complexity, pposes of use, and cost system satisfaction
All regression analyses were re-conducted withlemrative proxy for cost system effectiveness,

viz. cost system satisfaction, as presented ineTébl

Table 6: Regression analysis results for the asdimri between cost system complexity, purposes
of use, and cost system satisfactiNn«133)

Independent variables Model 1 Model 2 Model 3
(control variables  (control variables & (control variables,
only) main effects) main effects &

interaction effects)

Intercept 3.591*** 3.560*** 3.509***

(.251) (.244) (.242)

COM -.011 -.080 -.115

(.131) (.129) (.129)
-.009 -.060 -.087
PEU 221 176 .184
(.221) (.216) (.215)
.094 .075 .078
COMS 114 .109 .097
(.113) (.110) (.109)
.099 .095 .084
VERT .072 .071 .052
(.070) (.070) (.069)
.097 .096 .071
FORM .047 .071 .064
(.125) (.121) (.120)
.035 .052 .046
CENT .014 .025 .046
(.140) (.137) (.138)
.009 .017 .032
SIZE 145 151 .164
(.117) (.114) (.114)
112 117 127
PD -.004 -.005 -.004
(.006) (.006) (.006)
-.062 -.080 -.063
AMT 141 .138 132
(.110) (.110) (.109)
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126 .123 117

PRLIN .076 .068 072
(.056) (.056) (.055)

131 116 .124

HetMass -.383 -.403 -.416
(.290) (.283) (.281)

-211 =222 -.229

SerUnit -.192 -.137 -.133
(.270) (.262) (.260)

-.119 -.086 -.083

Unit -.153 -.095 -.082
(.315) (.306) (.302)

-.077 -.048 -.041

CSCOMPL .007 .014
(.034) (.033)

.020 .040
STRATPURP .206%* .189%*
(.093) (.094)

213 .195

OPERPURP 117 .161*
(.090) (.091)

.130 .178

CSCOMPL*STRATPURP -.027
(.043)

-.061
CSCOMPL*OPERPURP .087**
(.038)

.209

R’adj .005 .068 .093
F 1.047 1.605* 1.752%*

AR? .103 .079 .035
F for AR? 1.047 3.713* 2.576*

Notes: Cell statistics are unstandardized coefiitsiestandard errors and standardized coefficients.
*rx kx * indicates significance at the .01, .05d .10 level (two-tailed), respectively. Chow test
results for Model 1F(14, 105) = .860p = .603, for Model 2F(17, 99) = 1.025p = .439, and for
Model 3:F(19, 95) = .982p = .489. All continuous independent variables weean centered
before entering to avoid nonessential multicolliityaStandardized regression coefficients are
estimated using the procedure suggested by Jacamisi and Wan (1990).

In Model 1, cost system satisfaction is regressethe control variables only. This model is not
significant (13, 119) = 1.047p > .10, adjusted?’ = .005). In contrast with the model for cost
system usage, none of the contextual factors igfiigntly associated with cost system satisfacti-
on. In other words, while some of these factorsem®ociated with the extent to which cost sys-
tems are used, they are not significantly relatethé extent to which users are satisfied with the
system. This is somewhat surprising given thatgf@mple, Cagwin and Bouwman (2002) found
that ABC system satisfaction was significantly gruditively associated with firm size and nega-
tively with the intensity of market competition. gin model 2, the main effects are entered. The
overall model is significantH(16, 116) = 1.605 < .10, adjuste® = .068), as is the changeRA
(AR? = .079,AF = 3.713,p < .05). Similar to the model for cost system usalye main effects of
STRATPURP and OPERPURP both have the expectedIsigrgnly the effect of STRATPURP
is significant. This suggests that there is a diedfect from cost system usage for strategic purpo
ses on cost system satisfaction: the more a fico& system is used for strategic purposes, the
higher the level of satisfaction with the cost syst Finally, in model 3, the interaction effects ar
entered. The model is significamt((.8, 114) = 1.752p < .05, adjuste®’ = .093). The addition of
the interaction effects results in another sigaificimprovement ifR? (AR = .035,AF = 2.576,p
<.10). Similar to the model for cost system usédgeh interaction effects have the expected sign.
Only the effect of CSCOMPL*OPERPURP is significambwever. Cost system usage for opera-
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tional purposes and cost system complexity intepasitivelyin their influence on cost system
satisfaction. Also, whereas the main effect of OPHRP is insignificant in Model 2, it is signifi-
cant in Model 3. This suggests that there is actizffect from cost system usage bath strategic
and operational purposes on cost system satisfadtie more a firm's cost system is used for
strategic and/or operational purposes, the higherlevel of satisfaction with the cost system.
Similar to the model for cost system usage, thenreffiect of STRATPURP on cost system satis-
faction is stronger than the main effect of OPERPUR

Panel A of Figure 3 plots the regression of CSSATt® CSCOMPL at three values of STRAT-
PURP: the mean (STRATPURP_mean), one standard tievidelow the mean (STRAT-
PURP_low), and one standard deviation above thexf®@BRATPURP_high).
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Figure 3: Graphical presentations of the interactieffects on cost system satisfaction

Panel A: Interaction effect of CSCOMPL and STRATPURP on CSSATISF

55
5
4,5
4
35| 0 e - -
3
25
low mean high
CSCOMPL
— — — = STRATPURP_High STRATPURP_Mean - -+ - -+ STRATPURP_Low
Panel B: Interaction effect of CSCOMPL and OPERPURP on CSSATISF
55
5
45 -
4
35
o e
25
low mean high
CSCOMPL
= — — ~ OPERPURP_high OPERPURP_mean = » » » » » ¢ OPERPURP_low

21 ARCA-RM 06-16.doc



Consistent with the insignificant interaction efféar STRATPURP, this graph hardly shows any
pattern: the three regression lines are almossdhee, suggesting the nonexistence of an interacti-
on effect. Panel B of Figure 3 plots the regressib@SSATISF on CSCOMPL at three values of
OPERPURP: the mean (OPERPURP_mean), one standeiatiale below the mean (OPER-
PURP_low), and one standard deviation above thenf@®ERPURP_high). Similar to the re-
sults for CSUSAGE, this graph shows that at stbelow the mean of OPERPURP, CSCOMPL
has a negative influence on CSSATISF, while atsuhgbove the mean of OPERPURP, the influ-
ence of CSCOMPL on CSSATISF is positive. In othe@rdg, when cost systems are used more
for operational purposes, a higher level of comipyeis associated with more satisfaction with the
system, whereas when cost systems are used lespdmtional purposes, a higher level of com-
plexity is associated with less satisfaction whb system. Overall, the above results again imply
that when cost system design and the purposesedinesbetter aligned, the cost system is percei-
ved to be more effective.
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CONCLUSION

This paper examines the associations between gsi&ns design, purposes of use, and cost sys-
tem effectiveness. Survey data from 133 Dutch, omaeized firms are used to empirically inves-
tigate two research questions. The first questmmcerns the underlying dimensions of cost sys-
tem purposes of use. Common factor analysis idedtifivo dimensions underlying cost system
usage for nine widely used purposes: cost systemgeukor strategic purposes and for operational
purposes. The second question concerns the redatpbetween the design (complexity) of cost
systems, their usage for strategic and operatipmgloses, and their (perceived) effectiveness, as
proxied by the level of usage of and satisfactiathwhe systems. The literature suggests that
usage for operational purposes requires a moréletkbtée., complex) cost system design than
usage for strategic purposes, for which a too Betalesign may be harmful. Consistent with this,
the results indicate that cost system complexity @sage for strategic purposes interact negative-
ly in their influence on cost system usage, whdstsystem complexity and usage for operational
purposes interact positively. Similarly, cost systeomplexity and usage for operational purposes
also interact positively in their influence on cegstem satisfaction. These results imply that when
cost system design and the purposes of use aer ladiined, the cost system is perceived to be
more effective.

As with any study, the findings of this study aréject to a number of potential limitations.
Cross-sectional research can establish associababhsiot causality. Consequently, the direction
of effects cannot be established with certaintysoAlthere may be omitted variables which may
bias the results. Another issue that may potegtialluence the findings is measurement error.
This especially applies to the measurement of sgstem usage and satisfaction, as these have
both been measured using single-item measuredlyitieere is the issue of generalizability. The
response rate in this study is rather low and (essalt) the sample size rather small. Although
comparisons with the sampling database show th@lsamrepresentative in terms of industry, it
may be biased with respect to other (unknown) tée&@m Despite these potential limitations, this
study has important implications for both practiceand research on the design of cost systems.
Future research is needed, however, to confirmeatehd the results of this study.

23 ARCA-RM 06-16.doc



REFERENCES

Abernethy, M.A., A.M. Lillis, P. Brownell, and P.after, 2001. Product diversity and costing
system design: field study evidenddanagement Accounting ReseariR, 261-279.

Allison, P.A., 2001 Missing data Sage University Papers Series on Quantitativeliégpons in
the Social Sciences, 07-136. Sage, Thousand O#3s (C

Bjgrnenak, T., 1997. Diffusion and accounting: Tdase of ABC in NorwayManagement Ac-
counting Researgclt8, 3-17.

Boyer, K.K., G.K. Leong, P.T. Ward, and L.J. Kragkiy 1997. Unlocking the potential of advan-
ced manufacturing technologigurnal of Operations Managemeib, 331-347.

Cagwin, D., and M.J. Bouwman, 2002. The associdigtween activity-based costing and impro-
vement in financial performanc®lanagement Accounting Researt, 1-39.

Cohen, J., P. Cohen, S.G. West, and L.S. Aiken328pplied Multiple Regression/Correlation
Analysis for the Behavioral Sciences (Third Editidrawrence Erlbaum, Mahwah (NJ).

Cooper, R., 1988. The rise of activity-based castirpart two: when do | need an activity-based
cost systemdournal of Cost Managemerttall, 41-48.

Cotton, W.D.J., S.M. Jackman, and R.A. Brown, 208310te on a New Zealand replication of
the Innes et al. UK activity-based costing suridginagement Accounting ResegrtH, 67-72.

Delery, J.E., and D.H. Doty, 1996. Modes of theagzn strategic human resource management:
Tests of universalistic, contingency, and configoral performance predictiongicademy of
Management JournaB9, 802-835.

DelLone, W.H., and E.R. McLean, 1992. Informatiostsyns success: the quest for the dependent
variable.Information Systems Resear&h 60-95.

Drury, C., and M. Tayles, 2005. Explicating the igasof overhead absorption procedures in UK
organizationsThe British Accounting Revie®7, 47-84.

Foster, G., and D.W. Swenson, 1997. Measuring ticeess of activity-based cost management
and its determinantdournal of Management Accounting Resea;H09-141.

Gordon, L.A., and V.K. Narayanan, 1984. Managenaatounting systems, perceived environ-
mental uncertainty and organizational structure:efmpirical investigationAccounting, Organi-
zations and Societ®, 33-47.

Gosselin, M., 1997. The effect of strategy and oiztional structure on the adoption and im-
plementation of activity-based costigccounting, Organizations and Socie?2, 105-122.

Govindarajan, V., 1984. Appropriateness of accagntiata in performance evaluation: An empi-
rical examination of environmental uncertainty asirervening variableAccounting, Organiza-
tions and Society9, 125-135.

Greene, W.H., 200Econometric Analysis (Fourth EditianfPrentice Hall, Upper Saddle River
(NJ).

Hoque, Z., 2001. The effects of environmental utaiety on the relationship between nonfinanci-
al performance measurement and organizational qpeafoce: An attempt to explain prior ambi-

guous findings. Paper presented at the 24th AnBaafress of the European Accounting Associ-
ation, Athens, April 18-20, 2001.

Innes, J., and F. Mitchell, 1995. A survey of aityrbased costing in the U.K.’s largest compa-
nies.Management Accounting Resegréh137-153.

ARCA-RM 06-16.doc 24



Innes, J., F. Mitchell, and D. Sinclair, 2000. Adt-based costing in the U.K.’s largest compa-
nies: A comparison of 1994 and 1999 survey resMénagement Accounting Resegréii, 349-
362.

Ittner, C.D., W.N. Lanen, and D.F. Larcker, 200BeTassociation between activity-based costing
and manufacturing performancmurnal of Accounting Researc#0, 711-726.

Jaccard, J., R. Turrisi, and C.K. Wan, 198feraction Effects in Multiple Regressidage Uni-
versity Papers Series on Quantitative Applicationthe Social Sciences, 07-72. Sage, Thousand
Oaks (CA).

Kaplan, R.S., and R. Cooper, 1998. Castl Effect: Using Integrated Cost Systems to DFive
fitability and PerformanceHarvard Business School Press, Boston (MA).

Kennedy, T., and J. Affleck-Graves, 2001. The impafcactivity-based costing techniques on
firm performanceJournal of Management Accounting Resead3y 19-45.

Khandwalla, P.N., 1972. The effect of differentégpof competition on the use of management
controls.Journal of Accounting Researchutumn, 275-285.

Krumwiede, K.R., 1998. The implementation stagesafvity-based costing and the impact of
contextual and organizational factadsurnal of Management Accounting Reseafd) 239-277.

Luft, J., and M.D. Shields, 2003. Mapping managenaacounting: Graphics and guidelines for
theory-consistent empirical researélzcounting, Organizations and Socie?8, 169-249.

Malmi, T., 1999. Activity-based costing diffusiocrass organizations: An exploratory empirical
analysis of Finnish firmsAccounting, Organizations and Socie?f#, 649-672.

Miles, R.E., and C.C. Snow, 1978rganizational Strategies, Structure and ProcddsGrawth-
Hill, New York (NY).

Pizzini, M.J., 2006. The relation between costeystesign, managers’ evaluations of the rele-
vance and usefulness of cost data, and financi&npeance: an empirical study of US hospitals.
Accounting, Organizations and Sociedt, 179-210.

Pugh, D.S., D.J. Hickson, C.R. Hinings, and C. €ari968. Dimensions of organization structu-
re. Administrative Science Quarterl§3, 65-105.

Robbins, S.P., 1983rganization Theory: The Structure and Design of&hizations Prentice
hall, Englewood Cliffs (NJ).

Segeyv, E., 1989. A systematic comparative anabysissyntheses of two business-level strategic
typologies.Strategic Management JourndlO, 487-505.

Shields, M.D., 1995. An empirical analysis of firmsplementation experiences with activity-
based costinglournal of Management Accounting Reseai&H 48-166.

Waller, N.G., 2000MicroFACT 2.0: A Microcomputer Factor Analysis Prag for Ordered
Polytomous Data and Mainframe Size ProbleMavember 13, 2000.

Wilkinson, L., and the APA Task Force on Statidticderence, 1999. Statistical methods in psy-
chology journals: Guidelines and explanatiohsierican Psychologisb4, 594-604.

Woods, C.M., 2002. Factor analysis of scales commbasf binary items: lllustration with the

Maudsley Obsessional Compulsive Inventaigurnal of Psychopathology and Behavioral As-
sessment24, 215-223.

25 ARCA-RM 06-16.doc



APPENDICES

APPENDIX A: Measurement instruments used

CSCOMPL.

CSPURP.

CSUSAGE.

CSSATISF.

COM.

Regarding your firm’s cost system, please indicate

a.

How many cost pools are useffog, N scale: “0”, “1-2", “3-4", “5-
8", “9-16", “17-32", “33-64", “65-128" and “>128". )

How many cost allocation bases are us€hbbg, N scale: “0”, “1-2",
n53_4u, “5'8", “9'16”, 5117_3211, ”33'64", “65'128" an d “>128“.)

For each of the following purposes, please indicateyour firm uses the cost
system referred to in the former question for thispurpose (Scale: “No” or

“Yes”)

Cost reduction

Product pricing

Performance measurement
Cost modeling

Budgeting

Customer profitability analysis
Product output decisions

New product design

Stock valuation

Overall, how would you rate the extent to which thecost system referred to
in the former questions is used to make decisions your firm? (Scale: 1 =
not at all, 2 = to a little extent, 3 = to some ent, 4 = to a considerable extent
and 5 = to a very great extent)

Overall, how would you rate the extent to which uss of the cost system
referred to in the former questions are satisfied \wth the system in your
firm? (Scale: 1 = not at all, 2 = to a little extent, 3te some extent, 4 =to a
considerable extent and 5 = to a very great extent)

Please indicate, by circling the appropriate mmber below, the intensity of
your firm’s market competition with respect to the following elements
(Scale: 1 = not at all, 2 = to a little extent, 3te some extent, 4 = to a consid-
erable extent and 5 = to a very great extent)

Price competition
Product competition
Marketing competition
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PEU. For each of the following elements of your fin's external environment,

please

a. Assess, by circling the appropriate number belowthe degree of
predictability during the past five years(Scale: 1 = very unpredict-
able, 2 = fairly unpredictable, 3 = neutral, 4 =ifly predictable and 5
= very predictable} REVERSE CODED

b. Further indicate, by circling the appropriate number below, to
what extent the elements are of importance to theuscess or failure
of your firm (Scale: 1 = not at all, 2 = to a little extent, 3te some
extent, 4 = to a considerable extent and 5 = teg/\great extent)
Suppliers’ actions
Customer demands, tastes and preferences
Deregulation and globalization
Market activities of competitors
Production technologies
Government regulations and policies
Economic environment
Industrial (workplace) relations

COMS. Please indicate, by circling the appropriatenumber below, to what extent

the following characteristics apply to your firm (Scale: 1 = not at all, 2 = to
a little extent, 3 = to some extent, 4 = to a cdesable extent and 5 = to a very
great extent)

“My firm...”
.. produces products in innovative ways

... offers a wide variety of products

... has a very diverse customer group
... offers many new products

... offers innovative new products

.. allots many resources to marketing

VERT. How many hierarchical levels exist between $#or management and team-
leaders in your firm? (Please provide a specific number.)
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FORM.

CENT.

The following questions relate to the degreto which jobs are standardized
within your firm.

a.

Written job descriptions exist for:

a) operation level employees only

b) operation level employees and teamleadess onl

c) operation level employees, teamleaders and ptimciuline
managers

d) operation level employees, teamleaders, mtoatuline and
production managers

e) all employees, including senior management

Where written descriptions exist, at what leveare employees moni-
tored to ensure compliance with standards set in thjob descrip-
tion? (Scale: 1 = low, 2 = somewhat low, 3 = moderate; gomewhat
high and 5 = high)

What is the degree of flexibility given to emplgees to deviate from
the standards?(Scale: 1 = low, 2 = somewhat low, 3 = moderate; 4
somewhat high and 5 = high)REVERSE CODED

To what degree are teamleaders and productionrie managers free
to exercise their judgment when they make decisioAgScale: 1 =
low, 2 = somewhat low, 3 = moderate, 4 = somewtfiglhfand 5 =
high)—REVERSE CODED

What is the lowest level of management in thgroup below that has the
authority to make the following decisions in your irm? (Scale: Teamleader,
Production line manager, Production manager, Plargnager, and Head office
manager.)

Decide to design a new product

Establish the budget level

Choose the methods of work to be used

Select machinery or equipment to be used foba j
Select suppliers

Determine labor force requirements

Select type or brand for new equipment

Decide what type of costing system will apply
Dismiss direct workers

Determine sale prices

Alter responsibilities or areas of work of aglidepartment
Determine personnel rewards
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PD.

AMT.

PRLIN.

PRPRO.

29

How many different products (stockkeeping unitsare being produced in
your firm? (log, N scale: “1-2”, “3-4”", “5-8", “9-16”", “17-32", “33 -64",
“65-128", “129-256", “257-512" and “>512".)

Please indicate, by circling the appropriate numbebelow, to what extent

the products (stockkeeping units) produced in youfirm differ on average

on the following dimensiongScale: 1 = not at all, 2 = to a little extent, 3te
some extent, 4 = to a considerable extent and & & ¥ery great extent)

Physical size
Complexity
Batch size

Please indicate, by circling the appropriate mmber below, to what extent
the following advanced manufacturing technologiesre used in your firm's
production process(Scale: 1 = not at all, 2 = to a little extent, 3te some ex-
tent, 4 = to a considerable extent and 5 = to ayvgreat extent)

Computer-aided manufacturing (CAM)

Robotics

Real-time process control systems

Group technology (GT)

Flexible manufacturing systems (FMS)
Computerized numerical control machines (CNC)
Automated material handling systems
Environmental control systems

Bar coding/automatic identification

How many production lines does your firm hawe?(log, N scale: “1-2", “3-
4", “5-8", “9-16", “17-32", “33-64", “65-128" and “ >128".)

Which classification best describes the stature of the production process
in your firm?

a) homogeneous mass production
b) heterogeneous mass production
) serial unit production

d) unit production
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Appendix B: Usage rates and Pearson product-moment correldtiotise nine cost system purposiis{133)

Usage rates

Items n % 1 2 3 4 5 6 7 8 9
1. Cost reduction 92 69.2 1.000

2. Product pricing 127 95.5 .012 1.000

3. Performance measurement 86 64.7 .392%** .067 1.000

4. Cost modeling 88 66.2  .383%* -.079 A469*** 1.000

5. Budgeting 120 90.2 274 .050 233+ .300%** 1.000

6. Customer profitability analysis 82 61.7 277** 276%+* .355%+* .220* .209* 1.000

7. Product output decisions 74 55.6  .223** 171 .385%** 449+ .216** A4TrR* 1.000

8. New product design 86 64.7 120 294+ 112 .236*+* .074 ,323%x* 4167+ 1.000

9. Stock valuation 103 774 029 .316%** .166* -.006 .065 .351%* .242%%% .278%* 1.000

Notes: *** ** * indicates significance at the .0105 and .10 level (two-tailed), respectively.
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Appendix C: Pearson product-moment correlations for the indégenvariablesN = 133)

Variables COM PEU COMS VERT FORM CENT SIZE PD AMT RBEN HomMass HetMass  SerUnit Unit
COM 1.000

PEU .256***  1.000

COMS .305*** .085 1.000

VERT .036 A72%* .102 1.000

FORM -.118 -.071 -.081 .075 1.000

CENT .068 .072 -.023 .136 151~ 1.000

SIZE -.015 -.043 .046 .074 -.020 -.058 1.000

PD 276%**  .037 349%*  174**  -.075 -.013 -.034 1.000

AMT .047 .162* .206** .136 A72% -.063 .019 147+ 1.000

PRLIN -.012 -.044 .051 147 .078 .024 .026 125 .263*** 1.000

HomMass .057 .031 -.087 -.154* .042 102 -.050 -.165* .007 -.029 1.000

HetMass -.001 -.048 -.047 225% 107 161* A76* -.026 .036 2747 - 179%*  1.000

SerUnit .024 -.001 .016 -.083 .012 .104 -.214** .069 .087 -.034 =272 -542%** 1.000

Unit -.067 .033 .092 -.038 -.161* -.374** 105 .057 -.153* -.238***  -.152* -.302***  -.458*** 1.000

Notes: *** ** * indicates significance at the .0105 and .10 level (two-tailed), respectively.
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NOTES

! Some studies did actually measure cost systenopesp but used them to operationalize vari-
ables different from this study, such as ‘numbepoiary applications’ (Foster and Swenson,
1997) or (as part of) ‘ABC use’ (Cagwin and Bouwm2002).

2 Transaction drivers are based on the number aftiattivities are performed; duration drivers
are based on the amount of time required to perfmmractivity; and intensity drivers are based on
directly charging for the resources used each amectivity is performed (Kaplan and Cooper,
1998).

% Note that the attribute ‘level of detail providéd'the study of Pizzini (2006) is closely related
the way cost system design is operationalized is gtudy. In addition, her measure of ‘useful-
ness’ is almost identical to the measurement afdesin this study.

* In other words, this study uses an independerigviar interaction model (cf. Luft and Shields,
2003).

® The reasons given for leaving the questionnainawered (269 firms) were (more than one
answer possible):

- Questionnaire would take too long to fill out 6,

- General policy against filling out questionnaif@8%);

- Some of the questions not appropriate for busi(&3%);

- Other (19%).

The composition of the final sample is compardblthe composition of the sample yielded from
the database. A one-sample Chi Square test showsignificant difference between the two sam-
ples in industry representatiopf(13, 133) = 17.26p = .188).

" A t-test for two independent samples indeed shavsignificant difference between the two
groups for organizational size in the final samfi{@31) = 7.039p < .001). None of the other
variables shows a significant difference at a Sicgunce level of .10.

8 As emphasized by Cohen et al. (2003, p. 411) fulasereening for potentially outlying cases is
especially important for regression analysis inglgdnteraction terms. The four cases were re-
moved after examining the leverage, discrepancyiafidence of all cases, using the measures
and cutoffs suggested by Cohen et al.

° A translation-backtranslation procedure was usedtiese instruments. The instruments were
translated by the author, and back-translated loy delleagues. No meaningful differences be-
tween the original and the back-translated instntsyappeared.

10'A one-unit in-/decrease in the number of cost pi®hssumed to have a larger influence on cost
system complexity when the system has only one femacost pools, than when the system al-
ready has hundreds of cost pools. A similar arguroan be made for the number of cost alloca-
tion bases.

11 A Kaiser-Meyer-Olkin Measure of Sampling AdequdBMO) of .766 suggests that explora-
tory factor analysis is a suitable approach andl&#s test of sphericity is highly significan €
.001). Inspection of the anti-image correlation nmatlso suggests that all items are adequate for
use in the analysis; item-level Measures of Samgplidequacy (MSA’s) range from .703 to .835
and the off-diagonal partial correlations are gattgtow, indicating the existence of one or more
factors and little unique item variance. For a feams the communalities are somewhat less than
satisfactory. However, this is quite often the caken applying classical factor analysis to binary
items (cf. Woods, 2002).

2 The application of classical linear factor anaysas been argued to potentially distort the un-
derlying structure of binary data (e.g., Woods, 20@@ne solution for handling this potential
distortion is to use tetrachoric correlations rattien phi coefficients (Woods, 2002). Although
using tetrachoric correlations provided some egdtongroblems (i.e., a nonpositive definite ma-
trix that remained after smoothing the correlatioatrix using MicroFACT 2.0; Waller, 2000), the
resulting factor structure was very similar to faetor structure as reported in this paper, althoug
the factor loadings were somewhat stronger in ntadai

13 Note that two items/purposes have cross-loadingater than .300. This is probably caused by
the ambiguous nature of these two items as fdrasgtrategic or operational nature is concerned.
4 Given the debatable nature of stock valuationeisgba strategic purpose of cost system usage
(as in general it mainly serves an external repgrpurpose), all analyses have also been con-
ducted with this item excluded. The results of éhasalyses (not reported) are very similar to the
results of the analyses with stock valuation inellildThe factor structure resulting from the ex-
ploratory factor analysis is almost identical te flactor structure as reported in this paper. Also,
the correlation between the factor scores calcdlfieboth situations is very higih(431) = .998,

o
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p < .001 for factor 1, and(131) = .947p < .001 for factor 2). As a consequence, the regpas
analysis results are also very similar to the tesas reported in this paper.

!5 variance inflation factors (VIFs) indicate that tiaollinearity is not a problem in any of the
regression analyses (below 1.5 for the continuodgpendent variables, and below 4.0 for the
dummy independent variables).
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