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Abstract In a valley sheltered from strong synoptic effects, the dyica of the valley
atmosphere at night is dominated by katabatic winds. Intdystaratified atmosphere, these
winds undergo temporal oscillations, whose frequencyvsrgbyN sina for an infinitely
long slope of constant slope angie N being the buoyancy frequency. Such an unsteady
flow in a stably stratified atmosphere may also generatenategravity waves (IGWSs).
The numerical study by Chemel et al. (Meteorol Atmos Phys Z®B194,2009 showed
that, in the stable atmosphere of a deep valley, the osmijlahotions associated with the
IGWs generated by katabatic winds are distinct from thogkekatabatic winds. The IGW
frequency was found to be independentoénd about B N. Their study did not consider
the effects of the background stratification and valley geioyron these results. The present
work extends this study by investigating those effects faide range of stratifications and
slope angles, through numerical simulations for a deegyallhe two oscillatory systems
are reproduced in the simulations. The frequency of thdlasons of the katabatic winds
is found to be equal tdl times the sine of the maximum slope angle. Remarkably, thg 1G
frequency is found to also vary &, N, with C, in the range O/ — 0.95. These values for
Cy are similar to those reported for IGWSs radiated by any twbufield with no dominant
frequency component. Results suggest that the IGW wavitléngontrolled by the valley
depth.

Keywords Complex terrain Internal gravity waves Katabatic winds Numerical
simulations Stably stratified atmosphere
1 Introduction

Under weak synoptic forcing, the flow in a deep valley is dnity thermal circulations due
to the heating or cooling of the ground surface. The coolinitp@ ground surface produces

Y. Largeron- C. Staquet)
LEGI, UJF/CNRS/G-INP, BP 53, 38041 Grenoble cedex 9, France
E-mail: Chantal.Staquet@Iegi.grenoble-inp.fr

C. Chemel
National Centre for Atmospheric Science (NCAS), Centre foméspheric & Instrumentation Research
(CAIR), University of Hertfordshire, College Lane, Hatfie/AL10 9AB, UK



29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

2 Y. Largeron, C. Staquet, C. Chemel

a shallow layer of cool, stable air above it, inducing dowpsl! flows also referred to as
katabatic flows (e.gSimpson 1994Poulos and Zhong 2008As the cold air flows down
the slopes, it accumulates over the centre of the valleyeblyeleading to a pool or lake of
stably stratified airilori and Kobayashi 19968/Nhiteman et al. 2008

The characteristics of katabatic winds were first repontethffield measurements dur-
ing summer nights. The winds have a jet-like velocity profileh maximum of the order of
5 ms ! reached at about 10 m above the ground, depending uporfisatiin and surface
stress, and a very stable thermal gradient, up to 0.1 K (a.g. Whiteman 200Q Obser-
vational studies reported katabatic flows of different natfrom highly turbulent to quasi-
steady flows, depending on the Richardson number (see fanicesGryning et al. 1985
Helmis and Papadopoulos 1994@onti et al. 2002 Bastin and Drobinski 200%rincevac
et al. 2008 Viana et al. 2010Mahrt et al. 201D A refined classification based on dimen-
sional analysis and momentum balance was proposetbfar 1983 for stationary flow
over a constant slope with simple friction. Whatever theitune, katabatic flows have been
shown to undergo temporal oscillations, in both observafi@nd numerical studies (e.g.
van Gorsel et al. 2004-edorovich and Shapiro 20P9The existence of these oscillations
was first accounted for blfleagle(1950 for an isothermal (and thus stably stratified) at-
mosphere. As the air flows down the slopes, it undergoeslyoaalycle of compressional
warming, deceleration (because of the isothermal atmesph&oling by the ground sur-
face and further acceleratioklcNider (1982 showed, using a simple model coupling the
along-slope velocity component and the potential tempegaif a fluid particle, that buoy-
ancy effects are responsible for the oscillatory behavaduhe katabatic flows. For an in-
finitely long slope with a slope angte (with respect to the horizontal) of constant value and
a constant vertical gradient of potential temperature ptibelel predicts that the frequency
of these oscillations il sina, whereN is the buoyancy (or Brunt-&sala) frequency (the
square of which is proportional to the vertical gradient ofgmtial temperature).

It is well-known that a body oscillating at frequengyin a stably-stratified fluid with
constantN generates internal gravity waves (IGWs)f < N (e.g.Lighthill 1978). The
frequency of these waves (equal®) is denotedw,, hereafter for clarity. These waves have
a very peculiar dispersion relationon Gortler 1943 Mowbray and Rarity 1967 their
frequency does not depend on the modulus of the wave vidboit only on the anglep
that this wave vector makes with respect to the horizontathé absence of rotation, the
dispersion relation for IGWs is

w2 = N?cog . 1)

When IGWs are generated by a turbulent field with no dominegduency component,
observations of the radiated IGW field reveal that the IGWppgate at a fixed angle with
respect to the horizontal, of about°43 his implies, from the dispersion relatioh)( that
a very narrow range of frequencies, centred aboli\) is actually excited (e.giVu 1969
Cerasoli 1978Dohan and Sutherland 200Baylor and Sarkar 2007

Few studies have dealt with the generation of IGWs by kaitalbttws (Mori and
Kobayashi 1996Renfrew 2004 Yu and Cai 2006Princevac et al. 20Q08Vhiteman et al.
2008 Viana et al. 201p The numerical study byhemel et al(2009 showed that, in
the stable atmosphere of an idealized deep valley, thelatscyl motions associated with
the IGWs generated by katabatic winds are distinct from éhafsthe katabatic winds.
Chemel et al(2009 also found that the power spectrum of the IGWs is peaked far a
tio wy/N =~ 0.8, close to that observed in stably stratified turbulencdy ©ne numerical
simulation was considered in this study, and so the gemgdilihe results was not assessed.
The aim of the present work is to extend the studfbEmel et al(2009 by investigating
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Characterization of oscillatory motions in the stable atrhese of a deep valley 3

the effects of the background stratification of the atmosplaad valley geometry on the
characteristics of the IGW field.

For this purpose, we analyse a set of numerical simulatipegprmed with the Ad-
vanced Regional Prediction System (ARPS), for a wide rariggratifications and slope
angles. The design of the simulations is described in 2edhe general features of the
katabatic and valley winds are briefly reported in S8athile a detailed analysis of the os-
cillatory motions is presented in Sedt.The influence of the initial ground surface tempera-
ture, background stratification of the atmosphere andywa®metry on the characteristics
of the IGW field are discussed in Sebt.Conclusions are given in Seé.

2 Design of the numerical simulations
2.1 The numerical model

The numerical simulations are performed with the ARPS nigakmodel Kue et al. 200
The ARPS model is a non-hydrostatic atmospheric model thaippropriate for scales
ranging from a few metres to hundreds of kilometres. The rhsaolees the compressible
Navier-Stokes equations, which describe the dynamicsedfidhv, using a terrain-following
coordinate system. It involves surface layer physics amuilar®del. In the present study,
the air is considered as dry, even though microphysicalge®es are also included in the
ARPS model. Spatial derivatives are discretized with aerewt fourth-order finite differ-
ence scheme on a staggered grid of Arakawa C type. Time attegris performed with
a centered leapfrog time difference scheme using a modérgpltime integration tech-
nigue to deal with the acoustic modes. The turbulent kireztergy (TKE) 15-order closure
scheme Deardorff 1980 is used to model the subgrid scales.

2.2 The topography of the valley
The valley is oriented south-north and is connected to aptathe south so that an along-

valley wind can develop. The analytical expression for tpography of the valley is given
by (see for instancRampanelli et al. 2004

h(xy) = Hhx(x) hy(y), )
where
1, IX| > Sc+ Wy
he(X) = %—% cos(nlx‘s_(vx), Vi < X < Sc+Vx s 3)
0, IX| < Vx
and
hy (y) = %+% tanh(ysyyo). @)

H is the valley depthS, andS, are the width of the sloping sidewall along the west-east
directionx and south-north directioy, respectively, ®y is the width of the valley floor.
Note thath(x,y) = 0 for —Vyx < x < Vy, whatevery, implying that the valley floor is flat. The
function hy(y), which defines the height of the plateaux along the valleg,asidisplayed

in Fig. 5.
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4 Y. Largeron, C. Staquet, C. Chemel

We used two sets of values for these parameters, which pomdgo the topographies
referred to as T1 and T2 hereafter. The topography T1, us€&hemel et al(2009, is
characterized by a valley length of 20 km, with= 1700 m,S, = 2640 m,S, = 5000 m,

Vi = 620 m (andyp = 10 km sincey varies between 0 and 20 km in the present paper)
(see Fig.1a). Defined by this set of parameters, the topography T1 cacobsidered as
an idealized representation of the Chamonix valley, lat@ighe French Alps. It is worth
noting that, since the valley depth varies along the valbdg ésee Fig.la), so does the
maximum value of the valley side slope for a givelocation. This maximum slope can be
calculated from Equatioristo 4, yielding Q5thy (y) /S, corresponding to a slope angle of
about 45at the valley end. In the following, the wortise slope of the topograplor, more
simply, the sloperefers to the slope of the valley side wall.

The topography T2 is used in Sebtto investigate the dependency of the IGW field on
the geometry of the valley. The key difference between tpedoaphies T1 and T2 is that
the maximum slope angle for the topography T2 is approxipatenstant, at a value of
about 30, along the valley axis over a distance greater than half @fvdiley length. The
valley length and the paramete®g andVy are the same as for the topography T1 but the
sloping sidewall width along and the valley depth are set$p = 1200 m and4 = 1000 m,
respectively.

2.3 Model setup

The model is run for a 3-hour nocturnal situation startin@2@0 UTC (corresponding to
timet = 0) in winter at the latitude of the Chamonix valley. No katibd#ow is prescribed
at the initial time. For a deep valley under stable condgjas is the case here, the valley
atmosphere is often decoupled from the air above the vadleg {or instanc&Vhiteman
2000, and so no synoptic forcing was prescribed as well. Thecigidield is thus set to
zero in the numerical domain at the initial time.

2.3.1 The initial stratification

The initial buoyancy frequenadyl is set to a constant value, and so the initial vertical gradi-
ent of potential temperatud/dz = (6p/g) N? is constant (i.e., the potential temperature
increases linearly with height). The value of the refergmontial temperaturé is set to
that of the initial near-surface potential temperaturdatvalley floor, namely 271 K. (The
near-surface temperature is the temperature of the fidtpgrint in the atmosphere above
the ground.) Note that, in the study Bhemel et al(2009), the initial buoyancy frequency
profile was derived from measurements in the Riviera valimated in the Swiss Alps, and
varied with height. The constant value fused in the present work will allow for a sen-
sivity study of the influence of the background stratificatigpon the IGW dynamics, by
varying the initial value oN from 0.91x 1072 to 2.33x 102 rad s1, corresponding to
an initial stratificationd®/dzranging from 23 to 15 K knt! (see Tablel). This range of
values covers most stable situations encountered in a/\atiieosphere.

2.3.2 The initial ground surface temperature and subsegeesiution

The temperature of the ground surfaggnamely, the skin-surface temperature) is initial-
ized with an offset from the temperature of the near-suréace,. The offsetls — T, is set
to either zero or -3 K depending on the simulation (see Tapl&he deep soil temperature
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Characterization of oscillatory motions in the stable atrhese of a deep valley 5

T, is initialized in a similar way with an offsé, — T, of value either zero or -5 K depending
on the simulation (see Tablg. Note these conditions are imposed at the initial time only
and are therefore not a continuous forcing.

The change of the temperature of the two soil layers with fsrgoverned by a surface
energy budget taking into account the radiational coolirtg® surface from the emission of
longwave radiation. The time evolution of the ground swefeamperaturds half way down
the slope ay = 15 km for simulation S1 is displayed in Fig. Ts decreases by a few K per
hour (about 6 K h' during the first hour of the simulation and 1 — 2 Klhafterwards).
This rate of cooling is consistent with that derived fromsitu measurements at a field site
in Vermont, USA, reported biPeck(1996.

2.3.3 Boundary conditions

Open boundary conditions are used in the horizontal destiAn impermeability condi-
tion is imposed at the ground surface, namely, the veloditgmonent normal to the ground
is zero thereA Rayleigh sponge is introduced at the top of the domain ireotd absorb
upward propagating waves.

The surface roughness length is set th t, a value typical of cultivated areas. The
Monin-Obukhov surface layer scheme is coupled to the twerlaoil-vegetation model
developed byNoilhan and Plantofi1989 to provide surface forcing in terms of momentum,
heat and moisture fluxes.

2.4 Numerical parameters

The domain is discretized using 61103 grid points in the horizontal, with a horizontal grid
resolution of 200 m. The calculations are made on 140 vétéeals up to 7000 m. The grid
mesh is stretched along the vertical to accommodate a higicaleresolution close to the
ground surface, of 5 m below 100 m and then gradually incngasith height to reach 98 m
at the top of the domain. The time step i29s.

3 The katabatic and valley winds for simulation S1

In this section and the next one, we focus on simulation S4 Tablel) for which the initial
stratification is in the middle of the range of stratificaBaronsidered in our work.

3.1 The katabatic wind
3.1.1 General features of the katabatic wind

As is customary, we introduce a rotated coordinate syggem wheres is the coordinate
along the sloping surface, positive down the slope, aigl the coordinate normal to the
sloping surface, positive upwards. Note that the grid siaegthen-axis at a given location
along the slope is equal ®n = cogajec) dz wherea. is the angle of the slope at this
location. Sincedz = 5 m in the present study, far,. = 45° for instancedn ~ 3.5 m.

The velocity component along the sloping surface, denoyadk bis displayed in Fig3
as a function oh for y = 7 kmandt = 74 min at the location of maximum slope angle,
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equal here to Z(i.e., half way down the slope). The katabatic wind is distted in a layer
immediately above the slope, of depthalfout 30 my and reaches a maximum value of
2—3 m st atthe first grid point above the ground surface.@t 25 m in our calculation)
These featureare in agreemenwith in situ measurements of katabatic winds on steep
slopes (i.e., with a slope angle larger thart)l@ither on a single slope (e.gelmis and
Papadopoulos 1998Monti et al. 2002 or in a valley Gryning et al. 1985van Gorsel
et al. 2004. A return flow (of very small amplitude) is created above tlesvnslope flow
as a result of mass conservation. Slant observations ofasueturn flow are available (e.g.
Buettner and Thyer 196%s these require the katabatic wind to flow in a quiet envirent
and remain quasi-two-dimensional (that is, with no crdepeswind). Such a return flow has
also been observed in numerical simulations of katabatic {8kyllingstad 2003Catalano
and Cenedese 20110

3.1.2 Temporal oscillations of the katabatic wind

At a given location along the slope, the along-slope compbogthe windus varies with
time. This is attested in Figla whereus is plotted near the bottom of the slops un-
dergoes oscillations about a positive value of approxilmdié m s, with an apparently
well-defined period. These oscillations are present afigtbe slope. For an infinitely long
slope of constant angle and for a constant buoyancy frequendythe frequency of these
oscillations is given byNIcNider 1982

wx = Nsina. (5)

For a giveny location along the valley axigy varies along the slope, and so it is not
obvious which value should be used toin Equations. The frequency spectrum associated
with the time series afis displayed in Figda shows a dominant peak with a period of 10 min
(see Fig.4b). Using the value oN for simulation S1, Equatiob yields a value fora of
about 45, which corresponds to the maximum angle of the slope atlgsation. Hence,
the period of the oscillations would be set by the backgrostnatification and maximum
angle of the slope. We show below that this result also hada fore gentle slope.

In parts of the valley where the slope angle is smaller, th@gdef these oscillations
becomes longer, in agreement with Equaoit he frequency spectrum af at the same
location as Figda but fory = 7 km (i.e., at a location closer to the valley mouth), shows
a dominant peak for a period of 20 min (see Fg). For this period, Equatioh leads to
o = 21°, which is the maximum slope angle at tlydbcation.

Note that the frequency spectra displayed in Blgand Fig.4c show several peaks, the
magnitudes of which vary with distance down the slope. Itilsremarkable that the fluid
particle model developed byicNider (1982 for an infinitely long slope with constant slope
angle and a constant buoyancy frequency, predicts the dminpeak of these frequency
spectra.

The oscillations of the katabatic wind have been mainly cetein a shallow layer
immediately above the slopes, of depth 20 to 30 m. Havingtbait] oscillations have also
been detected in the return flow and have a frequency closatmwf the downslope flow
(not shown). This indicates that the return flow is tightlypted to the downslope flow.
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3.2 The valley wind

As a result of downslope flows filling the valley with cold dine valley atmosphere cools
faster than the plain atmosphere at the same altitude, pirgglhigher pressure in the valley
compared to the plain. This pressure gradient drives a d@iay flow from the valley to
the plain (see Figh). As the cold air flowing down the slopes accumulates ovecérdre
of the valley, the valley temperature inversion grows deegpel deeper. As the inversion
layer deepens, the layer of down-valley wind deepens. Adeaeen in Figb, the depth of
the inversion layer reaches that of the valley 45 min intosiheulation. After the period of
rapid growth of the valley inversion, the down-valley wineyails through the depth of the
fully developed inversion. It displays a minimum value of5-en st close to the ground, in
a 40 m deep layer occuring close to the mouth of the valley.

The above description of the wind and temperature struauodution in the valley
agrees well with observations and can be found in textboeks\(vhiteman 200D How-
ever, in our work, the establishment of the down-valley wisid bit more subtle. Because
the height of the plateaus and slope angle of the valley sitlewmcrease with distance from
the plain, the volume of air pouring down the slopes is laggeone moves toward the valley
end. This results in an along-valley pressure gradientchvaccelerates the flow.

4 The internal gravity wave field for simulation S1
4.1 Emission of the internal gravity wave field

Since the atmosphere is stably stratified, any non-horégerturbation varying in time
with a frequency component smaller tHdngenerates IGWs. As shown in Sektkatabatic
winds are unsteady, with a frequency spectrum containieguncy components smaller
thanN (e.g.ax), and so should emit an IGW field propagating away from thpesdo

Let us show that Coriolis effects do not affect the wave dyicanOnce emitted, the
wave dynamics can be assumed to be linear and, therefoisfy ghe dispersion relation.
Accounting for Coriolis effects, relatiorl) becomesaZ = N?cos @+ f2sir? ¢, which can
also be written agw,/N)2 = co @+ (f/N)2sir? ¢. For @ smaller tharvt/2, the second
term of this dispersion relation can be neglectetl/il < 1. In the present case~ 10~*
rad st andN = 1.47x 10 2 rad s* (so thatf /N ~ 0.007) implying that rotation effects
can be ignored. As discussed in classical textbooks I(gglthill 1978), in the absence
of rotation, the flow induced by plane IGWs is a parallel stfeaw, where the velocity is
normal to the wave vector and lies in the same vertical pldeace the angle of the velocity
vector with respect to the vertical is the anglén the dispersion relatiortj.

The emission of IGWSs by the unsteady katabatic winds istithisd in Fig.6b, in which
the vertical velocity component is displayed in a vertical cross section foe= 15 km and
t = 45 min. Since the generation of IGWs has just started (he.wave-induced velocity is
zero away from the slopes), the signature of the IGW field appas upward and downward
motions and resembles closed cells. The same feature wad fiothe numerical study by
Renfrew(2004) for the IGW field generated by an unsteady (deceleratintgdedic flow on
a slope-varying ice shelf (see Fig. 14 of this paper), an€atalano and Cenede&010
when analysing nocturnal conditions in a valley of constmpe. A remarkable feature of
this cell pattern is that the angle that the cell axis makels thie vertical is nearly constant
along the valley sidewalls, despite the varying slope anfe cell axis angle ig which
implies that the IGW frequency is constant fdrconstant (see the dispersion relatidy) (
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and independent of the slope angle. This important findirfgribier discussed in the next
sections. The maximum value of the wave-induced verticaloity is about 02 m s™1, that
is, one order of magnitude smaller than the vertical veyooftthe katabatic flows, which
emits the waves. (Indeed, using the relatios: (sina) us between the vertical and along-
slope components of the velocity, one finds,doe= 45° and from Fig.3, that the maximum
amplitude ofw is about 1.5 mst.)

Since the IGWs are generated by the katabatic flow, this flosdsi¢o become estab-
lished before the IGWs become apparent. For the conditibsisulation S1, about 20 min
are required before IGWs can be observed. The wave field fipsas at the bottom of the
slopes (see Figha), as also found birenfrew (2004 and Yu and Cai(2006. The latter
authors, who conducted a numerical study similar to th&erifrew(2004), focused on the
most likely origin of the IGW field, namely the vertical velocperturbation induced by
a hydraulic jump in the katabatic flow. This hydraulic jummaasult from the katabatic
flow encountering a cold pool at the bottom of the valley angy, strongly decelerating
as it reaches the foot of the slope. The possible occurenaehgtiraulic jump is usually
estimated by computing a Froude number associated withetfad&tic flow. Using the clas-
sical definition (e.gBall 1956 Fr = U /[(gA8/60)H], whereU is a typical velocity of the
katabatic flow andA 6 the potential temperature deficit across the katabatic Véper of
heightH, one findsFr ~ 2 — 3 for simulation S1. Thereforer > 1 for the katabatic flow
(andFr < 1 downstream of that flow) so that a hydraulic jump is likelyoeur. In the
present case, this hydraulic jump would be created by theblasit flow encountering the
flat valley floor.

Fig. 6 shows that a standing IGW pattern is created at the bottoimeofalley because
of the convergence of the katabatic flows originating fromstopes of each valley sidewall.
Finally, we note that the IGWs first form along the longest atetpest slopes (i.e, as one
moves toward the valley end) and, later in time, along shante shallower slopes as well
(see also Section 4.3 and Fig. 8a).

4.2 Frequency analysis of the internal gravity wave field

The purpose of this section is to show that a quasi-monocitioniGW field develops,
the frequency of whichw, is independent of the frequenay of the oscillations of the
katabatic flows. In the following, we therefore analyse hayy varies withy (i.e., along
the valley axis). The IGW frequenay,, is determined by the dominant peak of the vertical
velocity frequency spectrum computed at a location wellvabibe katabatic flows. Note
that, for an altitude lower than 500 m above the ground sarfaecause of the standing
IGW system that develops and of possible wave-wave interatno clear frequency can
be identified in the spectrum. Above 500 m by contrast, anyudé may be chosen to
compute this spectrum; indeed, since the wave field propagat homogeneous medium,
the wave frequency does not vary witlfas we checked it).

The frequency spectrum of the vertical velociywas computed foxk = —0.6 km at an
altitude ofz = 2200 m (i.e., above the height of the plateaus), for differaiues ofy
along the valley axis. We recall that the maximum slope anglée topographyamax in

a given vertical(x,z) plane varies withy, and so does the frequenax = Nsinamax of
the oscillations of the katabatic winds. The ratiog/N and w/N computed at thigx, z)
location are plotted versysin Fig 7a. The ratiow,,/N appears to be independentyoénd
therefore of the slope angle. Hence, the IGW frequency doeseaem to be imposed by the
frequencywy of the oscillations of the katabatic winds. More precisely,varies asCy, N,
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with Cy, in the range 0 — 095. A representative value 6, may be taken as itg—average
value, equal to B2.

Note also that, for steeper slopes, the valueapfare closer to that ofy becauseu
increases witlrmax so that the absence of relation betweanand wy is more difficult to
assess there.

4.3 Wavelength of the internal gravity wave field

One striking feature of the dispersion relatid is that only a time scale comes into play,
namely I/N, but no length scale. Nevertheless, IGWs usually develap avivell-defined
wavelength, which is imposed by an external length scalé [Eimgth scale may be fixed
by the geometry of the forcing, as for lee waves, or from disi@ms of the reservoir which
contains the IGWSs, as for seiches in lakes. In this sectienc@mpute the wavelengths of
the IGW field in all three directions and attempt to deterntiveeexternal length scale which
sets them.

The wavelength can be determined by plotting contours ofvéiréical velocity field
(or potential temperature field) in a time-space diagramso(atferred to as a Howvitler
diagram). For a monochromatic wave field(tax;) diagram provides the phase spesd
in directionx;, given by the slope of the contours, as well as the wave pé&kjoand the
wavelengthy; in that direction. We recall tha = A; /Ty, with Ty, = 271/ wy.

Wavelength along the valley axis

Contours of the vertical velocity field/ in a (t,y) diagram are plotted in Figa for x =
—0.6 km at a height of 800 m above the ground surface for the firghiB0of simulation.
The IGWs reach this height at about 40 min into the simulafidre slope of the contours,
equal to the phase speegd is infinite fory larger than about 7 km (i.e., within the valley).
Since the IGW periody, is finite, this implies that the wavelength along thelirection
is infinite for y larger than 7 km. Therefore, the IGW field may be assumed tanbe t
dimensional (i.e., the IGWSs propagate in {txez) plane) beyond this distance.

Fig. 8a also clearly shows that IGWSs are first emitted toward thieyand, along the
longest and steepest slopes (fdarger than about 15 km), the wave emission progressively
extending to the shallower slopes with time.

Wavelength along the vertical

Contours of the vertical velocity fieldv in a (t,z) diagram are plotted in Fig8b for

x = —0.6 km andy = 15 km for the first 80 min of simulation. As above, phase lines
are clearly visible, with a well defined slome in the upper part of the phase lines. The
value of this slope is equal te2.5 m s 1. The IGW periodTy, is given by the distance
along the horizontal axis between two maxima of verticabe#y; one findsT,, ~ 10 min,
consistent with the value afy, ~ 0.8N with N = 0.0147 rad s'. With A, = ¢, Ty, one
getsA; ~ 1300 m. Similar phase speed and period are found foryany7 km. Since the
maximum height of the surrounding plateaus along the vallagH is equal to 1700 m,
one may conclude that, is set by the valley depth.
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Wavelength along the cross-valley direction

The wavelength along the cross-valley directigris simply inferred from tagp = Ax/A;.
The relationw, ~ 0.8N yields ¢ ~ 37° (since co® = 0.8) so thatAx ~ 0.75A; ~ 1000
m. We note thaly is close to the width of the valley flooNZ = 1240 m for the topography
T1. As an alternate route to find the external length scalehvbontrols the wavelength,
one may conclude thay is fixed by the width of the valley flook, would then result from
the dispersion relatiorlj. However,Chemel et al(2009 found thatA, remains unchanged
when the width of the valley floor is doubled, the height of sierounding plateaus being
unchanged. Hence, the results suggest Ahas set by the valley depth\; imposing A«
through the dispersion relatioft)(with w, ~ 0.8N.

5 Sensitivity experiments

In the previous section, we found that the IGW frequengyis equal toC, N, with Cy

in the range O — 095, and is independent of the frequenwy of the oscillations of the

katabatic winds. The purpose of this section is to invegtigiae effects of the background
stratification of the atmosphere and valley geometry on ltaeacteristics of the IGW field.

We first show that the simulations used for the sensitivitpeginents can be run more
efficiently by slightly changing the initial condition inétsoil layers.

5.1 Influence of the initial ground surface temperature

In simulation S1, the initial temperature of the ground acefTs was the same as those of
the near-surface aif; and deep soil; (see Tablel). Our hypothesis is that, if, is lower
thanT, at the initial time, the katabatic flows should be establistaster, and so the IGWs
should develop more rapidly. In order to test this hypothesie initializedTs and T, in
simulation S1 such ag— T, = —3 KandT, — T, = —5 K (see simulation S5 in TabiB.

By doing so, the ground surface temperature cools fastdrsardoes the near-surface air
(not shown). As a result, the response of the atmosphere &uttfiace cooling is more rapid
in simulation S5 than in simulation S1 but is qualitativehg tsame. More precisely, Fi§.
shows that results of simulation S1 corresponds to thosenofigtion S5 but delayed by 20
min. To save computing time, all the simulations used forsiesitivity experiments were
performed with the same initialization of the ground suefand deep soil temperatures as
simulation S5 (see Tablb.

5.2 Influence of the background stratification

In order to investigate the effects of the background sication of the atmosphere, we
performed 8 simulations (simulations S2 to S9, see Taplwith different values of the
buoyancy frequency, ranging from3l x 102 to 2.33x 102 rad s1, corresponding to an
initial stratificationd@ /dzranging from 23 to 15 K knt L.

In agreement with the results of Set¢12, the IGW frequencyu,, is found to be indepen-
dent ony and therefore on the slope angle for every simulation. W# giexefore assume
that the IGW frequency is nearly constant algrend compute ity—averaged valu€ ),
for each value oN, at a given(x, z) location (as before, for = —0.6 km andz = 2200 m).
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The ratio(wy) /N is plotted in Fig.10for each value oN, in the simulations S2 to S9. Con-
sistent with Sect4.2, (wy) varies aCy N, with Cy, in the range 0 — 0.95. The figure also
shows that, is approximately constant and abou8 @or weak stratificationd0,/dz < 6

K km~1) and slightly decreases witk when the stratification becomes stronger.

5.3 Influence of the topography

Coincidentally, for the topography T1 used in simulatiorist8& S9, the maximum slope
angleamax is about 45at the valley end, and so Simax =~ 0.7, which is close to the ratio
ww/N =~ 0.8 found hitherto for the IGW field. In order to remove any doodcerning the
non dependence @fy/N on amax (and thus orwy), a simulation was performed with the
topography T2, for which the maximum slope angle is apprataty constant, at a value of
about 30 (see Seci2.2).

The characteristics of the IGW field are in line with the résof Sect4. The frequency
spectrum associated with the time seriesigtx = —1.2 km andy = 15 km at 125 m
above the ground surface (see Fida) shows that the katabatic winds undergo temporal
oscillations at a frequenayy, = 6.4 x 1073 rad s'1, giving w/N =~ 0.5 (namely sin 30).
The frequency spectrum associated with the time series atx = —1.2 km andy =
15 km at 4000 m above the ground surface (see Fli) exhibits a peak at frequency
wy = 11.8x 103 rad s%, giving wy/N ~ 0.8. Thus, we can conclude with no doubt that
the frequencyw, of the IGWs is distinct from that of the oscillations of thet&aatic winds
ox and that the ratieay/N is independent of the valley geometry.

6 Conclusions

The purpose of this work was to extend the studydhemel et al(2009 by investigating
the effects of the background stratification and valley getynon the characteristics of the
IGW field generated by katabatic winds in a deep valley. Fsrghrpose, a set of numerical
simulations, for a wide range of stratifications and slopgles) were run for 3 hours during
a winter night at mid-latitude and analysed.

The present study confirms that two oscillatory systemsijajadecoupled, coexist,
consisting of (i) along-slope temporal oscillations of Ka¢abatic winds and (ii) oscillations
associated with the IGW field emitted by the katabatic windsch propagates away from
the slopes. The frequency of the oscillations of the katalehds «w is found to be equal
to N times the sine of the maximum slope angle. The IGW frequengys found to be
independent ofr and about B N.

The novelty here is to analyse the generation of the IGW fipttithe variations of the
IGW frequency and wavelength in space, and as a functioneo$tifatification and valley
geometry.

The IGWs first form at the bottom of the slopes, as a result ofdzdulic jump in the
katabatic flow, and are then emitted all along the slope. BWS$ are generated along the
longest and steepest slopes (i.e, as one moves toward kg eatl) and, later in time, along
shorter and shallower slopes as well. The IGW field propageate plane perpendicular
to the valley axis and is therefore two-dimensional. Whatede location in the valley
atmosphere (away from the katabatic flow), its frequesagywaries asC,y N, with C, in the
range 07 — 0.95. The simulations used for the sensitivity experiments different values
of background stratification indicated that the ratig/N is constant and about®for weak
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stratification 6/dz< 6 K km~') and slightly decreases witN when the stratification
becomes stronger. The present analysis also showed thagtitheu, /N is independent of
the valley geometry and that the IGW wavelength is contdatig the valley depth.

The fact that the ratiauy/N varies in a narrow range of values around 0.8 may be
explained by the theoretical work ¥bisin et al.(201]) (see alsd/oisin (2007). This work
shows that the power of the IGWs radiated by an oscillatirtgesp or cylinder displays a
maximum value for an oscillating frequency close t8 R (the radiated power is the wave
energy averaged over the period of the oscillating soutigelet! by the period). When an
unsteady flow, such as a katabatic flow, is considered insttad oscillating sphere, one
may argue that this flow possesses a large range of freqeerei®ng them those with a
frequency close to.8 N are the most powerful at emitting IGWs, and therefore doteittze
IGW signal. Laboratory experiments of localized turbulemt a stably stratified fluid are
consistent with this result, reporting that the IGWs praiagt a fixed angle with respect
to the horizontal, of about 45e.g.Wu 1969 Cerasoli 1978Dohan and Sutherland 2003
Taylor and Sarkar 2007
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Tables

Table 1 Description of the simulationgs and T, are the temperature of the ground surface and the near-
surface air, respectively, anig is the deep soil temperaturls is the buoyancy frequency. All values are
initial values.

Simulation Ts— T, (K) T —Ta (K) dé/dz(K km~1) N (rad s1) Topography
S1 0 0 60 147 x 102 T1
S2 -3 -5 23 091 x 102 T1
S3 -3 -5 34 111 x 102 T1
s4 -3 -5 47 130 x 102 T1
S5 -3 -5 6.0 147 x 102 T1
S6 -3 -5 8.0 170 x 102 T1
S7 -3 -5 100 190 x 102 T1
S8 -3 -5 123 211 x 102 T1
S9 -3 -5 150 233 x 102 T1

S10 -3 -5 6.0 147 x 102 T2
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quency of the oscillations of the katabatic wiwgdto

N (blue dashed line) versuys(i.e., along the valley
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The blue dashed line in pl¢a) indicates the frequency of the oscillations of the katabaindswy calculated
using Equatiorb. The red dashed line in pl@b) indicates the IGW frequenay, ~ 0.8N
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