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Summary

Water properties are the subject of investigations in physics, chemistry, biology and different applied fields of natural science.

Liquid dosage forms, generally based on aqueous solutions, take an important role in drug administration e.g. as parenteral preparations, ophthalmic formulations or as oral solutions for children and elderly patients. A sufficient drug solubility in water is a prerequisite for orally administrated solid dosage forms such as tablets, capsules, etc. to show a sufficient bioavailability. The solubility of a drug is determined by intermolecular forces. While these can be reasonably well characterized in gaseous and solid material, no satisfying description has yet been found for liquids systems, especially for nonideal solutions. The presence of several types of intermolecular interactions let the water show rather a complex associated structure due to which it has a number of its abnormal properties.

In this work, the intermolecular forces in pure solvents and binary mixtures at 298.2K are investigated, using quasistatic low-frequency and AC high-frequency broadband (0.2-20 GHz) dielectric spectroscopy.

The results of this thesis are presented in two papers that have been accepted for publication in the International Journal of Pharmaceutics and a third one that has been submitted to the European Journal of Pharmaceutics and Biopharmaceutics. The results of the two first were presented at the 5th Central European Symposium on Pharmaceutical Technology and Biotechnology, Ljubljana 2003, and the results of the third paper will be presented at the 3rd International conference on Broadband Dielectric Spectroscopy and its Applications. Delft, August 2004, (see list of publications page iv).

The data were interpreted using for the low frequency measurements the modified Clausius-Mossotti-Debye equation according to Leuenberger and the Kirkwood-
Fröhlich equation. For the description of the dielectric relaxation in the high frequency range there are different mathematical models available which describe the relaxation behavior of a polar liquid. The most simple equation is the Debye equation, which will be described in the theory chapter. To fit the ε’, ε”-data in a best way it is also possible to use the Cole-Davidson distribution function or superposition of two Debye equations or superposition of the Debye function with the Cole-Davidson distribution function. It has to be kept in mind that the resulting relaxation times (τ) depend on the mathematical model applied. If the mean corrected R² coefficient does not differ significantly for the mathematical models used, it is not possible to make an unambiguous choice of model.

In the two previous papers (Stengele et al., 2001; Stengele et al., 2002) it was shown, that the Clausius-Mossotti-Debye equation for the quasi-static dielectric constant (ε) can be extended to liquids if the parameter Ei/E is introduced. Ei corresponds to the local mean field due to close molecule-molecule interactions after the application of an external electric field E. The present study is a continuation of the previous publications.

In the first paper a detailed study of the Ei/E parameter in the characterization process of polar liquids is performed. The relationship between the values of Ei/E and the total Hildebrand solubility parameter (δs) at room temperature, as well as the study of the correlation of Ei/E value with the partial Hansen solubility parameters (δh, δp) for polar liquids is analyzed.

In the second paper the percolation phenomena is detected in water/1,4-dioxane, methanol/1,4-dioxane and benzyalcohol/1,4-dioxane binary polar liquid mixtures by using broadband (0.2-20 GHz) dielectric spectroscopy and analyzing the modified Clausius-Mossotti-Debye equation and the relaxation behavior. As 1,4-dioxane has no intrinsic dipole moment but can form hydrogen bonds and is completely miscible with water, methanol and benzyalcohol, percolation phenomena can be observed which can be related to the relaxation behavior of the dipole moment of its polar co-solvent.

The third paper collects a wide study of percolation phenomena in DMSO-water binary mixtures.
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\( A \) area \([m^2]\) 
\( A^* \) apparatus specific constant of density meter 
\( B^* \) apparatus specific constant of density meter 
\( B \) susceptance, imaginary part of admittance \([S]\) 
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\( C_{\text{mut}} \) capacitance of material under test \([F]\) 
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\( D_{\mu\mu} \) density of the square of the dipole moment per molar volume \([D^2\text{molcm}^{-3}]\) 
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\( E_e \) external electric field \([Vm^{-1}]\) 
\( E_i \) internal electric field \([Vm^{-1}]\) 
\( E_L \) Lorenz-field 
\( E_{\text{local}} \) local electric field \([Vm^{-1}]\) 
\( E_{\text{sph}} \) electric field caused by induced dipoles outside the sphere, causing charges on the surface 
\( E_T, E_T(30) \) Dirmroth-Reichardt parameter \([Kcalmol^{-1}]\) 
\( E_T^N \) normalized values of the Dirmroth-Reichardt parameter 
\( G \) conductance \([S = \Omega^{-1}]\) 
\( g \) Kirkwood-Fröhlich correlation factor 
\( \Delta H \) molar vaporization enthalpy \([Jmol^{-1}]\) 
\( i \) imaginary unit \((-1)^{1/2}\) 
\( l \) weight factor of the relaxation time 
\( k \) Boltzmann constant = \(1.38 \cdot 10^{-23} [JK^{-1}]\) 
\( K \) cell constant \([m^{-1}]\) 
\( L \) inductance \([H]\)
\[ m \] slope of the linear regression \((E_i/E) = f(1/T)\)

b intercept of the linear regression \((E_i/E) = f(1/T)\)

\( M_r \) molecular weight [gmol\(^{-1}\)]

\( M_{r,m} \) molecular weight of the mixture [gmol\(^{-1}\)]

\( N \) number of molecules per volume [m\(^{-3}\)]

\( n \) refractive index

\( N_A \) Avogadro constant = \(6.02 \cdot 10^{23}\) [mol\(^{-1}\)]

\( P_{atm} \) atmospheric pressure [Torr]

\( P \) occupation probability

\( p_c \) percolation threshold

\( P \) polarization [Cm\(^{-2}\)]

\( P_M \) molar polarization [Cmol\(^{-1}\)]

\( Q \) total electric charge

\( q \) critical exponent

\( q \) charge

\( R \) resistance [\(\Omega\)]

\( R \) gas constant [8.314 Jmol\(^{-1}\)K\(^{-1}\)]

\( R^* \) resistance of the standard [\(\Omega\)]

\( r \) distance

\( S \) scale/ proportionality factor

\( \text{STDEV} \) standard deviation

\( T \) temperature [K]

\( T^* \) oscillation period of the sample-filled U-tube [s]

\( T \) transmittance

\( V_1 \) volume fraction of liquid 1

\( V_2 \) volume fraction of liquid 2

\( V_{A/V} \) volume fraction of A in A+B

\( V_m \) molar volume [m\(^3\)mol\(^{-1}\)]

\( V \) potential difference between the plates

\( X \) reactance, imaginary part of impedance [\(\Omega\)]

\( Y \) admittance, \( Y = G + iB \) [s]

\( Z \) impedance, \( Z = R + iX \) [\(\Omega\)]
Greek symbols

\(\alpha\) angle of incidence

\(\alpha\) polarizability [C m\(^2\)V\(^{-1}\)]

\(\beta\) Cole-Davidson parameter for asymmetric distribution of relaxation times

\(\beta\) angle of refraction

\(\Gamma\) reflection coefficient

\(\delta\) or \(\delta_t\) Hildebrand solubility parameter or total solubility parameter [(Jm\(^{-3}\))\(^{1/2}\)] [1 cal\(^{1/2}\)cm\(^{-3/2}\) = 2.0455 J\(^{1/2}\)cm\(^{-3/2}\)]

\(\delta_h\) hydrogen bonding contribution to the solubility parameter

\(\delta_p\) polar contribution to the solubility parameter

\(\delta_d\) dispersion contribution to the solubility parameter

\(\delta\) phase of admittance, dielectric loss angle; \(\tan \delta = \frac{\varepsilon''}{\varepsilon'}\)

\(\delta^+, \delta^-\) charges of the dipole

\(\varepsilon_{\text{exp}}\) experimentally obtained permittivity values

\(\varepsilon_{\text{lit}}\) permittivity values in literature

\(\varepsilon_m\) measured quasi-static dielectric constant for the mixtures

\(\varepsilon, \varepsilon_{\text{stat}}, \varepsilon_{\text{rel}}\) static permittivity; relative permittivity or dielectric constant

\(\varepsilon_0\) electric field constant in vacuo = 8.85410\(\cdot\)10\(^{-12}\) [C\(^2\)J\(^{-1}\)m\(^{-1}\)]

\(\varepsilon_\infty\) dielectric constant characteristic for induced polarisation, measured at a frequency low enough that both atomic and electronic polarisation are the same as in static electric field and high enough so that the permanent dipoles can no longer follow the field

\(\varepsilon^*\) complex permittivity

\(\varepsilon'\) real part of complex permittivity

\(\varepsilon''\) imaginary part of complex permittivity, loss factor

\(\mu\) permanent dipole moment [Cm]

\(\mu_g\) permanent dipole moment in the gas phase [Cm]

1 Debye = 3.33564\(\cdot\)10\(^{-30}\) Cm

\(\mu_i\) induced dipole moment [Cm]

\(\mu^*\) complex permeability

\(\nu\) frequency [s\(^{-1}\)]
\( \rho \) density \([\text{kgm}^{-3}]\) 
\( \rho_m \) density of the mixture \([\text{kgm}^{-3}]\) 
\( \sigma \) specific conductivity \([\text{Sm}^{-1}]\) 
\( \tau \) dielectric relaxation time \([\text{s}]\) 
\( \tau_0 \) main dielectric relaxation time \([\text{s}]\) 
\( \theta \) phase of impedance 
\( \omega \) angular frequency \([\text{s}^{-1}]\) 
\( \omega_{\text{res}} \) resonance frequency \([\text{s}^{-1}]\)
Chapter 1

1. Introduction

Water properties are the subject of investigations in physics, chemistry, biology and different applied fields of natural science.

Liquid dosage forms, generally based on aqueous solutions, take an important role in drug administration e.g. as parenteral preparations, ophthalmic formulations or as oral solutions for children and elderly patients. Intermolecular forces determine the solubility of a drug. While these can be reasonably well characterized in gaseous and solid material, no satisfying description has yet been found for liquids systems, especially for nonideal solutions. The presence of several types of intermolecular interactions let the water show rather a complex associated structure due to which it has a number of its abnormal properties.

In this work, the intermolecular forces in pure solvents and binary mixtures at 298.2K are investigated, using quasi-static low-frequency and AC high-frequency broadband (0.2-20 GHz) dielectric spectroscopy. Dielectric spectroscopy is an old experimental tool, which has vastly developed during the last two decades. It covers nowadays the extraordinary spectral range from $10^{-6}$ to $10^{12}$ Hz. This enables researchers to make sound contributions to contemporary problems in modern physics.

The data in this work were interpreted using for the low frequency measurements the modified Clausius-Mossotti-Debye equation according to Leuenberger and the Kirkwood-Fröhlich equation. For the description of the dielectric relaxation in the high frequency range there are different mathematical models available which describe the relaxation behaviour of a polar liquid. The most simple equation is the Debye equation
(see Fig. 1), which will be described in the chapter of theory. To fit the $\varepsilon', \varepsilon''$- data in a best way it is also possible to use the Cole-Davidson distribution function or superposition of the Debye function with the Cole-Davidson function. It has to be kept in mind that the resulting relaxation times ($\tau$) depend on the mathematical model applied. If the mean corrected $R^2$ coefficient does not differ significantly for the mathematical models used, it is not possible to make an unambiguous choice of model. The goal is to use the model with an adequate corrected $R^2$ and with the lower number of parameters to be adjusted.

In the two previous papers (Stengele et al., 2001; Stengele et al., 2002) it was shown, that the Clausius-Mossotti-Debye equation for the quasi-static dielectric constant ($\varepsilon$) can be extended to liquids if the parameter $E_i/E$ is introduced. $E_i$ corresponds to the local mean field due to close molecule-molecule interactions after the application of an external electric field $E$. The present study is a continuation of the previous publications.

In the first part a detailed study of the $E_i/E$ parameter in the characterization process of polar liquids is performed. The relationship between the values of $E_i/E$ and the total Hildebrand solubility parameter ($\delta_t$) at room temperature, as well as the study of the correlation of $E_i/E$ value with the partial Hansen solubility parameters ($\delta_h, \delta_p$) for polar liquids is analyzed.

In a second part the percolation phenomena is detected in water/1,4-dioxane, methanol/1,4-dioxane and benzylalcohol/1,4-dioxane binary polar liquid mixtures by
using broadband (0.2-20 GHz) dielectric spectroscopy and analyzing the modified Clausius-Mossotti-Debye equation and the relaxation behavior. As 1,4-dioxane has no intrinsic dipole moment but can form hydrogen bonds and is completely miscible with water, methanol and benzylalcohol, percolation phenomena can be observed which can be related to the relaxation behavior of the dipole moment of its polar co-solvent.

The third part collects a wide study of percolation phenomena in DMSO-water binary mixtures. It is demonstrated the important role of the $E_i/E$ parameter in the characterization of not only polar liquids able to form hydrogen bonds but also aprotic liquids being an easier measurable alternative parameter to describe the polarity of liquids. It is also demonstrated that the values of $E_i/E$ as a function of the components in the binary mixtures can be related to the viscosity changes, which are also related to percolation theory. Therefore, it is demonstrated that the $E_i/E$ parameter can be used to characterize aprotic liquids.

The results of this thesis are presented in three papers (see Sections 4.4, 4.5, and 4.6) that are printed in order of their chronological development. The two first papers have been accepted for publication in the International Journal of Pharmaceutics and the third paper has been submitted to the European Journal of Pharmaceutics and Biopharmaceutics. The results of the two first were presented at the 5th Central European Symposium on Pharmaceutical Technology and Biotechnology, Ljubljana 2003, and the results of the third paper will be presented at the 3rd International conference on Broadband Dielectric Spectroscopy and its Applications. Delft, August 2004, (see list of publications page iv). The articles were originally formatted in line with the preferences of the individual journals and then few changes were made to fit the papers in the concept of this basis.

1.1 References


Chapter 2

2. Theory

2.1 Water

If a single molecule were to be selected as the most important chemical entity of life, most people would agree that this is water.

Water has long been known to exhibit many physical properties that distinguish it from other small molecules of comparable mass. Chemists refer to these as the "anomalous" properties of water, but they are by no means mysterious; all are entirely predictable consequences of the way the size and nuclear charge of the oxygen atom conspire to distort the electronic charge clouds of the atoms of other elements when these are chemically bonded to the oxygen.

A covalent chemical bond consists of two atoms that share a pair of electrons between them. In the water molecule H₂O, the single electron of each H is shared with one of the six outer-shell electrons of the oxygen, leaving four electrons, which are organized into two non-bonding pairs. Thus, the oxygen atom is surrounded by four electron pairs that would ordinarily tend to arrange themselves as far from each other as possible in order to minimize repulsions between these clouds of negative charge. This would ordinarily result in a tetrahedral geometry in which the angle between electron pairs (and therefore the H-O-H bond angle) is 109°. However, because the two non-bonding pairs remain closer to the oxygen atom, these exert a stronger repulsion against the two covalent bonding pairs, effectively pushing the two hydrogen atoms closer together. The result is a distorted tetrahedral arrangement in which the H—O—H angle is 104.5°.
Figure 2.1 These two computer-generated images of the H$_2$O molecule come from calculations that model the electron distribution in molecules. The outer envelopes show the effective "surface" of the molecule (Lower, 2001).

The H$_2$O molecule is electrically neutral, but the positive and negative charges are not distributed uniformly. This is shown clearly in the two images above, and in Fig. 2.2. The electronic (negative) charge is concentrated at the oxygen end of the molecule, owing partly to the nonbonding electrons (solid blue circles), and to oxygen's high nuclear charge. This charge displacement constitutes an *electric dipole*, represented by the arrow at the bottom in Fig. 2.2 (A).

![Electric dipole of water](image1)

![Hydrogen bond between two water molecules](image2)

Figure 2.2 A) Electric dipole of water B) hydrogen bond between two water molecules (Lower, 2001).

Hydrogen bonds appear in substances where there is a hydrogen united covalently to very electronegative elements (e.g., F, CL, O and N), which is the case with water. The hydrogen bond can be either intermolecular (e.g., H$_2$O) or intramolecular (e.g., DNA). The leading role of hydrogen is due to its small size and its tendency to become positively polarized, specifically to the elevated density of the charge, which
accumulates on the mentioned compounds. In this way, hydrogen is capable, such as in the case of water, of being doubly bonded: on the one hand it is united covalently to an atom of oxygen belonging to its molecule and, on the other, it electrostatically attracts another atom of oxygen belonging to another molecule, so strengthening the attractions between molecules. In this way, each atom of oxygen of a molecule of water can take part in four links with four more molecules of water, two of these links being through the hydrogen atoms covalently united to it and the other two links through hydrogen bonds thanks to the two pairs of solitary electrons which it possesses.

Those solvents, which are capable of forming hydrogen bonds have a well known affinity for the solvents with a similar characteristic, which is the case of water. The formation of hydrogen bonds between solute molecules and those of solvents explains, for example, the good solubility in water of ammonia and of the short chain organic acids. Notice that the hydrogen bond (shown by the dashed blue line) is somewhat longer (117 pm) than the covalent O—H bond (99 pm) (see Fig. 2.2 (B)).

The hydrogen bonding is considerably weaker than the corresponding water bonds; it is so weak, that a given hydrogen bond cannot survive for more than a tiny fraction of a second.

2.1.1 Liquid and solid water

If we examine ice, we see that there are ten modifications of ice known (I_h, I_b, ..., I_X, I_c), but cooling water down to 273 K and below at atmospheric pressure, only the hexagonal form I_h is received. All polymorphic forms have in common that each oxygen atom is hydrogen bonding to four other oxygens. At absolute zero, the distance between neighbouring oxygen atoms in I_h is 2.74 Å and the angle O…H-O-H…O is the tetrahedral 109.47°.

This basic assembly repeats itself in three dimensions to build the ice crystal (see Fig. 2.3).
When ice melts to form **liquid water**, the uniform three-dimensional tetrahedral organization of the solid breaks down as thermal motions disrupt, distort, and occasionally break hydrogen bonds. The methods used to determine the positions of molecules in a solid do not work with liquids, so there is no unambiguous way of determining the detailed structure of water (see Fig. 2.4).

![Figure 2.3 The structure of ice \( \text{I}_b \) (Stillinger, 1982)](image)

**2.1.2 The anomalous properties of water**

The presence of hydrogen bonds together with the tetrahedric coordination of the molecule of water constitutes the key to explain its unusual properties.
Water is almost unique among the more than 15 million known chemical substances in that its solid form is less dense than the liquid. Fig. 2.5 shows how the volume of water varies with the temperature; the large increase (about 9%) on freezing shows why ice floats on water and why pipes burst when they freeze. The expansion between 4°C and 0°C is due to the formation of larger clusters. Above 4°C, thermal expansion sets in as thermal vibrations of the O—H bonds becomes more vigorous, tending to shove the molecules apart more.

The other widely-cited anomalous property of water is its high boiling point. As Fig. 2.6 shows, a molecule as light as H₂O "should" boil at around −90°C; that is, it should exist in the world as a gas rather than a liquid, if H-bonding were not present. Notice that H-bonding is also observed with fluorine and nitrogen (see Fig. 2.6).

![Figure 2.5 Volume of water as a function of the temperature (Lower, 2001).](image)
2.1.3 Water clusters, structured water and biowater

Since the 1930s, chemists have described water as an "associated" liquid, meaning that hydrogen-bonding attractions between H₂O create loosely-linked aggregates. Because the strength of a hydrogen bond is comparable to the average thermal energy at ordinary temperatures, these bonds are disrupted by thermal motions almost as quickly as they form. Theoretical studies have shown that certain specific cyclic arrangements ("clusters") of 3, 4, and 5 H₂O molecules are especially stable, as is a three-dimensional hexamer (6 molecules) that has a cage-like form. But even the most stable of these clusters will flicker out of existence after only about 10 picoseconds. It must be emphasized that no clustered unit or arrangement has ever been isolated or identified in pure liquid water (see Fig. 2.7).

2.1.3.1 So-called "structured water"

Water molecules interact strongly with non-hydrogen bonding species as well. A particularly strong interaction occurs when an ionic substance such as sodium chloride (ordinary salt) dissolves in water. Owing to its high polarity, the H₂O molecules closest to the dissolved ion are strongly attached to it, forming what is known as the primary
hydration shell. Positively-charged ions such as Na\(^+\) attract the negative (oxygen) ends of the H\(_2\)O molecules, as shown in Fig. 2.8. The ordered structure within the primary shell creates, through hydrogen-bonding, a region in which the surrounding waters are also somewhat ordered; this is the outer hydration shell, or cybotactic region.

![Figure 2.8 Organization of water molecules when an ionic substance such as sodium chloride (ordinary salt) is dissolved (Lower, 2001).](image)

2.1.3.2 Biowater

Water can hydrogen-bond not only to itself, but also to any other molecules that have -OH or -NH\(_2\) units hanging off of them. This includes simple molecules such as alcohols, surfaces such as glass, and macromolecules such as proteins. The biological activity of proteins (of which enzymes are an important subset) is critically dependent not only on their composition but also on the way these huge molecules are folded; this
folding involves hydrogen-bonded interactions with water, and also between different parts of the molecule itself. Anything that disrupts these intramolecular hydrogen bonds will denature the protein and destroy its biological activity. This is essentially what happens when you boil an egg; the bonds that hold the egg white protein in its compact folded arrangement break apart so that the molecules unfold into a tangled, insoluble mass which, be cannot be restored to their original forms. Note that hydrogen-bonding need not always involve water; thus the two parts of the DNA double helix are held together by H—N—H hydrogen bonds.

It is now known that the intracellular water very close to any membrane or organelle (sometimes called vicinal water) is organized very differently from bulk water, and that this structured water plays a significant role in governing the shape (and thus biological activity) of large folded biopolymers. It is important to bear in mind, however, that the structure of the water in these regions is imposed solely by the geometry of the surrounding hydrogen bonding sites.

![Figure 2. 9 This picture, taken from the work of William Royer Jr. of the U. Mass. Medical School, shows the water structure (small green circles) that exists in the space between the two halves of a kind of dimeric hemoglobin. The thin dotted lines represent hydrogen bonds. Owing to the geometry of the hydrogen-bonding sites on the heme protein backbones, the H2O molecules within this region are highly ordered; the local water structure is stabilized by these hydrogen bonds, and the resulting water cluster in turn stabilizes this particular geometric form of the hemoglobin dimer.](image)

[Lower, 2001]

### 2.2 Dielectric spectroscopy as an analytical technique

Dielectric spectroscopy involves the study of response of material to an applied electric field. By appropriate interpretation of the data, it is possible to obtain structural information on a range of samples using this technique. While the use of dielectric
spectroscopy technique has previously been largely confined to the field of physics, the generality of dielectric behavior has led to the technique being used in more diverse fields such as colloid science, polymer science and, more recently, the pharmaceutical sciences.

Most pharmaceutical systems may be described as dielectrics, which for present purposes may be defined as materials, which contain dipoles. In principle, therefore, the majority of such materials may be studied using the technique. The use of the information obtained may be broadly divided into two categories. Firstly, dielectric data may be used as fingerprint with which to compare samples prepared under different conditions; this therefore has implications for the use of dielectric spectroscopy as a quality control. Secondly, each spectrum may be interpreted in terms of the structure and behavior of the sample, therefore leading to more specific information in the sample under study. Both approaches are useful and obviously require different levels of understanding regarding the theory behind the technique.

It is also useful to consider the type of information that may be obtained from the spectra. Techniques can be very broadly divided into those which examine molecular structure (e.g. IR, NMR) and those, which examine the physical arrangement and behavior of molecules within structures (e.g. rheological measurements, DSC). Dielectric spectroscopy tends towards the latter category, although information on molecular structure may also be gained.

As with any technique, there are associated advantages and disadvantages. One of the advantages is that the sample preparation is generally very simple. For example, low frequency measurements may be made via the application of two electrodes to the sample, either by attachment or immersion. Samples with a range of sizes and shapes may therefore be studied; solid compacts, powers, gels or liquids may be easily measured. In the present work pure liquids and binary liquid mixtures will be the object of our study. Further more, in most cases the technique is non-invasive, as the voltages used are small. Finally, the method and conditions of measurement may be varied. For example, the sample may be examined under a range of temperatures, humidities, pressures etc. The principal disadvantages of the technique with respect to pharmaceutical uses are firstly that not all samples may be usefully analyzed, a fault
which is common to all analytical methods. The second disadvantage lies with the general inaccessibility of the dielectrics literature to pharmaceutical sciences. This has arisen largely for historical reasons, as most of the dielectric literature has been written on the (hitherto) reasonable assumption that any reader interested in the subject will already have a prior knowledge of dielectrics (or at least physics).

[Craig, 1995]

2.3 Properties of isolating material in electric fields

2.3.1 Permanent and induced electric dipole moments

A polar molecule is a molecule with a permanent electric dipole moment that arises from the partial change on atoms linked by polar bonds. Non-polar molecules may acquire a dipole moment in an electric field on account of the distortion the field causes in their electronic distributions and nuclear positions. Similarly, polar molecules may have their existing dipole moments modified by the applied field.

Permanent and induced dipole moments are important in chemistry through their role in intermolecular forces and in their contribution to the ability of a substance to act as a solvent for ionic solids. The latter ability stems from the fact that one end of a dipole may be coulombically attracted to an ion of opposite charge and hence contribute an exothermic to the enthalpy of solution.

The average electric dipole moment per unit volume of a sample is called its polarization (P).

The polarization of a fluid sample is zero in the absence of an applied field because the molecules adopt random orientations and the average dipole moment is zero. In the presence of a field the dipoles are partially aligned and there is an additional contribution from the dipole moment induced by the field. Hence, the polarization of a medium in the presence of an applied field is non-zero (see Fig. 2.10).
In the following we refer to the sample as a dielectric, by which we mean a polarizable, non-conducting medium.

### 2.3.2 Dielectric constant

The dielectric constant or permittivity of a material is a measure of the extent to which the electric charge distribution in the material can be distorted or “polarized” by the application of an electric field. The individual charges do not travel continuously for relatively large distances, as in the case in electrical conduction by transport. But there is nevertheless a flow of charge in the polarization process, for example, by the rotation of polar molecules, which tend to line up in the direction of the field.

The total electric charge \( Q \) of two parallel plates of a condenser at equilibrium is proportional to the potential difference \( V \) between the plates. The capacitance \( C \) is the proportionality factor between these values.

\[
Q = C \times V
\]
The capacitance of a condenser depends on its geometry and the medium between the plates.

As a standard, the capacitance of a condenser in vacuum is used.

\[ C_0 = \frac{\varepsilon_0 \cdot A}{r} \]  

(2. 2)

- \( C_0 \) = capacitance of the condenser in vacuum
- \( \varepsilon_0 \) = electric field constant in vacuum = \( 8.854 \cdot 10^{-12} \) [C^2/Jm]
- \( A \) = surface area of each plate
- \( r \) = distance between parallel plates

The relationship between capacitance (C) in the dielectric to capacitance in vacuum (\( C_0 \)) is described as dielectric constant (\( \varepsilon_{\text{rel}} \)).

\[ \varepsilon_{\text{rel}} = \frac{C}{C_0} \]  

(2. 3)

The dielectric constant (\( \varepsilon_{\text{rel}} \)) is dimensionless, substance-specific and equals to one for vacuum according to its definition.

The electric charge of a dielectric in a condenser is polarized by the electric field. The electric field causes the charges to shift in the direction of the field. When the applied field changes direction periodically, the permanent dipole moments reorientate and follow the field. The electric field can also induce dipole in a system, which is actually dipole-free.

The dielectric constant is dependent on the polarizability of the dielectric. As the polarizability increases, the dielectric constant increases with it.
The dielectric constant is also frequency dependent. Dielectric constant measured at low frequencies is called static permittivity, at high frequencies complex permittivity. Depending on the frequency, different polarization types of the dielectric can be observed.

![Figure 2.11](image)

**Figure 2.11** Frequency dependence of the molar polarization of permanent dipoles. (Shoemaker et al., 1989) where $P_M =$ molar polarization; $P_o =$ orientational polarization; $P_a =$ atomic polarization; $P_e =$ electronic polarization; $P_d =$ distortion polarization.

The total polarization is measured on static conditions (alternating current at low frequencies). The static electric constant is also called static permittivity ($\varepsilon_{\text{stat}}$) or relative permittivity ($\varepsilon_{\text{rel}}$).

$$\varepsilon = \varepsilon_{\text{rel}} = \varepsilon_{\text{stat}} = \frac{C}{C_0} \quad (2.4)$$

In this work, static dielectric constant ($\varepsilon_{\text{stat}}$) will be abbreviated as ($\varepsilon$).

[Alonso et al., 1992], [Shoemaker et al., 1989]
2.3.3 Background of dielectric response: The Clausius-Mossotti and Debye equations.

Pure pharmaceutical solvents, for example water and ethanol, are dielectrics, i.e. insulating materials. Every kind of insulation material consists at an atomic level of negative and positive charges balancing each other in microscopic as well as in more macroscopic scales. Macroscopically, some localized space charge may be present, but even then an overall charge neutrality exists.

As soon as the material is exposed to an electric field (as generated by a voltage across electrodes between which the dielectric is embedded), very different kinds of dipoles become excited even within atomic scales. A local charge imbalance is thus “induced” within the neutral species (atoms or molecules) as the “centers of gravity” for the equal amount of positive and negative charges, $\pm q$, become separated by a small distance ($d$), thus creating a dipole with a dipole moment, $\mu = q \cdot d$, which is related to the “local” or “microscopic” electric field ($E_{\text{Local}}$) acting in close vicinity of the species. Thus, the dipole moment can also be written as:

$$\mu = \alpha \cdot E_{\text{Local}}$$

(2.5)

where $\alpha =$ polarizability [$\text{Cm}^2\text{V}^{-1}$] of the species or material under consideration.

It is necessary to point out that $E_{\text{Local}}$ refers to the local field rather than the applied field. This distinction is drawn because the local field will be the vectorial sum of the applied field and the fields generated by the presence of the surrounding charges (i.e. the other dipoles). The question then arises as to how the local field may be related to the applied electric field. One of the earliest approaches involves the general relationship between polarization and the applied electric field strength:

$$P = (\varepsilon - 1) \cdot \varepsilon_0 \cdot E_c$$

(2.6)
where \( P \) = polarization, dipole density [Cm\(^{-2}\)], \( \varepsilon \) = relative permittivity or dielectric constant and \( \varepsilon_0 \) = electric field constant in vacuum = 8.85410-12 [C\(^2\)J\(^{-1}\)m\(^{-1}\)]; \( E_e \) = external electric field, produced by the applied voltage

[Craig, 1995]

The local field was first calculated by Lorenz (1909) by considering all the electric fields influencing the molecule in the cavity:

\[
E_{\text{Local}} = E_i + E_e - E_{\text{sph}} \quad (2.7)
\]

\( E_{\text{Local}} \) = local electric field
\( E_i \) = internal electric field, caused by interactions with other induced dipole in the sphere.
\( E_e \) = external electric field, produced by the applied voltage.
\( E_{\text{sph}} \) = electric field caused by the induced dipoles outside the sphere, causing charges on the surface.

In an ideal gas, \( E_{\text{sph}} \) and \( E_i \) are zero. In liquids, neighboring molecules show a polarising effect leading to charges on the sphere’s boundary, resulting in

\[
E_{\text{sph}} = -\frac{P}{3 \cdot \varepsilon_0} \quad (2.8)
\]

By combining Eqs. (2.6), (2.7), and (2.8) we obtain for the local field:

\[
E_{\text{Local}} = E_i + E_e \cdot \left( \frac{\varepsilon + 2}{3} \right) \quad (2.9)
\]

If \( E_i = 0 \), \( E_{\text{Local}} \) is reduced to the Lorenz field \( (E_L) \):
According to Clausius and Mossotti we obtain for nonpolar molecules of constant polarizability the following relation:

\[ P = N \cdot \mu_i \]  \hspace{1cm} (2. 11)

Where \( P \) = polarization, dipole density \([\text{Cm}^{-2}]\); \( N \) = number of molecules per volume and \( \mu_i \) = induced dipole moment.

By combining Eq. (2.5) with (2.11) we get:

\[ P = N \cdot \mu_i = N \cdot \alpha \cdot E_{\text{Local}} \]  \hspace{1cm} (2. 12)

Combination of Eq. (2.6), (2.10) and (2.12) lead to the **Clausius-Mossotti equation for nonpolar molecules** (Eq. (2.13) and (2.14))

\[
\frac{(\varepsilon - 1)}{(\varepsilon + 2)} = \frac{N \cdot \alpha}{3 \cdot \varepsilon_0} \hspace{1cm} (2. 13)
\]

where \( N \frac{N_A}{V_M} = \frac{N_A \cdot \rho}{M_r} \) is the number of polarisable molecules per unit volume.

Therefore, the Eq. (2.13) can be defined as molar polarization \( P_M \) (Eq. (2.14))

\[
P_M = \frac{\varepsilon - 1}{\varepsilon + 2} \cdot \frac{M_r}{\rho} = \frac{N_A}{3 \cdot \varepsilon_0} \cdot \alpha \hspace{1cm} (2. 14)
\]

where \( P_M = \text{molar polarization} \ [\text{m}^3 \text{mol}^{-1}] \) and \( N_A = \text{Avogadro’s constant} = 6.023 \times 10^{23} \ [\text{mol}^{-1}] \)

[Clausius, 1879] [Lorenz, 1909] [Mossotti, 1847]
The Clausius-Mossotti equation was extended by Debye to polar molecules:

\[
\frac{\varepsilon - 1}{\varepsilon + 2} \frac{M_r}{\rho} = \frac{N_A}{3 \cdot \varepsilon_0} \left( \alpha + \frac{\mu_g^2}{3 \cdot k \cdot T} \right)
\]  

(2.15)

With \(\varepsilon\) = quasi-static relative dielectric constant; \(M_r\) = molecular weight; \(\rho\) = density; \(N_A\) = Avogadro number, 6.023x10\(^{23}\) (mol\(^{-1}\)); \(\varepsilon_0\) = electric field constant in the vacuum, \(8.854 \times 10^{-12}\) (C\(^2\) J\(^{-1}\) m\(^{-1}\)); \(\alpha\) = polarizability of the molecule (Cm\(^2\)V\(^{-1}\)); \(\mu_g\) = dipole moment in the state of an ideal gas (C m); \(k\) = Boltzmann’s constant, 1.38x10\(^{-23}\) (J K\(^{-1}\)); \(T\) = temperature (K).

The Debye equation (Eq. (2.15)) is only valid for gas under low pressure and highly diluted solutions of polar molecules in nonpolar solvents, as dipole-dipole interactions are neglected. Therefore, it is not valid for polar liquids but can be used to estimate quite accurately the dipole moment \(\mu_g\) of water in a highly diluted solution of water in 1,4-dioxane simulating an ideal gas state condition (Hedestrand, 1929).

[Debye, 1912][Böttcher, 1973]

2.3.4 The modified Clausius-Mossotti and Debye equation according to Leuenberger

The essential point of the original derivation of the Clausius-Mossotti-Debye equation consisted in the fact that the local mean field \(E_i\) being the result of short range Van der Waals interactions and of hydrogen bonding of neighbouring molecules was neglected. The introduction of the term \(E_i/E\) with \(E\) = applied external electric field leads to the following modification:

\[
\frac{\varepsilon - 1}{3 \cdot \varepsilon_i} \cdot \frac{M_r}{\rho} = \frac{N_A}{3 \cdot \varepsilon_0} \left( \alpha + \frac{\mu_g^2}{3 \cdot k \cdot T} \right)
\]  

(2.16)
Ei/E for binary mixtures was calculated according to the following Eq. (2.17).

\[
\frac{E_i}{E} = \frac{M_{r,m}}{3 \cdot \rho_m} \frac{\varepsilon_m - 1}{N_A \frac{V_1}{3 \cdot \varepsilon_0} \left[ \alpha_1 + \frac{\mu_{g,1}^2}{3 \cdot k \cdot T} \right] + \frac{V_2}{3 \cdot \varepsilon_0} \left[ \alpha_2 + \frac{\mu_{g,2}^2}{3 \cdot k \cdot T} \right]} - \frac{\varepsilon_m + 2}{3} \tag{2.17}
\]

where \( \rho_m \) = density of mixture; \( M_{r,m} \) = molecular weight of the mixture; \( \varepsilon_m \) = measured quasi-static relative dielectric constant for the mixture; \( V_1 \) = volume fraction of liquid 1; \( V_2 \) = volume fraction of liquid 2.

For calculating the respective contributions of the liquids, their volume contributions are considered. For the description of binary mixtures by means of percolation theory, the volume fractions are used, as they are more meaningful for the characterization of three-dimensional networks than molar fractions.

The **Clausius-Mossotti-Debye equation modified according to Leuenberger** (Stengele et al., 2001) (Eq. (2.16)) can be used to characterize polar liquids. In case of a highly polar liquid such as water the value of \( E_i/E \) is –21.0 at room temperature. The parameter \( E_i/E \) is temperature dependent and can be modeled as follows:

\[
\frac{E_i}{E} = -m_1 \left( \frac{1}{T} \right) + b \tag{2.18}
\]

Interestingly an empirical relationship between \( |m| \) and the Hildebrand solubility parameter (\( \delta \)) could be established (Stengele et al., 2001). This relationship has to be judged with caution as it is often neglected that \( \delta \) is temperature dependent. The values of \( \delta \) which are listed in tables such as in the book of Barton (Barton, 1991) are estimated values valid at room temperature. The slope \( |m| \) on the other hand is a temperature independent parameter. If the temperature \( T \) is kept constant, the parameter \( (|m|/T) \) is a constant, too, and the correlation between the Hildebrand solubility parameter (\( \delta \)) and \( (|m|/T) \) is still valid. One can expect that as a consequence the value
$E_i/E$ at room temperature may directly yield a good correlation with the total Hildebrand solubility parameter ($\delta_\text{t}$). Thus it should be possible to find an empirical relationship between the values of $E_i/E$ and the total Hildebrand solubility parameter ($\delta_\text{t}$) at room temperature. This evaluation will be part of the first publication as well as the study of the correlation of $E_i/E$ value with the partial Hanson solubility parameters and structural properties of the polar liquid.

[Stengele et al., 2001]

2.3.5 $g$-values obtained form the Kirkwood-Fröhlich Equation (Stengele et al., 2001)

Short-range interactions between dipoles are considered by the Kirkwood–Fröhlich Equation (Eq. (2.19)), which was introduced by Kirkwood (Kirkwood, 1939) and further developed by Fröhlich (Fröhlich, 1958).

$$\frac{(\varepsilon - \varepsilon_\infty)(2 \cdot \varepsilon + \varepsilon_\infty)}{\varepsilon \cdot (\varepsilon_\infty + 2)^2} = \frac{N_A}{9 \cdot \varepsilon_0 \cdot k \cdot T} \cdot \frac{\rho M_i^2}{\mu_i^2} \cdot g$$

(2.19)

Where $\varepsilon$, respectively $\varepsilon_\infty$ correspond to the is dielectric constant characteristic for induced polarization, measured at a frequency low enough that both atomic and electronic polarization are the same as in the static field respectively high enough so that the permanent dipoles can no longer follow the field; $g$ is the correlation factor.

The correlation factor $g$ was calculated following the Kirkwood-Fröhlich equation for binary mixtures (Hasted, 1973), using the volume fractions for calculations instead of molar fractions, so that the results are comparable to the values for $E_i/E$ (Section 2.3.4):

$$\frac{(\varepsilon_m - \varepsilon_{\text{v,m}}) (2 \cdot \varepsilon_m + \varepsilon_{\text{v,m}})}{\varepsilon_m (\varepsilon_{\text{v,m}} + 2)^2} = \frac{N_A}{9 \cdot \varepsilon_0 \cdot k \cdot T} \cdot \frac{\rho_m M_{r,m}}{\mu_{iq,1}^2 + \mu_{iq,2}^2} \cdot g$$

(2.20)

The correlation factor $g$ is a measure of intermolecular correlations, considering one dipole surrounded by its $z$ next neighbours.
\[ g = 1 + z \langle \cos \phi \rangle \]  

(2.21)

\( \langle \cos \phi \rangle \) is the average of the cosine of the angle between the two neighboring molecules i and j.

So we find for a parallel alignment of molecules, i.e. \( \langle \cos \phi \rangle = 1, g > 1 \), and for an antiparallel alignment, i.e. \( \langle \cos \phi \rangle = -1, g < 1 \).

Values for the induced polarization \( \varepsilon_{\infty} \) are not easily gained through experiment. It may be replaced by the square of the refractive index \( n \), usually measured at \( \lambda = 598.3 \text{ nm} \) \( (n_0^2) \), making use of the Maxwell relation: \( \varepsilon_{\infty} = n^2 \).

[Fröhlich, 1958] [Kirkwood, 1939]

The Kirkwood–Fröhlich Equation (Eq. (2.19)) is only valid for polar molecules. The value of \( g \) is ambiguous, as \( g=1 \) stands either for an ideal disorder or equal amounts of parallel and antiparallel aligned molecules outweighing each other.

2.3.6 Broadband dielectric spectroscopy

The broad-band dielectric spectroscopy measures as direct data the complex dielectric permittivity \( (\varepsilon^*) \) consisting of the real part \( (\varepsilon') \) and the imaginary part \( (\varepsilon'') \). There are different mathematical models available which describe the relaxation behaviour of a polar liquid. The most simple equation is the Debye equation, which will be described in the next section. To fit the \( \varepsilon', \varepsilon'' \)-data in a best way it is also possible to use the Cole-Davidson distribution function or superposition of the Debye function with the Cole-Davidson function.

It is evident to check first whether the application of the Debye equation may be sufficient in order to avoid a distribution with the additional parameter \( \beta \). Thus, before
using a more complex distribution, which is just “descriptive” it is favorable to analyze 1) the superposition of two Debye-equations 2) to model the relaxation behavior with the Cole-Davidson distribution function and 3) whether a superposition of the Debye-equation with the Cole-Davidson distribution function describes satisfactory the relaxation behavior for the binary mixtures.

It has to be kept in mind that the resulting relaxation times (τ) depend on the mathematical model applied. If the mean corrected R² coefficient does not differ significantly for the mathematical models used, it is not possible to make an unambiguous choice of model.

2.3.6.1 The Debye equation for the complex dielectric permittivity (ε*).

The Debye equation describes the behavior of the frequency (ω) dependence of the complex dielectric permittivity ε* = ε', ε'':

$$\varepsilon^*(\omega) = \varepsilon_\infty + \frac{\varepsilon - \varepsilon_\infty}{1 + i\omega \tau}$$  

(2.22)

With ε* = complex permittivity, ε = quasi-static dielectric permittivity (dielectric constant at ca. zero frequency) and ε_∞ = dielectric permittivity for induced polarization, measured at a frequency low enough that both atomic and electronic polarization are the same as in the static field and high enough so that the permanent dipoles can no longer follow the field (ω → ∞), τ = characteristic relaxation time [s⁻¹]. ω = angular frequency [s⁻¹] and i = imaginary unit = (-1)¹/².

Eq. (2.22) can be split for the real (ε') and imaginary part (ε'') of the complex permittivity:
\[ \varepsilon'(\omega) = \varepsilon_n + (\varepsilon - \varepsilon_n) \frac{1}{1 + \omega^2 \tau^2}, \]  

(2.23)

and

\[ \varepsilon''(\omega) = (\varepsilon - \varepsilon_n) \frac{\omega \tau}{1 + \omega^2 \tau^2}. \]  

(2.24)

Eqs. (2.23) and (2.24) can be interpreted as follows: At low frequencies the dipole moment of the polar molecules, i.e. the molecule, orients in the applied electric field. Thus the real part (\(\varepsilon'\)) is approximately constant and the imaginary part (\(\varepsilon''\)) is close to zero. At a specific \(\omega_{res}\) the imaginary part (\(\varepsilon''\)) assumes a maximum value which corresponds to a maximal energy absorption. At higher frequencies the dipole can no longer follow the directions of the external applied field. Thus \(\varepsilon'\) and \(\varepsilon''\) assume rather low values (see Fig. 2.12).

Figure 2.12 Dielectric permittivity of a polar substance as a function of frequency (after Decareau et al., 1985)

A single relaxation time (\(\tau\)) is an exception. One has to imagine that all dipoles relax “in phase”, i.e. in a cooperative way i.e. highly synchronized. In fact one has to assume that long-range forces must exist to achieve a high order of its dynamical behavior. In a less organized system more than one relaxation time exists. It may be assumed that the addition of a certain volume percentage of 1,4-dioxane to water may only slightly
modify the water structure, giving rise to more than one single relaxation time. Thus, the case for two relaxation times can be modeled as follows:

\[
\varepsilon^*(\omega) = \varepsilon_\infty + (\varepsilon - \varepsilon_\infty) \left( \frac{l_1}{1 + i\omega \tau_1} + \frac{l_2}{1 + i\omega \tau_2} \right)
\]  

(2.25)

with relaxation times \(\tau_1, \tau_2\) and corresponding weights \(l_1, l_2\) being \(l_1 + l_2 = 1\). The following equations and the Cole-Davidson equation represent distribution functions describing a more chaotic behavior of the relaxation process.

2.3.6.2 The Cole-Davidson relaxation behavior and its superposition with the Debye equation

The Cole-Davidson relaxation behavior can be described as follows, taking into account the real and imaginary part:

\[
\varepsilon'(\omega) = \varepsilon_\infty + (\varepsilon - \varepsilon_\infty) \cos \phi \cos \beta \phi, 
\]

(2.26)

\[
\varepsilon''(\omega) = (\varepsilon - \varepsilon_\infty) \sin \beta \phi, 
\]

(2.27)

with \(\phi = \arctan(\omega \tau_0)\).

(2.28)

In case of \(\beta=1\) the Cole-Davidson equation is identical with the Debye-equation (Eq. (2.22)).

It is evident to check first whether the application of the Debye equation may be sufficient in order to avoid a distribution with the additional parameter \(\beta\). Thus before using a more complex distribution, which is just “descriptive” it is favorable to analyze
1) the superposition of two Debye-equations 2) to model the relaxation behavior with
the Cole-Davidson distribution function and 3) whether a superposition of the Debye-
equation with the Cole-Davidson distribution function (Eqs. (2.29), (2.30)) describes
satisfactory the relaxation behavior for the binary mixtures:

$$\varepsilon'(\omega) = \varepsilon_\infty + (\varepsilon - \varepsilon_\infty) \left[ l_1 \left( \frac{1}{1 + \omega^2 \tau_1^2} \right) + l_2 \left( (\cos \phi)^\beta \cos \beta \phi \right) \right]$$  \hspace{1cm} (2.29)

$$\varepsilon''(\omega) = (\varepsilon - \varepsilon_\infty) \left[ l_1 \left( \frac{\omega \tau_1}{1 + \omega^2 \tau_1^2} \right) + l_2 \left( (\cos \phi)^\beta \sin \beta \phi \right) \right]$$  \hspace{1cm} (2.30)

With with $\phi = \arctan (\omega \tau_0)$, and $l_1 + l_2 = 1$.

### 2.4 Solubility parameters: Theory and Application

Solubility parameters provide an easy numerical method of rapidly predicting the extent
of interaction between materials, particularly liquids and polymers. They are useful in
ensuring the suitability of polymers for practical applications and in formulating blends
of solvents for particular purposes.

#### 2.4.1 The Hildebrand Solubility Parameter

The solubility parameter is a numerical value that indicates the relative solvency
behavior of a specific solvent. It is derived from the **cohesive energy density** of the
solvent, which in turn is derived from the **heat of vaporization**. What this means will
be clarified when we understand the relationship between vaporization, Van der Waals
forces, and solubility.

VAPORIZATION
When a liquid is heated to its boiling point, energy (in the form of heat) is added to the liquid, resulting in an increase in the temperature of the liquid. Once the liquid reaches its boiling point, however, the further addition of heat does not cause a further increase in temperature. The energy that is added is entirely used to separate the molecules of the liquid and boil them away into a gas. Only when the liquid has been completely vaporized will the temperature of the system again begin to rise. If we measure the amount of energy (in calories) that was added from the onset of boiling to the point when all the liquid has boiled away, we will have a direct indication of the amount of energy required to separate the liquid into a gas, and thus the amount of Van der Waals forces that held the molecules of the liquid together.

It is important to note that we are not interested here with the temperature at which the liquid begins to boil, but the amount of heat that has to be added to separate the molecules. A liquid with a low boiling point may require considerable energy to vaporize, while a liquid with a higher boiling point may vaporize quite readily, or vise versa. What is important is the energy required to vaporize the liquid, called the heat of vaporization. (Regardless of the temperature at which boiling begins, the liquid that vaporizes readily has less intermolecular stickiness than the liquid that requires considerable addition of heat to vaporize.)

COHESIVE ENERGY DENSITY

From the heat of vaporization, in calories per cubic centimetre of liquid, we can derive the cohesive energy density (c) by the following expression

\[ c = \frac{\Delta H - R \cdot T}{V_m} \]  

(2.31)

where:

c = cohesive energy density, \( \Delta H \) = heat of vaporization, \( R \) = gas constant, \( T \) = temperature, \( V_m \) = molar volume
In other words, the cohesive energy density of a liquid is a numerical value that indicates the energy of vaporization in calories per cubic centimetre, and is a direct reflection of the degree of Van der Waals forces holding the molecules of the liquid together.

Interestingly, this correlation between vaporization and Van der Waals forces also translates into a correlation between vaporization and solubility behavior. This is because the same intermolecular attractive forces have to be overcome to vaporize a liquid as to dissolve it. This can be understood by considering what happens when two liquids are mixed: the molecules of each liquid are physically separated by the molecules of the other liquid, similar to the separations that happen during vaporization. The same intermolecular Van der Waals forces must be overcome in both cases.

Since the solubility of two materials is only possible when their intermolecular attractive forces are similar, one might also expect that materials with similar cohesive energy density values would be miscible. This is in fact what happens.

SOLUBILITY PARAMETER

In 1936 Joel H. Hildebrand (who laid the foundation for solubility theory in his classic work on the solubility of nonelectrolytes in 1916) proposed the square root of the cohesive energy density as a numerical value indicating the solvency behavior of a specific solvent.

$$\delta = \sqrt{c} = \left[ \frac{\Delta H - R \cdot T}{V_m} \right]^{\frac{1}{2}} \quad (2.32)$$

It was not until the third edition of his book in 1950 that the term "solubility parameter" was proposed for this value and the quantity represented by a delta ($\delta$).
Subsequent authors have proposed that the term **hildebrands** be adopted for solubility parameter units, in order to recognize the tremendous contribution that Dr. Hildebrand has made to solubility theory.

The SI unit for expressing pressure is the pascal, and SI Hildebrand solubility parameters are expressed in square root of mega-pascals (1 mega-pascal or mpa=1 million pascals). Conveniently, SI parameters are about twice the value of standard parameters:

\[
\delta'_{\text{cal}^{1/2}\text{cm}^{-3/2}} = 0.48888 \times \delta'_{\text{MPa}^{1/2}} \quad (2.33)
\]

\[
\delta'_{\text{MPa}^{1/2}} = 2.0455 \times \delta'_{\text{cal}^{1/2}\text{cm}^{-3/2}} \quad (2.34)
\]

[Burke, 1984]

### 2.4.2 Hansen parameter

Many attempts have been made to extend the solubility parameter approach to polar and hydrogen-bonding systems. The more successful approach proposed by **Hansen** (1967) and was the result of acknowledging that the cohesive energy density is the sum of intermolecular forces consisting of dispersion forces, polar forces involving permanent dipoles, and hydrogen bonding (Eq. (2.35)) with the values of each component being determined empirically on the basis of many experimental observations:

\[
\delta_i^2 = \delta_d^2 + \delta_p^2 + \delta_h^2 \quad (2.35)
\]

Each of these components can be represented in a three-dimensional solubility parameter (Fig. 2.13) where \(\delta_i\) is the one-dimensional solubility parameter.
Three dimensional solubility parameters have been the subject of much investigation, and tables of these solubility parameters, in particular for common solvents, are available (Beerbower and Dickey 1969; Hansen and Beerbower 1971; Hansen 1972; Barton 1983).

The parameter $E_i/E$ is temperature dependent and can be modeled as follows:

$$
\frac{E_i}{E} = -m\left(\frac{1}{T}\right) + b.
$$

Interestingly an empirical relationship between $|m|$ and the Hildebrand parameter ($\delta$) could be established $\delta = 2.4|m| + 20348$, $r^2=0.97$. According to Table 2.1, m-values range between 85.20 and –12173.86 (Stengele et al. 2001). This relationship has to be judged with caution as it is often neglected that $\delta$ is temperature dependent. The values of $\delta$ which are listed in tables such as in the book of Barton (Barton, 1991) are estimated values valid at room temperature. The slope $|m|$ on the other hand is a temperature independent parameter. If the temperature T is kept constant, the parameter $(|m|/T)$ is a constant, too, and the correlation between the Hildebrand solubility parameter ($\delta$) and $(|m|/T)$ is still valid. One can expect that as a
consequence the value \( E_i/E \) at room temperature may directly yield a good correlation with the total Hildebrand solubility parameter \( (\delta_t) \).

<table>
<thead>
<tr>
<th>Solvent</th>
<th>( (E_i/E) = m(1/T) + b ): squared correlation coefficient ( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benene</td>
<td>85.2, -0.33, 0.783</td>
</tr>
<tr>
<td>Benzyl Alcohol</td>
<td>-200.4, 1.52, 0.985</td>
</tr>
<tr>
<td>Chlorobenzene</td>
<td>-386.6, 0.49, 0.989</td>
</tr>
<tr>
<td>1,4-dioxane</td>
<td>-19.0, 0.23, 0.780</td>
</tr>
<tr>
<td>Ethanol</td>
<td>-2918.9, 7.34, 0.989</td>
</tr>
<tr>
<td>Glycerol</td>
<td>-5606.7, 10.28, 0.999</td>
</tr>
<tr>
<td>1,2-propanediol</td>
<td>-3670.9, 7.82, 0.999</td>
</tr>
<tr>
<td>1-propanol</td>
<td>-1770.5, 4.87, 0.993</td>
</tr>
<tr>
<td>Water</td>
<td>-121173.86, 20.21, 0.990</td>
</tr>
</tbody>
</table>

Table 2.1 The linear regression of \( (E_i/E) \) versus \( (1/T) \) (Stengele et al., 2001)

Thus, it should be possible to find an empirical relationship between the values of \( E_i/E \) and the total Hildebrand solubility parameter \( (\delta_t) \) at room temperature. This evaluation will be part of the first paper as well as the study of the correlation of \( E_i/E \) value with the partial Hanson solubility parameters and the Dimroth-Reichardt \( E_T(30) \) parameter and structural properties of the polar liquid.

### 2.5 Application of percolation theory to liquid binary mixtures

Percolation process were first developed by Flory (1941) and Stockmayer (1943) to describe how small branching molecules react and form very large macromolecules in the gelation process, however, the terminology of percolation was presented later by Broadbent and Hammersley (1957). It was not until late eighties that percolation theory found its way to the field of pharmaceutics (Leuenberger, 1987).

In the framework of this thesis, it is certainly impossible to provide a through introduction to the theory of percolation. For deeper understanding of percolation theory it is therefore recommendable to read basic textbooks on this subject as for example “Introduction of percolation theory” by Stauffer and Aharony (1985) and the PhD Thesis of Kuentz (1999).
It often happens that in order to define a concept, one first presents an example that illuminates the most important features of the problem at hand and then uses the insights gained in this way, to obtain a more formal definition.

This is the path we are going to follow in order to introduce percolation theory. The example we are going to present is inspired from (Stauffer, 1985). The first step is to consider a square lattice, like the one presented in Fig. 2.14. Intuitively it is clear what is the meaning of the word lattice. More formally one would say that we consider is a point lattice. Its definition is presented below.

A **point lattice** is an infinite array of discrete points with an arrangement and orientation that appears exactly the same, from whichever of the points the array is viewed.

One can see that the lattice we considered in Fig. 2.14 fulfils this condition. If we imagine the lattice to be infinitely extended in all directions, then all points are equivalent. In this case there is a certain freedom connected to what one could call the points or sites in the lattice. They could be either the squares determined by the gridlines or the points where these lines intersect. For this example we are going to assume the squares to be the relevant entities.

![Figure 2.14 Definition of percolation and its clusters: a) shows parts if a square lattice; in b) some squares are occupied with big dots; in c) the 'clusters', groups of neighbouring occupied squares, are encircled except when the 'cluster' consists of a single square (Stauffer, 1985).](image)
Let us assume that one places a mark in each of the squares determined by the grid lines with probability \( p \). One possible outcome of such an experiment is presented in Fig. 2.14 (C). One can observe the formation of clusters, which in the present situation are defined as groups of neighboring squares occupied by a dot. Therefore, a cluster can be defined as a group of nearest neighboring occupied sites. In the lattice above (Fig. 2.14 c), we have one cluster of size 3 and a cluster of size 2.

One can also observe that the result of the percolation depends on the probability with which each site is occupied. For a low probability a small number of the squares will be occupied. The result might look like the lattice in Fig. 2.15 (A). On the other hand if the probability to occupy one square is high then a big number of squares will be occupied. The result might look like the lattice in Fig. 2.15 (B). An important feature of the second case is the existence of a cluster that connects the top and bottom, left and right sides of the lattice. Such a cluster is called a percolating cluster and its presence represents a qualitative chance in the structure of the lattice from a disconnected state to a connected one. As we will see later, such a transition usually suggests an important transformation in the system that is modeled. Moreover, one could ask what is the smallest probability for which a percolating cluster appears and what is its structure?

![Figure 2.15 Percolation on a square lattice for two percolation probabilities: a) low probability; b) high probability.](image)

These are typical questions that one can investigate and answer in the framework of percolation theory. It is now an appropriate moment to give the definition that this example prepared.

**Percolation theory** studies the formation and structure of clusters in a large lattice whose sites or bonds are present with a certain probability.
The example we considered above has an important number of the characteristics of problems approached by percolation theory, but of course it is not the most general situation. The ultimate goal is to restate real life problems in the language of percolation theory, but in order to do such an analysis one needs to expand the model described above. One can easily imagine that percolation on a square lattice will prove fast enough its limitations. Thus the next step we will take is going to expand our model, by considering more general cases of percolation.

In the first place we are going to expand on a feature that we already noticed above. Given a lattice, the relevant entities for the percolation problem can be either the sites or the bonds between the sites. Thus the first distinction we can make is between site and bond percolation. As the name suggests the former considers the sites to be the relevant entities, which can be present with probability $p$, while for the latter the same role is played by the bonds between the sites. Fig. 2.16 presents an example for both site and bond percolation on a square lattice.

In the bond percolation problem, the bonds of the network are either occupied (i.e., they are open to flow, diffusion and reaction, they are microscopic conducting elements of a composite, etc.), randomly and independently of each other with probability $p$, or are vacant (i.e., they are closed to flow or current, or have been plugged, they are insulating elements of composite, etc.) with probability $1-p$. For a large network, this assignment is equivalent to removing a fraction $1-p$ of all bonds at random. Two sites are called connected if there exists at least one path between them consisting solely of occupied bonds. As we defined, a set of connected sites bounded by vacant bonds is called cluster. If the network is of very large extent and if $p$ is sufficiently small, the size of any connected cluster is small. But if $p$ is close to 1, the network should be entirely connected, apart from occasional small holes. At some well-defined value of $p$, there is a transition in the topological structure of the random network from a macroscopically disconnected structure to a connected one; this value is called the bond percolation threshold, $p_{cb}$. This is the largest fraction of occupied bonds below which there is no sample-spanning cluster of occupied bonds.
Similarly, in the **site percolation problem** sites of network are occupied with probability $p$ and vacant with probability $1-p$. Two nearest-neighbor sites are called connected if they are both occupied, and connected clusters on the network are again defined in the obvious way. There is a **site percolation threshold** $p_{cs}$ above which an infinite (sample-spanning) cluster of occupied sites spans the network.

![Site and bond percolation](image)

**Figure 2. 16 Site and bond percolation on a square lattice** Credit for the picture: [http://mathworld.wolfram.com/PercolationTheory.html](http://mathworld.wolfram.com/PercolationTheory.html), May 22, 2003

One can also consider the combined situation in which the sites are occupied with probability $p$ and the bonds between neighboring sites are open with probability $x$. This corresponds to site-bond percolation, for which an example is presented in Fig. 2.17. In this case we are interested in cluster of occupied sites connected by open bonds.

![Site-bond percolation](image)

**Figure 2. 17 Site-bond percolation on a square lattice**

[Stauffer, 1985]
Table 2.2 Site and bond percolation thresholds for different lattices (Sahimi, 1994)

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Site</th>
<th>Bond</th>
<th>Coordination number z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Honeycomb</td>
<td>0.6962</td>
<td>0.65271</td>
<td>3</td>
</tr>
<tr>
<td>Square</td>
<td>0.592746</td>
<td>0.50000</td>
<td>4</td>
</tr>
<tr>
<td>Triangular</td>
<td>0.500000</td>
<td>0.34729</td>
<td>6</td>
</tr>
<tr>
<td>Diamond</td>
<td>0.43</td>
<td>0.388</td>
<td>4</td>
</tr>
<tr>
<td>Simple cubic</td>
<td>0.3116</td>
<td>0.2488</td>
<td>6</td>
</tr>
<tr>
<td>BCC</td>
<td>0.246</td>
<td>0.1803</td>
<td>8</td>
</tr>
<tr>
<td>FCC</td>
<td>0.198</td>
<td>0.119</td>
<td>12</td>
</tr>
<tr>
<td>Bethe</td>
<td>1/(z - 1)</td>
<td>1/(z - 1)</td>
<td>z</td>
</tr>
</tbody>
</table>

It is also conceivable that percolation thresholds of an ideal system occupied by isometric particles depends on the lattice type, the type of percolation (bond or site) and on the dimension of the lattice (see Table 2.2). In an ideal system the lattice size is extremely large, i.e. infinite compared to the size of a unit lattice cell. Unfortunately, for most of the lattices the percolation thresholds ($p_c$) cannot be calculated in a straightforward way, but have to be estimated experimentally by computer simulation of such a lattice and its random occupation.

Close to the percolation threshold a property $X$ of the system follows the scaling law of the percolation theory. The following relationship expresses the scaling law:

$$X = S \left| p - p_c \right|^q$$

where $0 \leq p \leq 1$ \hspace{1cm} (2.36)

- $X$ = property studied
- $p$ = occupation probability
- $p_c$ = the percolation threshold
- $q$ = the critical exponent
- $S$ = scaling factor

The percolation threshold at $p = p_c$ gives the position of a phase transition where the system changes its behavior qualitatively for one peculiar value of a continuously varying parameter. In the percolation case, if $p$ increases smoothly from zero to unity,
then we have no percolating cluster for $p < p_c$ and (at least) one percolating cluster for $p > p_c$. Thus at $p = p_c$, and only there, for the first time an infinite cluster is formed.

[Stauffer, 1985], [Siegmund et al., 1999], [Sahimi, 1994], [Kirkpatrick, 1973]

Finally, one can leave the two dimensional world of plane lattices and consider lattices in three or even, in general, in $d$ dimensions.

Percolation theory is used in many fields. It can be applied to model forest fires or in the case of the oil industry it can be used as a key issue to predict the amount of oil that a well will produce. Percolation theory can be used in this case as a simple idealized model for the distribution of the oil or gas inside porous rocks or oil reservoirs.

Percolation theory has produced an important number of significant results and continues to be an active area of research. Even though it may not present the final solution to some of the problems it addresses, in conjunction with other techniques, it can offer at least a valid point from which further ideas can be advanced.

[Stauffer, 1985]

In case of a binary mixture between a polar and a nonpolar liquid it is of interest to apply the concepts of percolation theory (Stengele et al., 2002; Stauffer and Aharony, 1998). The binary mixtures of the polar liquids water, methanol and benzylalcohol with 1,4-dioxane are systems of choice in the second publication, as there is a full miscibility due to the formation of hydrogen bonds, despite the fact that the pure components have very different properties. Thus it should be possible to detect percolation phenomena, i.e. percolation thresholds ($p_c$).

Peyrelasse et al., 1988 studied the conductivity and permittivity of various water/AOT/oil systems (AOT = surfactant active agent = sodium bis(2-ethylhexyl) sulfosuccinate) being able to interpret the results according to the phenomenon of percolation. In a second step they studied the viscosity of those systems and they concluded that the shape of viscosity curves could also be interpreted, at least
qualitatively, in the framework of percolation theory. They also suggested that the phenomenon of percolation must be involved in other physical properties.

The aim of this thesis is to study the phenomenon of percolation in binary solvent mixtures trying to find a connection between different physical properties.
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Chapter 3

3. Materials and Methods

3.1 Materials

3.1.1 Solvents

For investigation the following solvents and solvent mixtures were chosen:

**Water/1,4-dioxane:** the measurement of these two very different substances allows us to investigate a nonpolar/polar mixture. 1,4-dioxane, a cyclic flexible diether, possesses through its symmetry no overall dipole moment, but it is miscible with water due to hydrogen bonding to the exposed oxygen atoms.

**Methanol/1,4-dioxane:** the measurement of these two very different substances allows us to investigate a nonpolar/polar mixture. 1,4-dioxane, a cyclic flexible diether, possesses through its symmetry no overall dipole moment, but it is miscible with methanol due to hydrogen bonding to the exposed oxygen atoms.

**Benylalcohol/1,4-dioxane:** the measurement of these two very different substances allows us to investigate a nonpolar/apolar (but able to form hydrogen bonds due to the OH-group) mixture. 1,4-dioxane, a cyclic flexible diether, possesses through its symmetry no overall dipole moment, but it is miscible with benzylalcohol which posses due to hydrogen bonding to the exposed oxygen atoms.

In order to know more about the influence of aprotic substances on water structure we investigated **DMSO/water, NMP/water, and acetone/water** binary mixtures. The pure
aprotic liquids: Sulpholane, acetonitrile, dimethylformamide, dimethylacetamide, methyl ethyl ketona, tetrahydrofuran and ethyl acetate were also investigated.

In order to know more about the influence of side chains and OH-groups, methanol/water, (compared with ethanol/water), diglycerol/water (compared with glycerol/water), and PEG200/water where investigated. PEG 300, PEG 400 and PEG 600 were also investigated.

All mixtures and pure liquids were investigated at room temperature.

The physical properties of these compounds are described below.
<table>
<thead>
<tr>
<th>Substance</th>
<th>Benzylalcohol</th>
<th>Ethanol</th>
<th>Diglycerol</th>
<th>Glycerol</th>
<th>Methanol</th>
<th>PEG200</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA registry number</td>
<td>100-51-6</td>
<td>64-17-5</td>
<td>59113-36-9</td>
<td>56-81-5</td>
<td>67-56-1</td>
<td>25322-68-3</td>
<td>7732-18-5</td>
</tr>
<tr>
<td>Molecular formula</td>
<td>C7H8O</td>
<td>C2H6O</td>
<td>C6H14O5</td>
<td>C3H8O3</td>
<td>CH4O</td>
<td>_</td>
<td>H2O</td>
</tr>
<tr>
<td>Molecular weight mw [g/mol]</td>
<td>108.10</td>
<td>46.07</td>
<td>166.20</td>
<td>92.10</td>
<td>32.04</td>
<td>190-210</td>
<td>18.02</td>
</tr>
<tr>
<td>Density ρ [kg/m³]</td>
<td>1.04127</td>
<td>0.78504</td>
<td>1.28000</td>
<td>1.25829</td>
<td>0.78664</td>
<td>1.12088</td>
<td>0.99705</td>
</tr>
<tr>
<td>Static permittivity ε</td>
<td>13.10</td>
<td>24.30</td>
<td>34.20</td>
<td>42.50</td>
<td>32.63</td>
<td>19.89</td>
<td>78.54</td>
</tr>
<tr>
<td>Dipole moment μGas [D]</td>
<td>1.71</td>
<td>1.69</td>
<td>3.18</td>
<td>2.60¹</td>
<td>1.70</td>
<td>3.28</td>
<td>1.85</td>
</tr>
<tr>
<td>Molecular polarizability α' [10⁻³⁰m³]</td>
<td>0.13</td>
<td>5.13</td>
<td>0.15</td>
<td>8.13</td>
<td>3.28</td>
<td>0.20</td>
<td>1.47</td>
</tr>
<tr>
<td>Hildebrand parameter δ / MPa⁰.⁵</td>
<td>23.80</td>
<td>26.50</td>
<td>_</td>
<td>36.10</td>
<td>29.60</td>
<td>_</td>
<td>47.80</td>
</tr>
</tbody>
</table>

Figure 3.1 Literature values of some physical properties of the measured solvents at 298.2 K [Barton, 1991], [CRC Handbook of Chemistry and Physics, 1997], [ChemDAT, 2001], [Fluka, 2001], [Merck Index, 1983], [Purohit et al., 1991].

¹ This value was reportedly gained through measurement on the pure liquid or in solution, it is therefore less reliable.
<table>
<thead>
<tr>
<th>Substance</th>
<th>Acetone</th>
<th>Acetonitile</th>
<th>Dimethylacetamide</th>
<th>Dimethylformamide</th>
<th>DMSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA registry number</td>
<td>67-64-1</td>
<td>75-05-8</td>
<td>127-19-5</td>
<td>68-12-2</td>
<td>67-68-5</td>
</tr>
<tr>
<td>Molecular formula</td>
<td>C₃H₆OC</td>
<td>C₂H₃NC</td>
<td>C₄H₉NO</td>
<td>C₃H₇NO</td>
<td>C₂H₆OS</td>
</tr>
<tr>
<td>Molecular weight mw [g/mol]</td>
<td>58.08</td>
<td>41.05</td>
<td>87.12</td>
<td>73.20</td>
<td>78.13</td>
</tr>
<tr>
<td>Density ρ [kg/m³]</td>
<td>0.791</td>
<td>0.782</td>
<td>0.942</td>
<td>0.94800</td>
<td>1.10000</td>
</tr>
<tr>
<td>Static permittivity ε</td>
<td>21.01</td>
<td>36.64</td>
<td>38.85</td>
<td>38.25</td>
<td>47.24</td>
</tr>
<tr>
<td>Dipole moment μ₆ [D]</td>
<td>2.88</td>
<td>3.93</td>
<td>3.70</td>
<td>3.73</td>
<td>3.96</td>
</tr>
<tr>
<td>Molecular polarizability α̃ [10⁻³⁸m³]</td>
<td>6.40</td>
<td>4.41</td>
<td>9.62</td>
<td>7.90</td>
<td>7.99</td>
</tr>
<tr>
<td>Hildebrand parameter δ / MPaₐ₅</td>
<td>20.00</td>
<td>24.40</td>
<td>22.70</td>
<td>24.80</td>
<td>26.70</td>
</tr>
</tbody>
</table>

Figure 3. 2 (continued) Literature values of some physical properties of the measured aprotic solvents at 298.2 K [Barton, 1991], [CRC Handbook of Chemistry and Physics, 1997], [ChemDAT, 2001], [Fluka, 2001], [Merck Index, 1983].
<table>
<thead>
<tr>
<th>Subst.</th>
<th>1,4-dioxane</th>
<th>Ethyl acetate</th>
<th>Methyl ethyl ketone</th>
<th>Methylpyrrolidone</th>
<th>Tetrahydrofuran</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA registry number</td>
<td>123-91-1</td>
<td>141-78-6</td>
<td>78-93-3</td>
<td>51013-18-4</td>
<td>109-99-9</td>
</tr>
<tr>
<td>Molecular formula</td>
<td>C₄H₈O₂</td>
<td>C₄H₈O₂</td>
<td>C₄H₈OC</td>
<td>C₄H₉NO</td>
<td>C₄H₈O</td>
</tr>
<tr>
<td>Molecular weight mw [g/mol]</td>
<td>88.11</td>
<td>88.00</td>
<td>72.11</td>
<td>99.13</td>
<td>72.11</td>
</tr>
<tr>
<td>Density ρ [kg/m³]</td>
<td>1.02797</td>
<td>0.90100</td>
<td>0.80490</td>
<td>1.03200</td>
<td>0.88700</td>
</tr>
<tr>
<td>Static permittivity ε</td>
<td>2.21</td>
<td>6.08</td>
<td>18.56</td>
<td>32.55</td>
<td>7.52</td>
</tr>
<tr>
<td>Dipole moment μCAS [D]</td>
<td>0.00</td>
<td>1.78</td>
<td>2.78</td>
<td>4.10</td>
<td>1.75</td>
</tr>
<tr>
<td>Molecular polarizability α' [10⁻²³ m³]</td>
<td>8.60</td>
<td>8.82</td>
<td>8.20</td>
<td>0.11</td>
<td>7.93</td>
</tr>
<tr>
<td>Hildebrand parameter δ / MPa^{0.5}</td>
<td>20.50</td>
<td>18.10</td>
<td>19.00</td>
<td>22.90</td>
<td>19.40</td>
</tr>
</tbody>
</table>

Figure 3. 3 (continued) Literature values of some physical properties of the measured aprotic solvents at 298.2 K [Barton, 1991], [CRC Handbook of Chemistry and Physics, 1997], [ChemDAT, 2001], [Fluka, 2001], [Merck Index, 1983].
The described substances were used of the following qualities:

**Dioxane puriss. p.a.**
Fluka Chemie GmbH CH-9471 Buchs
Article number 42512

**Benzylic alcohol puriss. p.a.**
Fluka Chemie GmbH CH-9471 Buchs
Article number 13160

**Dimethyl sulfoxide puriss. p.a.**
Fluka Chemie GmbH CH-9471 Buchs
Article number 41644

**Methanol pur**
Synopharm. Chemische Fabrik Schweizerhall. CH-4013 Basel
Article number 0171960

**1-Methyl-2-pyrrolidone puriss. p.a.**
Fluka Chemie GmbH CH-9471 Buchs
Article number 69118

**Diglycerol**
Solvay. Elektrolysespezialitäten GmbH. D-47495 Rheinberg
Article number 211-013-8

**Aceton PH.EUR.III**
Synopharm. Chemische Fabrik Schweizerhall. CH-4013 Basel
Article number 010 0095

**Polyethylenglykol 200**
Fluka Chemie GmbH CH-9471 Buchs
Article number 81150
Macrogolum 300 = Pheur.Polyethylenglykol 300
Hänseler A.G. 9101 Herisau
Article number 26-5640-0

Macrogolum 400 = Pheur.Polyethylenglykol 300
Hänseler A.G. 9101 Herisau
Article number 26-5700-2

Polyethylenglykol 600
Fluka Chemie GmbH CH-9471 Buchs
Article number 81180

Water, bidistilled
Freshly prepared by means of Büchi Fontavapor 285

3.1.2 Apparatus

The following apparatus were used for sample preparation and analysis:

**Abbé Refractometer**
A. Krüss Optronic GmbH D-22297 Hamburg
AR8; 30098

**Analytic Balance**
Mettler-Toledo AG CH-8606 Greifensee
AT 460 Delta Range; 1115330561

**Bidistilling Apparatus**
Büchi AG CH-9230 Flawil
Fontavapor 285; 499982

**Cylinder Condensator**
By courtesy of Ramsden PhD (Mechanische Werkstatt Biozentrum, Universität Basel)
Density Meter
Anton Paar AG A-8054 Graz
DMA 58;8

Digital Thermometer
Haake GmbH D-76227 Karlsruhe
DT 10; -
Pt. 100 platinum resistance thermometer

High-Temperature Dielectric Probe Kit
Agilent Technologies Inc. USA-Palo Alto CA 94304-1185
HP 85070B OPT 002;- 

Network Analyser
Agilent Technologies Inc. USA-Palo Alto CA 94304-1185
HP 8720D; US38111202

Precision LCR Meter
Agilent Technologies Inc. USA-Palo Alto CA 94304-1185
HP 4284A; 2940J01533

Thermostat
B. Braun Biotech International GmbH D-34209 Melsungen
Thermomix UB; 852 042/ 9; 9012 498
Frigomix U-1; 852 042/ 0; 8836 004

Test Fixture
Agilent Technologies Inc. USA-Palo Alto CA 94304-1185
HP 16047C;- 

Ultrasound Bath
Retsch GmbH & Co. D-42781 Haan
UR 1; 306072082
3.1.3 Computer Software

The following software were used for sample analysis:

**HP VEE**
Agilent Technologies Inc. USA-Palo Alto CA 94304-1185
Version 5.01

**HP 85070B Software Program**
Agilent Technologies Inc. USA-Palo Alto CA 94304-1185
Version B.01.05

The following software were used for data analysis:

**Excel**
Microsoft corp. USA-Redmond WA 98052-6399
Version 97 SR-2

**SYSTAT for Windows**
SPSS Inc. USA-Chicago IL 60606-6307
Version 7.0

3.2 Methods
3.2.1. Sample preparation

**Apparatus Analytic Balance**
Mettler-Toledo AG CH-8606 Greifensee
AT 460 Delta Range; 1115330561

**Vortex Mixer**
Scientific Industries Inc. USA-Bohemia NY 11716
G 560-E; 2-48666

**Preparation** Samples were prepared by weighing the necessary amounts of solvents/solutes into glass flasks.

The samples were then shaken vigorously for 15 seconds and then stirred for 1 minute using a Vortex mixer.

3.2.2. Measurement of static permittivity and conductivity

3.2.2.1. Measuring principle

The static permittivity and conductivity in this work are measured via the impedance and conductance, respectively, by means of a LCR Meter at a low ac frequency (\(\nu\)), so the measured permittivity corresponds to the dielectric constant measured in direct current (dc).

LCR meters (inductance (L), capacitance (C), and resistance (R)) measure the impedance of a material at specific frequencies. The impedance (Z) is defined as the total opposition a device or circuit offers to the flow of an alternating current at a given frequency (\(\nu\)). It is a complex expression
\[ Z = R + iX = |Z| e^{i\theta}, \quad (3.1) \]

\[ X = 2\pi \nu L \quad (3.2) \]

\[ Z \quad = \text{impedance} \quad [\Omega] \]
\[ R \quad = \text{resistance} \quad [\Omega] \]
\[ X \quad = \text{reactance} \quad [\Omega] \]
\[ \theta \quad = \text{phase of impedance} \]
\[ L \quad = \text{inductance} \quad [\text{H}] \]
\[ \nu \quad = \text{frequency} \]

The reciprocal of impedance is the admittance (Y)

\[ Y = G + iB = |G| e^{i\delta} = \frac{1}{Z} = \frac{1}{R + iX} \quad (3.3) \]

\[ B = 2\pi \nu C_{\text{MUT}}. \quad (3.4) \]

\[ Y \quad = \text{admittance} \quad [\text{S}] \]
\[ G \quad = \text{conductance} \quad [\text{S}] \]
\[ B \quad = \text{susceptance} \quad [\text{S}] \]
\[ \delta \quad = \text{phase of admittance, dielectric loss angle} \]
\[ C \quad = \text{capacitance} \quad [\text{F}] \]

The static permittivity \( \varepsilon \), for \( \nu \ll \nu_{\text{rel}} \) equals the real part of the permittivity

\[ \varepsilon' = \frac{C_{\text{MUT}}}{C_{\text{vacuum}}} \quad . \quad (3.5) \]

\[ \varepsilon' \quad = \text{real part of permittivity} \quad \varepsilon^* \]
$C_{MUT} =$ capacitance of material under test [F]
$C_{vacuum} =$ capacitance of vacuum [F]

In the present work, the measured $C_{air}$ is substituted for $C_{vacuum}$, the calculated values for $\varepsilon$ are corrected via a calibration curve (equation 3.10).

The tangent of $\delta$ is called the dielectric dissipation factor,

$$\tan \delta = \frac{G}{|B|} = \frac{G}{2\pi \nu C_{MUT}}.$$  \hspace{1cm} (3.6)

In a parallel circuit, the conductance ($G$) is reciprocal of the parallel resistance ($R_p$)

$$G = \frac{1}{R_p},$$  \hspace{1cm} (3.7)

and the specific conductivity ($\sigma$)

$$\sigma = K \times G,$$  \hspace{1cm} (3.8)

$K =$ cell constant [cm$^{-1}$]

For materials relaxing in the frequency range of the LCR meter (20 Hz – 1 MHz), the imaginary part $\varepsilon''$ of the permittivity $\varepsilon'$ can be calculated as following:

$$\varepsilon'' = \varepsilon' \cdot \tan \delta = \frac{1}{R_p \omega C_{vacuum}}.$$  \hspace{1cm} (3.9)

$$\omega = 2\pi \nu$$  \hspace{1cm} (3.10)

3.2.2.2. Apparatus and Measuring Procedure

**Apparatus**  Precision LCR Meter (Agilent Technologies Inc. HP 4284A; 2940J01533), Test Fixture (Agilent Technologies Inc. USA-Palo Alto CA 94304-1185 HP 16047C).

To the test fixture connected:
Cylinder Condensator (by courtesy of Ramsden PhD (Mechanische Werkstatt Biozentrum, Universität Basel)
inner electrode: diameter 12.92mm, height 9.85 mm
outer electrode: diameter 18.74 mm

To the cylinder condensator connected:
Thermostat (B. Braun Biotech International GmbH D-34209 Melsungen: Thermomix UB; 852 042/ 9; 9012 498/ Frigomix U-1; 852 042/ 0; 8836 004), allowing temperature control of ±0.1 K

The temperature of the cylinder condensator was checked by means of:
Digital Thermometer (Haake GmbH D-76227 Karlsruhe DT 10; -), Pt. 100 platinum resistance thermometer (±0.1 K)

For the measurement set-up used in this work the capacitance C and the conductance G are measured in a parallel circuit mode [Lehnert, 1992]. As test frequency 100 kHz was chosen, giving stable results and being \(10^3 – 10^5\) lower than the relaxation frequencies of the liquids measured in this work.

The measurements were made by means of a personal computer connected to the LCR Meter, using the software HP VEE 5.01 (Agilent Technologies Inc. USA-Palo Alto CA 94304-1185).

**Measuring procedure** The cylinder condensator is brought to the measuring temperature and filled with sample. 5 minutes after the required temperature is reached, the sample is measured 5 times, waiting for 1 minute after each measurement. Using the
before determined capacitance of the empty condensator and the calibration curve (equation 3.10), the static permittivity is calculated.

3.2.2.3. Accuracy and reproducibility of the measurement

**Accuracy** Due to the effects of boundary fields, the cylinder condensator is to be calibrated. The calibration is performed by measuring pure solvents of known static permittivities at 298.2 K.

Taking the geometry of the condensator into consideration, the calibration curve is

\[ \varepsilon_{\text{lit}} = 2.7394 \cdot \varepsilon_{\text{exp}} - 1.8031 \quad r^2=1.000. \quad (3.11) \]

<table>
<thead>
<tr>
<th>Solvent</th>
<th>( \varepsilon_{\text{exp}} )</th>
<th>( \varepsilon_{\text{lit}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-pentane</td>
<td>1.324</td>
<td>1.836</td>
</tr>
<tr>
<td>cyclohexane</td>
<td>1.379</td>
<td>2.015</td>
</tr>
<tr>
<td>tetrachloromethane</td>
<td>1.471</td>
<td>2.228</td>
</tr>
<tr>
<td>1,2-dichlorethane</td>
<td>4.438</td>
<td>10.360</td>
</tr>
<tr>
<td>1-propanol</td>
<td>8.093</td>
<td>20.100</td>
</tr>
<tr>
<td>methanol</td>
<td>12.482</td>
<td>32.630</td>
</tr>
<tr>
<td>water bidest.</td>
<td>29.340</td>
<td>78.540</td>
</tr>
</tbody>
</table>

Table 3.1: Literature and experimental static permittivities of pure solvents at 298.2 K

The correction of measured values by means of equation (3.11) leads to values for the dielectric constant of good accuracy (see Table 3.2) compared to literature values. In this work, \( \varepsilon \) will stand for experimental values corrected with equation (3.11).

**Reproducibility** The values for the static permittivity used in this work are based on three measurements per sample. The standard deviations are of the same order of magnitude as those for the nonpolar 1,4 dioxane and for the highly polar, hydrogen-

---

1 [Riddick et al., 1972], [CRC Handbook of Chemistry and Physics, 1997]
bonding water listed in Table 3.3. Therefore no further listing of standard deviations for the measured static permittivities is made.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\varepsilon_{\text{exp,corr}}$</th>
<th>$\varepsilon_{\text{lit}}$</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>benzene</td>
<td>2.30</td>
<td>2.27</td>
<td>1.21</td>
</tr>
<tr>
<td>n-butanol</td>
<td>17.82</td>
<td>17.51</td>
<td>1.74</td>
</tr>
<tr>
<td>glycerol</td>
<td>42.80</td>
<td>42.50</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 3.2 Accuracy of the corrected values for the static permittivities of pure solvents at 298.2 K.

<table>
<thead>
<tr>
<th>Temperature[K]</th>
<th>1,4 Dioxane</th>
<th>Water, bidistilled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\varepsilon$</td>
<td>rel. STDEV [%]</td>
</tr>
<tr>
<td>290.7</td>
<td>2.260</td>
<td>1.21</td>
</tr>
<tr>
<td>298.2</td>
<td>2.255</td>
<td>0.62</td>
</tr>
<tr>
<td>305.7</td>
<td>2.243</td>
<td>0.43</td>
</tr>
<tr>
<td>313.2</td>
<td>2.226</td>
<td>0.38</td>
</tr>
<tr>
<td>320.7</td>
<td>2.209</td>
<td>0.34</td>
</tr>
<tr>
<td>328.2</td>
<td>2.169</td>
<td>1.11</td>
</tr>
<tr>
<td>335.7</td>
<td>2.145</td>
<td>0.97</td>
</tr>
<tr>
<td>343.2</td>
<td>2.116</td>
<td>1.33</td>
</tr>
</tbody>
</table>

Table 3.3 Reproducibility of measurements of static permittivity (n=3)

3.2.3. Measurement of complex permittivity

3.2.3.1. Measuring principle

The measuring system consists of a dielectric probe connected to a network analyzer by means of a semi-rigid coaxial cable. An electromagnetic signal is generated by the network analyzer and transmitted into the material under test (MUT) via cable and probe. The signal is reflected by the MUT and its phase and amplitude are compared by the network analyzer to those of the incident e.m. wave.
Both phase and amplitude of the reflected e.m. wave are determined by the intrinsic impedance $Z$:

$$Z = \sqrt{\frac{\mu^*}{\varepsilon^*}} \quad (3.12)$$

$Z$ = intrinsic impedance [$\Omega$]  
$\mu^*$ = complex permeability  
interaction of a material with a magnetic field  
$\varepsilon^*$ = complex permittivity  
interaction of a material with an electric field

The reflection coefficient $\Gamma$ of MUT and line is defined as:

$$\Gamma = \frac{Z_{\text{MUT}} - Z_{\text{line}}}{Z_{\text{MUT}} + Z_{\text{line}}} \quad (3.13)$$

$\Gamma$ = reflection coefficient  
$Z_{\text{MUT}}$ = impedance of sample [$\Omega$]  
$Z_{\text{line}}$ = impedance of line [$\Omega$]

For calculating $\varepsilon'$ and $\varepsilon^*$ the $S_{11}$-parameter is used, the scattering parameter, comparing incidented and reflected signal at port 1.

$$S_{11} = \frac{(1 - T^2) \cdot \Gamma}{1 - T^2 \cdot \Gamma} \quad (3.14)$$

$T$ = transmission coefficient

Assuming the sample to be infinite size, we receive for $\Gamma$:
\[ \Gamma = \frac{Z_{MUT} - Z_{line}}{Z_{MUT} + Z_{line}} = \sqrt{\frac{\mu^* - 1}{\varepsilon^* + 1}} \] \hspace{1cm} (3.15)

Assuming the MUT to be non-magnetic \((\mu^* = 1)\) we receive:

\[ \Gamma = \frac{1}{\sqrt{\varepsilon^* + 1}} \] \hspace{1cm} (3.16)

In dielectrics the energy absorption is very high, so \(T \approx 0\):

\[ S_{11} = \frac{(1 - T^2) \cdot \Gamma}{1 - T^2 \cdot \Gamma} = \frac{1}{1} = \frac{1}{\sqrt{\varepsilon^* + 1}} \] \hspace{1cm} (3.17)

For calculation of \(\varepsilon^*\) and \(\varepsilon^*\) the following relationships are used:

\[ |\varepsilon^*| = \sqrt{\varepsilon'^2 + \varepsilon'^2} \] \hspace{1cm} (3.18)

\[ \tan \delta = \frac{\varepsilon^*}{\varepsilon'} \] \hspace{1cm} (3.19)

\(\delta = \) loss angle, phase difference between dielectric displacement and dielectric field

3.2.3.2. Apparatus and Measuring Procedure

**Apparatus** Network Analyzer
Agilent Technologies Inc. USA-Palo Alto CA 94304-1185
HP 8720D; US38111202

To the Network Analyzer connected:

**High-Temperature Dielectric Probe Kit**
Agilent Technologies Inc. USA-Palo Alto CA 94304-1185
HP 85070B OPT 002;-

The sample was kept at the required temperature through immersion in:
Thermostat (B. Braun Biotech International GmbH D-34209 Melsungen: Thermomix
UB; 852 042/ 9; 9012 498 / Frigomix U-1; 852 042/ 0; 8836 004), allowing temperature
control of ± 0.1 K.

The temperature was checked by means of:
Digital Thermometer (Haake GmbH D-76227 Karlsruhe DT 10; -), Pt. 100 platinum
resistance thermometer (±0.1 K)

The measurements were made by means of a personal computer connected to the
Network Analyzer, using software HP 85070B Probe Software Program (Agilent
Technologies Inc. USA-Palo Alto CA 94304-1185).

**Measuring procedure**  Measurements were made between 0.2 and 20 GHz at 401
frequencies.

The dielectric probe was calibrated at the measurement temperature \( T_{\text{meas}} \) by air, a metal
block, and bidistilled water. The computer software requires a fast performance of these
 calibration steps which does not allow for an exact temperature adjustment. Therefore,
this operation was followed by a calibration refresh procedure, using bidistilled water at
$T_{\text{meas}} \pm 0.1$ K. Calibration and refresh calibration were made before starting measurements at $T_{\text{meas}}$ and after every fifth sample.

For measurement, the probe was immersed in the sample, which was brought to $T_{\text{meas}}$ by means of a water bath/refrigerator. Special attention has to be paid to avoid air bubbles in the probe and the stability of the coaxial cable. Using the thermostat as a water bath, the sample was stabilized at $T_{\text{meas}} \pm 0.1$ K before starting the measurement.

### 3.2.3.3. Accuracy and reproducibility of measurement

In order to check accuracy and reproducibility of measurements, air and water at three temperatures were measured three times after the calibration procedure, and compared to literature values. As only few data of high frequency measurements are available in literature, it was decided to use water at 278.2, 298.2, and 283.2 K, as these have only recently been closely reinvestigated by Kaatze (1989).

| Frequency [GHz] | Literature | Experimental | Accuracy $\frac{|\text{lit} - \text{exp}| \cdot 100}{\text{exp}}$ [%] |
|----------------|------------|--------------|----------------------------------------------------------------|
| 1.150          | 85.1       | 85.0         | 0.12 7.78                                                          |
| 1.800          | 83.7       | 83.5         | 0.23 6.26                                                          |
| 2.786          | 80.8       | 80.2         | 0.75 5.68                                                          |
| 3.723          | 76.0       | 76.3         | 0.35 5.51                                                          |
| 5.345          | 69.8       | 68.4         | 2.03 3.77                                                          |
| 7.762          | 58.6       | 56.4         | 3.88 2.20                                                          |
| 12.82          | 38.9       | 36.9         | 5.38 0.24                                                          |
| 15.06          | 33.6       | 31.0         | 8.31 1.35                                                          |
| 17.35          | 28.1       | 26.4         | 6.49 0.80                                                          |

Table 3.4 Experimental values of water at 278.2 K compared to those given by Kaatze (1989).

For air, $\varepsilon'$ should be 1 and $\varepsilon''$ 0, invariant of frequency. The measured values were $\varepsilon' = 1.02 \pm 0.02$ and $\varepsilon'' = 0.03 \pm 0.02$. This shows that while the measurements are well comparable to the theoretical values for air, $\varepsilon''$ is more hampered by noise than $\varepsilon'$.  
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The average relative standard deviation for water at 278.2 K is 0.10 % for \( \varepsilon' \) (2.78 % for \( \varepsilon'' \)), at 298.2 K is 0.08 % and 2.71 %, and at 283.2 K 0.13 % and 2.74 %. This means that the measurements lead to an excellent reproducibility for \( \varepsilon' \) and to an acceptable reproducibility for \( \varepsilon'' \), in accordance with the data for typical reproducibility of 1-2.5 % given by Agilent Technologies Inc. (1993).

The accuracy of measurements (see Table 3.4, 3.5, 3.6) lies in general very well in the range given by Agilent Technologies Inc. (1993) of \( \varepsilon' \pm 5 \% \) and \( \tan\delta \pm 0.05 \% \). Nevertheless, it must be noticed that best accuracy is obtained at room temperature and that in many cases measurements of \( \varepsilon' \) are more accurate than those of \( \varepsilon'' \).

| Frequency [GHz] | Literature | Experimental | Accuracy \(
\frac{|\text{lit} - \text{exp}| \cdot 100}{\text{exp}}\) [%] |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \varepsilon' )</td>
<td>( \varepsilon'' )</td>
<td>( \varepsilon' )</td>
</tr>
<tr>
<td>2.000</td>
<td>77.9</td>
<td>7.57</td>
<td>77.6</td>
</tr>
<tr>
<td>2.628</td>
<td>77.1</td>
<td>9.86</td>
<td>77.0</td>
</tr>
<tr>
<td>3.773</td>
<td>75.3</td>
<td>14.5</td>
<td>75.6</td>
</tr>
<tr>
<td>5.433</td>
<td>73.1</td>
<td>19.3</td>
<td>72.6</td>
</tr>
<tr>
<td>6.300</td>
<td>71.2</td>
<td>21.6</td>
<td>70.9</td>
</tr>
<tr>
<td>6.958</td>
<td>69.7</td>
<td>23.3</td>
<td>69.5</td>
</tr>
<tr>
<td>7.850</td>
<td>67.9</td>
<td>25.6</td>
<td>67.5</td>
</tr>
<tr>
<td>8.579</td>
<td>66.8</td>
<td>27.2</td>
<td>65.8</td>
</tr>
<tr>
<td>11.73</td>
<td>58.5</td>
<td>32.3</td>
<td>58.1</td>
</tr>
<tr>
<td>13.38</td>
<td>54.0</td>
<td>34.0</td>
<td>54.1</td>
</tr>
<tr>
<td>16.60</td>
<td>47.0</td>
<td>35.9</td>
<td>46.8</td>
</tr>
<tr>
<td>19.02</td>
<td>41.7</td>
<td>36.2</td>
<td>42.0</td>
</tr>
</tbody>
</table>

Table 3.5 Selection of experimental values of water at 298.2 K compared to those given by Kaatze (1989).
<table>
<thead>
<tr>
<th>Frequency [GHz]</th>
<th>Literature</th>
<th>Experimental</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\varepsilon'$</td>
<td>$\varepsilon''$</td>
<td>$\varepsilon'$</td>
</tr>
<tr>
<td>7.707</td>
<td>67.2</td>
<td>14.5</td>
<td>66.2</td>
</tr>
<tr>
<td>12.47</td>
<td>61.5</td>
<td>21.4</td>
<td>61.3</td>
</tr>
<tr>
<td>17.46</td>
<td>56.3</td>
<td>27.2</td>
<td>55.1</td>
</tr>
</tbody>
</table>

Table 3. 6: Experimental values of water at 323.2 K compared to those given by Kaatze (1989).

3.2.4. Measurement of density

3.2.4.1. Measuring principle

The densities are measured by means of a vibrating-tube densimeter (VTB).

A U-shaped tube, both stationary ends anchored, is filled with the sample and brought to out-of-plane oscillations. The resonant frequency of the tube depends on its total mass $m_{\text{total}}$. As the volume $V$ of the vibrating part is fixed through clamping, $m_{\text{total}}$ depends on the known mass of the tube $m_{\text{tube}}$ and of the density $\rho$ of the sample:

$$m_{\text{total}} = m_{\text{tube}} + V \cdot \rho \quad (3.20)$$

The resonance frequency of this measuring system, which can be viewed to consist of an undamped spring with the mass $m$ attached, is described as following:

$$f = \frac{1}{2\pi} \sqrt{\frac{k}{m_{\text{tube}} + V \cdot \rho}} = \frac{1}{T^*} \quad (3.21)$$

$k =$ spring constant

$T^* =$ period of oscillation
The density can be calculated from (3.20):

\[
\rho = T^2 \cdot \frac{k}{4\pi^2 \sqrt{V}} - \frac{m_{\text{tube}}}{V} = A^* \cdot T^2 - B^* 
\]  

(3.22)

Calibration using air and bidistilled water determines the instrument constants \( A^* \) and \( B^* \).

[Davis et al., 1992]

3.2.4.2. Apparatus and measuring procedure

**Apparatus**  Density Meter (Anton Paar AG A-8054 Graz: DMA 58; 8)

**Measuring procedure**  We calibrated the apparatus for each measuring temperature every 100 days, as standards are air and bidistilled water used.

The sample is de-gassed in an ultrasound-bath and brought to measurement temperature (water bath/refrigerator).

2ml sample is filled into the tube using a disposable syringe. After stabilization, the indicated period of oscillation is recorded.

3.2.4.3. Accuracy and reproducibility of the measurement

In order to examine the accuracy and reproducibility of density measurements pure solvents were measured three times and the results were compared to literature data.

**Accuracy**  The measurements showed an excellent agreement with literature data [Riddick et al., 1972] (see Table 3.7).
**Reproducibility**  The densities of solvents were measured three times at different temperatures. The reproducibility proved to be independent of the measuring temperature [Rey, 1998]. The values for the density used in this work are based on three measurements per sample and temperature. The standard deviations are of the same order of magnitude as those listed in Table 3.7. Therefore, no further listing of standard deviations for the measured densities are made.

<table>
<thead>
<tr>
<th>solvent</th>
<th>density\text{lit} [kg/cm³]</th>
<th>density\text{exp} [kg/cm³]</th>
<th>reproducibility Rel. STDEV [%]</th>
<th>accuracy $\frac{\rho_{\text{lit}} - \rho_{\text{exp}}}{\rho_{\text{exp}}} \times 100$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>benzylalcohol</td>
<td>1.04127</td>
<td>1.04135</td>
<td>0.004</td>
<td>0.008</td>
</tr>
<tr>
<td>1,4-dioxane</td>
<td>1.02797</td>
<td>1.02829</td>
<td>0.011</td>
<td>0.031</td>
</tr>
<tr>
<td>ethanol</td>
<td>0.78504</td>
<td>0.78535</td>
<td>0.007</td>
<td>0.039</td>
</tr>
<tr>
<td>toluene</td>
<td>0.86231</td>
<td>0.86193</td>
<td>0.100</td>
<td>0.044</td>
</tr>
<tr>
<td>water, bidistilled</td>
<td>0.99705</td>
<td>0.99705</td>
<td>0.002</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 3.7 Experimental values of some pure solvents 323.2 K compared to those given by Riddick (1972).

3.2.5. Measurement of refractive index

3.2.5.1. Measuring principle

When light passes the interface of two substances of different optical densities both its velocity and direction are changed.

The refractive index $n$ of a transparent medium is defined as the relation of the velocity of the light in vacuum $c$ to that in the medium $c_M$:

$$n = \frac{c}{c_M}$$  \hspace{1cm} (3.23)

For practical reasons, the refractive index is determined, using the velocity of light in air instead of in vacuum as reference system. Thus, the absolute refractive index 1.0000.
On condition of medium 1 being the optical less dense material, viz air, the following relationship can be applied:

\[ n_2 = \frac{n_2}{n_1} = \frac{\sin \alpha}{\sin \beta} \quad (3.24) \]

\( \alpha = \) angle of incidence
\( \beta = \) angle of refraction,

the reference system being the normal to the two media’s interface.

The refractive index depends on the wave length of the light source, usually it is referred to the D-line of sodium \( (\lambda = 589.3 \text{ nm}) \) measured at \( 20.0 \pm 0.5^\circ C \) \( (n_0^{20}) \).

The Abbé Refractometer determines the critical angle of total reflection \( \alpha_{\text{crit}} \), i.e. the incident light is fully reflected. The optical denser medium is a glass prism of a known refractive index \( n_{\text{glass}} \) and \( \alpha \) is set at \( 90^\circ \), so (3.23) can be written as:

\[ \frac{n_{\text{glass}}}{n_{\text{medium}}} = \frac{\sin 90^\circ}{\sin \beta} = \frac{1}{\sin \beta} \quad (3.25) \]

\[ n_{\text{medium}} = n_{\text{glass}} \cdot \sin \beta \quad (3.26) \]

[Rücker et al., 1992]

3.2.5.2. Apparatus and measuring procedure

**Apparatus**   Abbé Refractometer (A.Krüss Optronic GmbH D-22297 Hamburg; AR8, 30098)

Thermostat (B.Braun Biotech International GmbH D-34209 Melsungen: Thermomix UB; 852 042/9; 9012 498 / Frigomix U-1; 852 212/0; 8836 004)
**Measuring procedure** The refractometer was brought to the measurement temperature of 298.2 K ± 0.1 K by means of the thermostat. 15 minutes after reaching stable temperature, we calibrated the refractometer using freshly bidistilled water. In order to achieve correct values over a broad range of refractive indices, water, tetrachloromethane and toluene were measured before the start of a measurement series; this allowed a correction of the determined values. For measuring, a drop of liquid was brought onto the prism of the refractometer. After 5 seconds, the refractive index was taken three times through bringing a dark bar to the crosshair in the reading field.

3.2.5.3. Accuracy and reproducibility of measurement

The measured refractive indices show excellent reproducibility and accuracy compared to literature values (Table 3.8).

| solvent             | nD<sub>lit</sub> | nD<sub>exp</sub> | reproducibility (Rel. STDEV [%]) | accuracy (|\frac{n_{\alpha} - n_{exp, cor}}{n_{exp}}| \cdot 100 [%]) |
|---------------------|------------------|-----------------|----------------------------------|----------------------------------|
| Methanol            | 1.3265           | 1.3267          | 0.012                            | 0.019                            |
| Water, bidistilled  | 1.3325           | 1.3325          | 0.003                            | 0.004                            |
| Ethanol             | 1.3594           | 1.3594          | 0.008                            | 0.001                            |
| Tetrachloromethane  | 1.4574           | 1.4576          | 0.012                            | 0.015                            |
| Toluene             | 1.4941           | 1.4939          | 0.009                            | 0.011                            |

Table 3.8 Accuracy and reproducibility of refractive index measurements (pure liquids at 298.2 K; n=3)

3.2.6. Data analysis

3.2.6.1. Determination of additional physical properties

Physical properties, which were necessary for calculations, such as the dipole moment in the gas phase \( \mu_g \) and the polarizability \( \alpha \) of the investigated compounds, were taken from the literature. If they were not reported, they were determined experimentally.
For the dipole moment, highly diluted solutions of the compound in 1,4-dioxane were measured. $\mu$ of the pure liquid was approximated through extrapolation of the calculated values of $\mu$ for the mixtures to an infinitely diluted solution of the compound, corresponding to $V_{1,4$-dioxane} = 1$ [Rey, 1998].

The polarizability was determined via the Lorentz-Lorenz-equation (2.32) [Rey, 1998].

3.2.6.2. Nonlinear regression of dielectric raw data

**Principle** In order to find the values for such parameter as the relaxation time $\tau$ or distribution parameter $\alpha$, the raw data $\varepsilon'(\omega), \varepsilon''(\omega)$ of the dielectric relaxation measurements must be fitted to an equation describing the process.

Close attention must be paid to choosing an adequate equation and fitting procedure, and the number of fitting parameters.

Usually a compromise has to be found between a large number of free parameters, offering a most adequate fit of the data, and a small number, providing robust and meaningful results, especially when data of e.g. various water concentrations are to be compared.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debye</td>
<td>3 ($\varepsilon; \varepsilon_\infty; \tau$)</td>
</tr>
<tr>
<td>Cole-Cole</td>
<td>4 ($\varepsilon; \varepsilon_\infty; \tau_0; \alpha$)</td>
</tr>
<tr>
<td>Cole-Davidson</td>
<td>4 ($\varepsilon; \varepsilon_\infty; \tau_0; \beta$)</td>
</tr>
<tr>
<td>Havrilak-Negami</td>
<td>5 ($\varepsilon; \varepsilon_\infty; \tau_0; \beta; \alpha$)</td>
</tr>
<tr>
<td>2 Debye</td>
<td>5 ($\varepsilon; \varepsilon_\infty; \tau_1; \tau_2; l_1 (l_1+l_2=1)$)</td>
</tr>
</tbody>
</table>

Table 3.9 Number of free parameters for equations describing relaxation phenomena [Böttcher et al., 1978; a, b].

The number of free parameter can be reduced through additional measurements ( $\varepsilon$ at $\nu << \nu_{rel}$ ) or assumptions made re the values for $\alpha$, $\beta$, $\varepsilon_\infty$. Many pure liquids and binary
mixtures can be adequately described using either the Cole-Cole- or Cole-Davidson-
equation [Böttcher et al., 1978].

The choice of equation was based on literature and on the comparison of fit results re
correlation coefficient $R^2$ and overall look.

Two fitting software were compared for evaluation: SYSTAT 7.0 (SPSS Inc., Chicago)
and Easy-Fit 2.0 (Prof. Klaus Schittkowski, University of Bayreuth, Germany). The
latter allowed a simultaneously fitting of the real and imaginary part of the equation (see
equations 2.51, 2.52), but only 100 points (every fourth) could be included. For
SYSTAT 7.0, the inclusion of both real and imaginary parts for fitting can be made as
the term ($\varepsilon - \varepsilon_\infty$) occurs in both parts. This allows reformulation of equation (2.50) as:

$$
\varepsilon' (\omega) = \varepsilon_\infty + \varepsilon'' (\omega) \cdot \cot \beta \phi
$$

(3.26)

$$
\varepsilon'' (\omega) = (\varepsilon' (\omega) - \varepsilon_\infty) \cdot \tan \beta \phi
$$

(3.27)

The fitting software were compared to each other using a broad selection of data [water
(298.2 and 343.2 K), ethanol (298.2 and 343.2 K), glycerol (298.2 K), ethanol/water
$V_{H2O}/V_{total} = 0.07$ (298.2 and 343.2 K), glycerol/water $V_{H2O}/V = 0.17$ (320.7 K), and
dioxane/water $V_{H2O}/V = 0.30$ (298.2 and 328.2 K)].

<table>
<thead>
<tr>
<th>Data</th>
<th>SYSTAT 7.0</th>
<th>Easy-Fit 2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>water, 298.2 K</td>
<td>0.99996</td>
<td>0.99989</td>
</tr>
<tr>
<td>water, 343.2 K</td>
<td>0.99997</td>
<td>0.99964</td>
</tr>
<tr>
<td>ethanol, 298.2 K</td>
<td>0.99811</td>
<td>0.98801</td>
</tr>
<tr>
<td>ethanol, 343.2 K</td>
<td>0.99547</td>
<td>0.99280</td>
</tr>
<tr>
<td>glycerol, 298.2 K</td>
<td>0.99860</td>
<td>0.99865</td>
</tr>
<tr>
<td>ethanol/water $V_{H2O}/V_{total} = 0.07$</td>
<td>0.99811</td>
<td>0.99039</td>
</tr>
<tr>
<td>ethanol/water $V_{H2O}/V_{total} = 0.07$</td>
<td>0.99866</td>
<td>0.99283</td>
</tr>
<tr>
<td>glycerol/water $V_{H2O}/V_{total} = 0.17$</td>
<td>0.99860</td>
<td>0.99731</td>
</tr>
<tr>
<td>dioxane/water $V_{H2O}/V_{total} = 0.30$, 298.2 K</td>
<td>0.98805</td>
<td>0.98986</td>
</tr>
<tr>
<td>dioxane/water $V_{H2O}/V_{total} = 0.30$, 328.2 K</td>
<td>0.99104</td>
<td>0.72709</td>
</tr>
</tbody>
</table>

Table 3.10 Evaluation of fitting software [Stengele, 2002]

Of ten data sets, SYSTAT 7.0 led in 7 cases to better results, both for the values of $r^2$ and the overall look.

**Software**  
Systat for Windows  
SPSS Inc. USA-Chicago IL 60606-6307  
Version 7.0

**Procedure**  
The data, i.e. the mean based on three separate measurements, are fitted to the chosen equation using nonlinear regression (Gauss-Newton with Least Squares estimation).

3.2.6.3. Subdivision of curves into segments by means of nonlinear regression

**Principle**  
From theory, we assume that the properties of a binary mixture should behave like the volume-wise addition of the properties if the pure liquids. If deviations from this theoretical assumption occur, the splitting up of the curve onto small number of segments leads to the distinction of percolation thresholds, critical volume fractions, and to a better description of properties of the system. The subdivision of data into a number of segments may be appropriate if the number of segments is small, the mathematical model describing the segments simple, viz straight lines, and if there are sharp transitions between the segments.

[Belman et al., 1969], [Seber et al., 1989]

3.2.6.4. Software

**Systat for Windows**  
SPSS Inc. USA-Chicago IL 60606-6307  
Version 7.0
Procedure  The data were inspected in order to decide about a suitable number of sub-segments and potential critical concentrations. For the following example (see Table 3.11), three sub-segments seem appropriate with critical values for $x_{\text{cut}} \approx 4-6$ and 8-10.

The data were arbitrary split into three straight subsegments around these possible $x_{\text{cut}}$, e.g. the first four points to subsegment A, the next four to subsegment B, the last four to subsegment C. Using nonlinear regression, the data were fitted to the following equation:

$$y = A (m_1x + b_1) + B (m_2x + b_2) + C (m_3x + b_3)$$  \hspace{1cm} (3.28)

The final decision to which segment the data are to be assigned is made considering the correlation coefficient $r^2$ for the overall fit. For this example, the best fit ($r^2 = 0.9985$) was received for a distribution 5 / 3 / 4 (A: $y = -0.62x + 13.78$; B: $-2.10x + 21.8$; C: $0.35x + 0.25$).

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>13.0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.0</td>
<td>12.6</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3.0</td>
<td>12.1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.0</td>
<td>11.4</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5.0</td>
<td>10.5</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6.0</td>
<td>9.2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>7.0</td>
<td>7.1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8.0</td>
<td>5.0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9.0</td>
<td>3.6</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10.0</td>
<td>3.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11.0</td>
<td>4.0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12.0</td>
<td>4.6</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.11 Subdivision of curves into segments: example
3.3 References


Chapter 4

4 Results and discussion

4.1. Introduction

In this section, we tried to put some light into the structure of liquid mixtures. The following binary mixtures were investigated: diglycerol/water, glycerol/water, methanol/water, ethanol/water, PEG200/water, acetone/water, DMSO/water, NMP/water, water/1,4-dioxane, methanol/1,4-dioxane and benzylalcohol/1,4-dioxane by using parameters such as $E_i/E$ of modified Clausius-Mossotti equation and $g$-values according to the Kirkwood-Fröhlich equation for low frequency dielectric spectroscopy and relaxation time $\tau$ and $\beta$ distribution parameter for high frequency dielectric spectroscopy. The results and discussion are reported below and data in appendix A, B, C, and D.

In section 4.2 the $E_i/E$ parameter of the modified Clausius-Mossotti equation for the water binary mixtures is analyzed.

In section 4.3 the $g$-values according to the Kirkwood-Fröhlich equation for the water binary mixtures are analyzed.

The sections 4.4, 4.5, and 4.6 correspond with the three submitted papers. In section 4.4 a detailed study of the $E_i/E$ parameter in the characterization process of polar liquids is performed. The relationship between the values of $E_i/E$ and the total Hildebrand solubility parameter ($\delta_t$) at room temperature, as well as the study of the correlation of
Ei/E value with the partial Hansen solubility parameters for polar liquids is analyzed. In section 4.5 the percolation phenomena is detected in water/1,4-dioxane, methanol/1,4-dioxane and benzylalcohol/1,4-dioxane binary polar liquid mixtures by using broadband dielectric spectroscopy and analyzing the modified Clausius-Mossotti-Debye equation and the relaxation behavior. Finally, section 4.6 collects a wide study of percolation phenomena in DMSO-water binary mixtures. A similar study presented in section 4.4 but for aprotic polar substances is also enclosed.

4.2. Ei/E of the modified Clausius-Mossotti equation for water liquid binary mixtures

The values for Ei/E (Eq. (2.17)) were calculated for the binary mixtures of diglycerol/water, PEG200/water, acetone/water, DMSO/water, NMP/water and methanol/water at 298.2 K and compared with glycerol/water, ethanol/water and 1,4-dioxane/water binary mixtures values obtained from Stengele, 2002. The data are represented in Fig. 4.1 and listed in appendix A.

The data for the investigated pure substances are represented in Table 4.1.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Ei/E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diglycerol</td>
<td>-6.16</td>
</tr>
<tr>
<td>Glycerol</td>
<td>-8.54</td>
</tr>
<tr>
<td>Methanol</td>
<td>-5.26</td>
</tr>
<tr>
<td>Ethanol</td>
<td>-2.45</td>
</tr>
<tr>
<td>PEG200</td>
<td>-3.11</td>
</tr>
<tr>
<td>PEG300</td>
<td>-2.55</td>
</tr>
<tr>
<td>PEG400</td>
<td>-2.01</td>
</tr>
<tr>
<td>PEG600</td>
<td>-1.62</td>
</tr>
<tr>
<td>Acetone</td>
<td>-5.37</td>
</tr>
<tr>
<td>DMSO</td>
<td>-13.26</td>
</tr>
<tr>
<td>NMP</td>
<td>-8.91</td>
</tr>
<tr>
<td>1,4-dioxane</td>
<td>0.22</td>
</tr>
<tr>
<td>benzylalcohol</td>
<td>-0.48</td>
</tr>
<tr>
<td>water</td>
<td>-20.73</td>
</tr>
</tbody>
</table>

Table 4.1 Experimental values for Ei/E of the investigated pure solvents at 298.2K.
Figure 4. 1 $E_i/E$-values of the investigated aqueous binary solutions at 298.2 K versus % volume fraction of water ($V_{wa}/V$).

**Pure Liquids:**

**Water**, which possesses $\frac{4}{3}$ hydroxy groups, has the highest absolute value for $E_i/E$ of all investigated pure liquids ($E_i/E = -20.73$).

The values for pure **1,4-dioxane** are zero because it is a non-polar solvent with zero dipole moment.

If we compared the two linear alcohols (pure methanol and ethanol), we observe that the $E_i/E$ absolute value for **methanol** is larger ($E_i/E = -5.26$) than the $E_i/E$ absolute value for **ethanol** ($E_i/E = -2.45$) because the size of the non-polar rest in ethanol is larger. Therefore, the intensity of close interactions forces decrease per unit volume.

The value for pure **benzylalcohol** is $E_i/E = -0.48$. Although it has a polar moment similar to methanol the intensity value $E_i/E$ of close interaction forces dominated by dipole-dipole interactions and hydrogen bonds are almost zero due to the fact that here

---

1 One hydroxy group is able to form 3 hydrogen bonds, two passively and one actively; water is able to build four hydrogen bonds.
the non-polar rest (the benzene ring) is much bigger than in the case of the alcohols investigated.

As a general rule, the value of $E_i/E$ will be larger for liquids forming hydrogen bonds, as the intermolecular interactions between hydrogen bonded groups are stronger than dipole/dipole interactions (Stengele, 2002). After studying the aprotic solvents (see Table 4.1) like for example DMSO ($E_i/E = -13.26$) and N-methylpyrrolidone ($E_i/E = -8.91$) we see that after water, the highest $E_i/E$ values are found in those solvents, which are not able to form hydrogen bonds in pure state but have a very high dipole moment and dielectric constant. Therefore, the $E_i/E$ values are strongly influenced by the dipole moment. As we will see in Section 4.4 a correlation between the $E_i/E$ parameter and the square of the dipole moment per molar volume $D\mu$ for polar substances in general was found. The same correlation was also found for aprotic substances (see Section 4.6).

We see that the $E_i/E$ absolute value for glycerol ($E_i/E = -8.54$) is larger that the $E_i/E$ absolute value for diglycerol ($E_i/E = -6.16$) (diglycerol value are less negative) despite having double number of hydroxy groups that could form hydrogen bonding. This can be explained by the fact that the molar volume is much larger in diglycerol so that although it has more OH groups, the molecular interactions will be lower than in glycerol.

\[
y = -318.8000 x + 3.4363 \\
\text{r}^2 = 0.9853
\]

![Figure 4.2 E_i/E values as a function of the density of OH-groups per volume D_OH at 298.2 K after including diglycerol.](image)
If we include diglycerol in Fig. 5 (see Section 4.4) we obtain Fig. 4.2. In section 4.4 we observe a correlation between the density of OH-groups per volume ($D_{OH}$) and $E_i/E$ values. If we include diglycerol inside we can say that diglycerol (4 OH-groups) fits into the straight line but we find it between 1,2-Propanediol (2 OH-groups) and 1,2-Ethanediol (2 OH-groups) following by glycerol with 3 OH-groups. It clearly confirms the correlation between the $E_i/E$ parameter and $D_{OH}$.

With the polymer **PEG 200** we find not only the OH-groups at the end of the chain, but also oxygen atoms in the chain that can enter into intra- and inter-molecular hydrogen bonding. It has been confirmed by X-ray analysis and theoretical energy calculations that the PEG molecule has a helically coiled chain with wide possibilities of oscillation around the gauche position (Heun and Breitkreutz, 1994). We were expecting higher $E_i/E$ absolute values for PEG200 but it seems that the $E_i/E$ parameter can better detect the intermolecular association and not the intramolecular interactions.

If we compare PEG200 with other polyethylene glycols of low molecular weight (see Table 4.2 and Figs. 4.3 and 4.4) we see that as we increase the effective degree of polymerization $n$, the $E_i/E$ values decrease. $E_i/E$ values also decrease when the specific dipole moment $\mu_{sp}$ increase. In this context it has to be kept in mind that Purohit et al. 1991 observed that the specific dipole moment $\mu_{sp}$ of polyethylene glycols in carbon tetrachloride decreases with the increase of the degree of polymerization and attains a limiting constant value. In this study PEGs with molecular weights between 200 and 9000 were analyzed. Purohit et al. 1991 concluded that this fact can be attributed to the increase in flexibility of the chain due to the coiling as a function of an increased degree of polymerization. The same reasoning could be used to explain the decrease in the $E_i/E$ values. We obtain a good linear relation between $E_i/E$ values and $n$ ($r^2 = 0.93$) as well as for the relation between $E_i/E$ values and $\mu_{sp}$ ($r^2 = 0.98$). Further studies are needed to see if $E_i/E$ values reach a constant value when we introduce PEGs with higher molecular weight as it was seen for the relation $\mu_{sp}$ with the degree of polymerization.

It can be concluded that whereas $E_i/E$ can be used for describing the close interaction forces, which are dominated by hydrogen bonds and dipole-dipole-interactions, the size
and structure of the nonpolar groups strongly influence the amount and strength of these interactions.

<table>
<thead>
<tr>
<th></th>
<th>Ei/E values</th>
<th>Effective degree of polymerization n*</th>
<th>Dielectric constant</th>
<th>Dipole Moment (D)*</th>
<th>Specific dipole moment (D)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEG200</td>
<td>-3.11</td>
<td>4.10</td>
<td>19.89</td>
<td>3.28</td>
<td>1.62</td>
</tr>
<tr>
<td>PEG300</td>
<td>-2.55</td>
<td>6.40</td>
<td>16.11</td>
<td>3.91</td>
<td>1.55</td>
</tr>
<tr>
<td>PEG400</td>
<td>-2.01</td>
<td>8.70</td>
<td>14.56</td>
<td>4.20</td>
<td>1.42</td>
</tr>
<tr>
<td>PEG600</td>
<td>-1.62</td>
<td>13.20</td>
<td>13.88</td>
<td>4.82</td>
<td>1.33</td>
</tr>
</tbody>
</table>


Table 4. 2 Ei/E values, effective degree of polymerization, dielectric constant, dipole moment and specific dipole moment ($\mu_{sp} = (\mu^2/n)^{1/2}$) for polyethylene glycols of low molecular weight.

Figure 4. 3 Ei/E values as a function of the effective degree of polymerization n for PEG 200, PEG 300, PEG 400 and PEG 600.

Figure 4. 4 Ei/E values as a function of the specific dipole moment $\mu_{sp} (D)^*$ for PEG 200, PEG 300, PEG 400 and PEG 600.
Binary mixtures and percolation phenomena:

A splitting of the curves of $E_i/E$ versus the volume fraction of water into segments for diglycerol/water, glycerol/water, methanol/water, ethanol/water, PEG200/water, acetone/water, DMSO/water, NMP/water and 1,4-dioxane/water mixtures is possible:

<table>
<thead>
<tr>
<th></th>
<th>diglycerol-water</th>
<th>glycerol-water</th>
<th>methanol-water</th>
<th>ethanol – water</th>
<th>PEG200-water</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$b_1$</td>
<td>-6.38</td>
<td>-8.67</td>
<td>-5.80</td>
<td>-2.52</td>
<td>-3.49</td>
</tr>
<tr>
<td>$m_2$</td>
<td>-13.12</td>
<td>-11.59</td>
<td>-</td>
<td>-</td>
<td>-17.48</td>
</tr>
<tr>
<td>$b_2$</td>
<td>-10.04</td>
<td>-11.05</td>
<td>-</td>
<td>-</td>
<td>-6.33</td>
</tr>
<tr>
<td>$m_3$</td>
<td>-4.95</td>
<td>-5.17</td>
<td>-</td>
<td>-</td>
<td>-5.70</td>
</tr>
<tr>
<td>$b_3$</td>
<td>-15.81</td>
<td>-15.53</td>
<td>-</td>
<td>-</td>
<td>-15.06</td>
</tr>
<tr>
<td>$p % (V_{wa}/V)$</td>
<td>24/71</td>
<td>28/70</td>
<td>-</td>
<td>-</td>
<td>25/74</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>acetone-water</th>
<th>DMSO-water</th>
<th>NMP-water</th>
<th>1,4dioxane-water</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$m_1$</td>
<td>-20.36</td>
<td>-24.37</td>
<td>-25.35</td>
<td>9.60</td>
</tr>
<tr>
<td>$b_1$</td>
<td>-5.41</td>
<td>-13.79</td>
<td>-8.76</td>
<td>0.30</td>
</tr>
<tr>
<td>$m_2$</td>
<td>-16.77</td>
<td>-3.22</td>
<td>-12.01</td>
<td>-13.84</td>
</tr>
<tr>
<td>$b_2$</td>
<td>-6.59</td>
<td>-20.67</td>
<td>-13.10</td>
<td>3.44</td>
</tr>
<tr>
<td>$m_3$</td>
<td>-7.25</td>
<td>8.61</td>
<td>4.42</td>
<td>-29.93</td>
</tr>
<tr>
<td>$b_3$</td>
<td>-13.52</td>
<td>-29.45</td>
<td>-25.25</td>
<td>9.52</td>
</tr>
<tr>
<td>$p % (V_{wa}/V)$</td>
<td>33/73</td>
<td>32/74</td>
<td>35/69</td>
<td>13/38</td>
</tr>
</tbody>
</table>

Table 4.3: Parameter of the regression lines $E_i/E = f \% (V_{wa}/V)$ and critical volume fraction of water $p \% (V_{wa}/V)$ including data \(^1\) obtained by Stengele 2002.

In **methanol/water** mixtures the absolute $E_i/E$ values increase linearly as the volume fraction of water increases.

In **ethanol/water** mixtures, the $E_i/E$ values increase linearly as the volume fraction of water increases.

In **diglycerol/water** mixtures the curve can be approximated by divided into three straight lines. The intersections are located at % $(V_{wa}/V) = 24$ and 71 (over-all $R^2= 1.00$).

In **glycerol/water** mixtures, the curve can be approximated divided into three straight lines. The intersections are located at % $(V_{wa}/V) = 28$ and 62 (over-all $R^2= 1.00$).
In **PEG200/water** mixtures, the curve can be approximated divided into three straight lines. The intersections are located at % \( V_{\text{wa}}/V \) = 25 and 74 (over-all \( R^2 = 1.00 \)).

In **acetone/water** mixtures, the curve can be approximated by divided into three straight lines. The intersections are located at % \( V_{\text{wa}}/V \) = 33 and 73 (over-all \( R^2 = 1.00 \)).

In **NMP/water** mixtures, the curve can be approximated by divided into three straight lines. The intersections are located at % \( V_{\text{wa}}/V \) = 35 and 69 (over-all \( R^2 = 1.00 \)).

In **DMSO/water** mixtures, the curve can be approximated by divided into three straight lines. The intersections are located at % \( V_{\text{wa}}/V \) = 32 and 74 (over-all \( R^2 = 1.00 \)).

In **1,4-dioxane/water** mixtures the \( E_i/E \) values increase with increasing slopes as the volume fraction of water increases. In the first segment % \( V_{\text{wa}}/V \) 0 - 13, the increase is very weak, but gets stronger at % \( V_{\text{wa}}/V \) 15 – 38, and increases very sharply at % \( V_{\text{wa}}/V \) 38 – 100.

In the following discussion the results are explained on the basis of percolation theory and on the basis of a structural change of the water structure, which include a change in the coordination number of bonds (“polymorphic effect”). It can be assumed that if the percolation threshold is visible, i.e. that a geometric phase transition occurs, then the coordination number of the structured liquid changes.

In **DMSO/water** mixtures both percolation thresholds can be detected: The lower one at ca. 32% \( V_{\text{wa}}/V \) and the upper one at 74% \( V_{\text{wa}}/V \). It indicates that DMSO can disrupt already at low concentration the normal water structure. DMSO/water mixtures are analyzed in detail in Section 4.6.

In **acetone/water and NMP/water** both percolation thresholds can also be detected. Like with pure liquids, we find higher \( E_i/E \) values for the liquids with higher dipole moment and dielectric constant.

In **1,4-dioxane/water** mixtures it was not possible to detect percolation threshold between 38% \( V_{\text{wa}}/V \) and 100% \( V_{\text{wa}}/V \) (see Section 4.4). It was assumed that water
starts to percolate at ca 14% (V_{wa}/V), which is the lower percolation threshold. The upper percolation is not visible, which indicates that 1,4-dioxane fits well into the water, i.e. that there is no structural change. It can be assumed that the volume of a single water cluster with 5 water units has a similar molar weight [mw = 90.10 gmol-1], and a similar volume as one 1,4-dioxane molecule [mw = 88.11 gmol-1].

In methanol/water binary mixtures we find a linear behavior as it was found for ethanol/water, 1-propanol / water and 2-propanol / water binary mixtures. (It can be said that the linearity increase with the size) (Stengele, 2002). If we compare the two slopes we see that for ethanol = -18.54 and for methanol = -15.49. It shows that both lines are almost parallel. We find the difference in the starting values, i.e. in the methanol and ethanol rich region. We start with larger values for methanol than for ethanol. When we arrive to the water rich region we observe that the E_{i}/E values are almost the same when we compare methanol/water and ethanol/water mixtures. It could be expected that changes of composition and thus changes of structure of the liquid should also be recognizable in nonlinearity of the parameter for close interaction forces E_{i}/E. This even more so as alcohols with one OH-group are believed to form only two-dimensional chains (Minami et al., 1980), compared to the three dimensional structure of water. A comparable situation can be found for the water rich mixtures of 1,4-dioxane/water, where a linear behavior was detected despite the probability very strong rearrangements taking place. This leads to the interpretation that E_{i}/E is an indicator for close molecular-molecular interactions, but a differentiation between a structural change of the liquid, and a change of the close interaction may be difficult.

In glycerol/water and diglycerol/water, a concave curve is received, suggesting stronger close range interactions in the mixtures than expected. This could mean that in mixtures, a macrostructure might be favored where the nonpolar backbones of glycerol are closely packed together exposing the hydroxy groups. If we compared the binary mixtures of the two polyols we see that the E_{i}/E values for glycerol/water binary mixtures are larger than the E_{i}/E values for diglycerol/water binary mixtures (diglycerol values are less negative). One reason could be that the molar volume is much larger in diglycerol so that although it has more OH-groups, the molecular interactions will be lower than in glycerol. Thus, the values of OH-groups per volume have to be compared (see Section 4.4).
4.3. g-values according to the Kirkwood-Fröhlich equation for water liquid binary mixtures

The g-values according to the Kirkwood-Fröhlich equation give us information about the arrangements of the molecules (see Section 2.2.5). It can only be applied to polar molecules as the calculation of g includes a division by \( \mu_g \) necessary. Thus, it does not make sense to analyze mixtures containing 1,4-dioxane with \( \mu_g = 0 \). For that reason water/1,4-dioxane mixtures are not analyzed according to the g-values.

![Figure 4.5](image)

*Figure 4.5 The values of the correlation factor g of the Kirkwood-Fröhlich for the binary mixtures of the investigated liquids. For DMSO/water we find the intersections at ca. 35% and 77% (V_{wa}/V) at 298.2K, and for diglycerol/water binary mixtures at ca. 24% and 75% (V_{wa}/V) at 298.2K.*

Unlike polar liquids capable of forming hydrogen bonds (Stengele et al., 2002) such as diglycerol, glycerol and PEG 200 in a mixture with water, the aprotic substances like DMSO and NMP behave differently with respect to the g-values (see Fig. 4.5). In the case of DMSO we find a region nearly constant with g-values close to one till ca. 35% (V_{wa}/V). Thus, there seems to be no structure breaking effect by adding water. Below the lower percolation threshold the water molecules fit well into the aprotic-structure of
the liquid. Due to the value of $g \approx 1$ the water molecules are either randomly distributed in the solvent mixture or in an antiparallel alignment with the dipole moment of the aprotic molecule.

Above the percolation threshold the $g$-values are increasing i.e. the dipole moments of water and aprotic molecule assume more and more a parallel alignment, a parallel alignment of the dipole moments is being formed due to the increase in the hydrogen bonding formation. From view of percolation theory it could corresponds with the low percolation threshold where water starts to form infinite clusters, both water and the aprotic molecule percolate the system up to ca. 77% ($V_{wa}/V$) where the second percolation threshold is found. From that point the aprotic molecule starts to form isolated clusters and is no longer percolating the system.
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4.4.2 Introduction

As it was shown in previous papers (Stengele et al., 2001; Stengele et al., 2002) pure polar liquids can be characterized by the parameter $E_i/E$ of the Clausius-Mossotti-Debye equation modified according to Leuenberger for the quasi-static dielectric constant (Stengele et al., 2001).

In the present paper the emphasis was put on the study of the nature of the parameter $E_i/E$ and its origin in case of pure polar liquids at room temperature.

4.4.3 Theoretical

4.4.3.1 The Clausius-Mossotti-Debye equation modified according to Leuenberger for the quasi-static dielectric constant (Stengele et al., 2001)

The original Clausius-Mossotti-Debye equation is only valid for molecules in the ideal gas phase, i.e. in the case, where the molecules are located far from each other and do not show any interaction:

$$\frac{\varepsilon - 1}{\varepsilon + 2} \frac{M_r}{\rho} = \frac{N_A}{3\varepsilon_0} \left( \alpha + \frac{\mu_g^2}{3KT} \right)$$

with $\varepsilon$ = quasi-static relative dielectric constant; $M_r$ = molecular weight; $\rho$ = density; $N_A$ = Avogadro number, 6.023x10$^{23}$ (mol$^{-1}$); $\varepsilon_0$ = electric field constant in the vacuum, 8.854x10$^{-12}$ (C$^2$ J$^{-1}$ m$^{-1}$); $\alpha$ = polarizability of the molecule (Cm$^2$V$^{-1}$); $\mu_g$ = dipole moment in the state of an ideal gas (C m); $K$ = Boltzmann’s constant, 1.38x10$^{-23}$ (J K$^{-1}$); $T$ = temperature (K).
The essential point of the original derivation of the Clausius-Mossotti-Debye equation consisted in the fact that the local mean field $E_i$ being the result of short range Van der Waals interactions and of hydrogen bonding of neighboring molecules was neglected. The introduction of the term $E_i/E$ with $E = applied\ external\ electric\ field$ leads to the following modification:

$$\frac{\varepsilon - 1}{3E_i/E} \frac{M_r}{\rho} = \frac{N_A}{3\varepsilon_0} \left( \alpha + \frac{\mu_s^2}{3KT} \right)$$  \hspace{1cm} (2)

The classical Clausius-Mossotti-Debye equation (Eq. (1)) is not valid for polar liquids but can be used to estimate quite accurately the dipole moment $\mu_s$ of water in a highly diluted solution of water in 1,4-dioxane simulating an ideal gas state condition (Hedestrand, 1929).

The Clausius-Mossotti-Debye equation modified according to Leuenberger for the quasi-static dielectric constant (Stengele et al., 2001) (Eq. (2)) can be used to characterize polar liquids. In case of a highly polar liquid such as water the value of $E_i/E$ is $-21.0$ at room temperature. The parameter $E_i/E$ is temperature dependent and can be modeled as follows:

$$\frac{E_i}{E} = -m \left( \frac{1}{T} \right) + b$$  \hspace{1cm} (3)

where $|m|$ = absolute value for the slope $m$ of $(E_i/E) = f (1/T)$ and $b =$ intercept from the linear regression $(E_i/E) f (1/T)$.

Interestingly an empirical relationship between $|m|$ and the Hildebrand parameter ($\delta$) could be established (Stengele et al., 2001). This relationship has to be judged with caution as it is often neglected that $\delta$ is temperature dependent. The values of $\delta$ which are listed in tables such as in the book of Barton (Barton, 1991) are estimated values valid at room temperature. The slope $|m|$ on the other hand is a temperature independent parameter. If the temperature $T$ is kept constant, the parameter $(|m|/T)$ is a constant, too, and the
correlation between the Hildebrand solubility parameter ($\delta$) and ($m$/$T$) is still valid. One can expect that as a consequence the value $E_i/E$ at room temperature may directly yield a good correlation with the total Hildebrand solubility parameter ($\delta_t$). Thus, it should be possible to find an empirical relationship between the values of $E_i/E$ and the total Hildebrand solubility parameter ($\delta_t$) at room temperature. This evaluation will be part of this paper as well as the study of the correlation of $E_i/E$ value with the partial Hansen solubility parameters for polar and hydrogen bond forming molecules ($\delta_p$, $\delta_h$).

4.4.3.2 Dimroth-Reichardt $E_T$ parameter: an empirical solvent polarity parameter

The notion of solvent polarity is often used to choose a solvent or to explain solvent effects. With the exception of some mixtures of two solvents, solvent polarity is not conveniently measured either by the dipole moment or by the dielectric constant. However very useful correlations were obtained with empirical solvent polarity parameters (Griffiths and Pugh, 1979; Reichardt, 1979) such as the $E_T(30)$ scale of Dimroth-Reichardt (Reichardt, 1994), Z scale of Kosower (Kosower, 1958) or the $\pi^*$ scale of Kamlet (Kamlet and Taft, 1976).

$E_T(30)$ values (Reichardt, 1994) are defined as the molar electronic transition energies ($E_T$) of the *negatively solvatochromic pyridinium N-phenolate betaine dye* (Fig. 1) in a given solvent measured in kilocalories per mol (kcal/mol) at room temperature ($25^\circ C$) and normal pressure (1 bar), according to Eq. (4). The number (30) was added by its originators in order to avoid confusion with $ET$, often used in photochemistry as abbreviation for triplet energy.

![Figure 1: Negatively solvatochromic pyridinium N-phenolate betaine dye](image)
\[ E_T(30)(\text{Kcalmol}^{-1}) = \frac{h \nu_{\text{max}} N_A}{\lambda_{\text{max}}} = \left(2.8591 \times 10^{-3}\right) \nu_{\text{max}} (\text{cm}^{-1}) = \frac{28591}{\lambda_{\text{max}} (\text{nm})} \]  (4)

where \( \nu_{\text{max}} \) = frequency and \( \lambda_{\text{max}} \) = wavelength of the maximum of the longest wavelength, intramolecular charge-transfer \( \pi-\pi^* \) absorption band of the negatively solvatochromic pyridinium N-phenolate betaine dye.

In addition, so-called normalized \( E_T^N \) values have been introduced (Reichardt, 1994). They are defined according to Eq. (5) as dimensionless figures, using water and tetramethylsilane (TMS) as extreme polar and nonpolar reference solvents, respectively. Hence, the \( E_T^N \) scale ranges from 0.000 for TMS, the least polar solvent, to 1.000 for water, the most polar solvent (Reichardt, 1994).

\[
E_T^N = \frac{E_T(\text{solvent}) - E_T(\text{TMS})}{E_T(\text{water}) - E_T(\text{TMS})} = \frac{E_T(\text{solvent}) - 30.7}{32.4}
\]  (5)

A comparison between \( E_i/E \) parameter and \( E_T(30) \) parameter and also between the \( E_i/E \) parameter and the so-called normalized \( E_T^N \) values for polar substances will be performed.

### 4.4.4 Materials and methods

#### 4.4.4.1 Data analysis

The molar volume of a pure liquid is defined as:

\[
V_m = \frac{M_r}{\rho} \quad [\text{cm}^3/\text{mol}]
\]  (6)

where \( M_r \) = molecular weight [gmol\(^{-1}\)] and \( \rho \) = density [gcm\(^{-3}\)].
In order to get a parameter, which defines the density of OH-groups per volume (D_{OH}), and the density of the squared dipole moment per molar volume (D_{\mu\mu}), the following variables were defined:

\[ D_{OH} = \left( \frac{n^0 OH - groups \text{ per molecule}}{V_m} \right) \text{[cm}^{-3} \text{]} \]  

(7)

\[ D_{\mu\mu} = \frac{\mu^2}{V_m} \text{[D}^2\text{mol/cm}^3] \]  

(8)

The dipole moment (\mu) is given in debye units (D). The conversion factor to SI units is 1 D = 3.33564 x 10^{-30} C m.

The E/E parameter result of the modified Debye equation according to Leuenberger was calculated according to Eq. (2). As the external electric field E varies in a cylinder condensator as a function of the radius r (Frauenfelder and Huber, 1967), it does not make sense to calculate E and to estimate E_i. The values for the polarizability \alpha were calculated using the Lorentz–Lorenz equation (Lorentz, 1880), which gave excellent results compared with literature data (Riddick and Bunger, 1970) both for polar and nonpolar compounds (see Eq. (9)).

\[ \frac{n^2 - 1}{n^2 + 2} \frac{Mr}{\rho} = \frac{N_A}{3\varepsilon_0} \alpha \]  

(9)

For the study of the correlation between the parameter E_i/E and the total and partial solubility parameters and also for the correlation between the parameter E_i/E and D_{OH} the data compiled in Table 1 were analyzed.

The squared value of the Hansen parameters was taken according to the Hansen equation (see Eq. (10)).
\[ \delta_i^2 = \delta_d^2 + \delta_p^2 + \delta_h^2 \]  

(10)

For the study of the correlation between the \( E_i/E \) parameter and \( D_{\mu W} \), as well as for the correlation between \( E_i/E \) parameter and the \( E_T(30) \) parameter and the normalized \( E_T^N \) values, the data also compiled in Table 1 were analyzed.

<table>
<thead>
<tr>
<th>Substance</th>
<th>OH-groups</th>
<th>( E_i/E )-value (^{1)} )</th>
<th>( D_{\mu W} ) (cm(^3))</th>
<th>( \delta_i^2 ) (MPa)</th>
<th>( \delta_p^2 ) (MPa)</th>
<th>( \delta_h^2 ) (MPa)</th>
<th>( \left( \delta_p^2 + \delta_h^2 \right)^{3/2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>1</td>
<td>-5.190</td>
<td>0.025</td>
<td>876.160</td>
<td>151.290</td>
<td>497.290</td>
<td>228.010</td>
</tr>
<tr>
<td>Ethanol</td>
<td>1</td>
<td>-2.390</td>
<td>0.017</td>
<td>702.250</td>
<td>77.440</td>
<td>376.360</td>
<td>249.640</td>
</tr>
<tr>
<td>Benzylalcohol</td>
<td>1</td>
<td>-0.570</td>
<td>0.010</td>
<td>566.440</td>
<td>39.690</td>
<td>187.690</td>
<td>338.560</td>
</tr>
<tr>
<td>2-Methyl-1-butanol</td>
<td>1</td>
<td>-0.550</td>
<td>0.009</td>
<td>470.890</td>
<td>20.250</td>
<td>193.210</td>
<td>256.000</td>
</tr>
<tr>
<td>1-Propanol</td>
<td>1</td>
<td>-0.140</td>
<td>0.013</td>
<td>600.250</td>
<td>46.240</td>
<td>302.760</td>
<td>256.000</td>
</tr>
<tr>
<td>2-Propanol</td>
<td>1</td>
<td>-0.100</td>
<td>0.013</td>
<td>552.250</td>
<td>37.210</td>
<td>268.960</td>
<td>249.640</td>
</tr>
<tr>
<td>2-Methyl-1-</td>
<td>1</td>
<td>-0.170</td>
<td>0.011</td>
<td>515.290</td>
<td>32.490</td>
<td>256.000</td>
<td>228.010</td>
</tr>
<tr>
<td>propanol</td>
<td>1</td>
<td>-0.170</td>
<td>0.011</td>
<td>515.290</td>
<td>32.490</td>
<td>256.000</td>
<td>228.010</td>
</tr>
<tr>
<td>Water</td>
<td>1.33</td>
<td>-20.620</td>
<td>0.074</td>
<td>2284.840</td>
<td>256.000</td>
<td>1789.290</td>
<td>243.360</td>
</tr>
<tr>
<td>1,2-Ethanediol</td>
<td>2</td>
<td>-8.210</td>
<td>0.036</td>
<td>1082.410</td>
<td>121.000</td>
<td>676.000</td>
<td>289.000</td>
</tr>
<tr>
<td>1,2-Propanediol</td>
<td>2</td>
<td>-4.560</td>
<td>0.027</td>
<td>912.040</td>
<td>88.360</td>
<td>542.890</td>
<td>282.240</td>
</tr>
<tr>
<td>1,2-Butanediol</td>
<td>2</td>
<td>-3.110</td>
<td>0.022</td>
<td>n.a</td>
<td>n.a</td>
<td>n.a</td>
<td>n.a</td>
</tr>
<tr>
<td>Glycerol</td>
<td>3</td>
<td>-8.540</td>
<td>0.041</td>
<td>1303.210</td>
<td>146.410</td>
<td>858.490</td>
<td>302.760</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Substance</th>
<th>( D_{\mu W} ) (D(^2)mol cm(^{-3}))</th>
<th>( E_T(30) ) (Kcal mol(^{-1}))</th>
<th>( E_T^N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>0.071</td>
<td>55.400</td>
<td>0.762</td>
</tr>
<tr>
<td>Ethanol</td>
<td>0.049</td>
<td>51.900</td>
<td>0.654</td>
</tr>
<tr>
<td>Benzylalcohol</td>
<td>0.028</td>
<td>50.400</td>
<td>0.608</td>
</tr>
<tr>
<td>2-Methyl-1-butanol</td>
<td>0.033</td>
<td>48.000</td>
<td>0.534</td>
</tr>
<tr>
<td>1-Propanol</td>
<td>0.032</td>
<td>50.700</td>
<td>0.617</td>
</tr>
<tr>
<td>2-Propanol</td>
<td>0.032</td>
<td>48.400</td>
<td>0.546</td>
</tr>
<tr>
<td>2-Methyl-1-</td>
<td>0.034</td>
<td>48.600</td>
<td>0.552</td>
</tr>
<tr>
<td>propanol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>0.190</td>
<td>63.100</td>
<td>1.000</td>
</tr>
<tr>
<td>1,2-Ethanediol</td>
<td>0.093</td>
<td>56.300</td>
<td>0.790</td>
</tr>
<tr>
<td>1,2-Propanediol</td>
<td>0.066</td>
<td>54.100</td>
<td>0.722</td>
</tr>
<tr>
<td>1,2-Butanediol</td>
<td>n.a</td>
<td>52.600</td>
<td>0.676</td>
</tr>
<tr>
<td>Glycerol</td>
<td>0.092</td>
<td>57.000</td>
<td>0.812</td>
</tr>
</tbody>
</table>

Table 1: Physical properties of pure solvents (\(^{1)}\) source: Stengele, 2002; \(^{2)}\) source: Barton, 1991; \(^{3)}\) source: Reichardt, 1994)
4.4.5 Results

4.4.5.1 *The correlation of* $E_i/E$ *with the total Hildebrand solubility parameter* $\delta_t$ *and the partial Hansen solubility parameters* ($\delta_p$, $\delta_h$) *at room temperature.*

According to Eq. (3) a linear dependence between $E_i/E$ and $1/T$ exists. The slope $m$ of the Eq. (3) could be correlated to the Hildebrand solubility parameter ($\delta_i$), more precisely to the total solubility parameter ($\delta_t$). A close inspection of the data obtained (see Table 1) so far leads now to the following result. If $T$ is kept constant it is possible to correlate the parameter $E_i/E$ directly to the Hildebrand solubility parameter ($\delta_t$) with a mean correlation coefficient $r^2 = 0.99$ (Fig. 2, Eq. (11)):

$$E_i/E = -0.01 \delta_t^2 + 5.83 \quad r^2 = 0.99$$

(11)

![Graph](image)

Figure 2: $E_i/E$ values as a function of the squared total Hildebrand solubility parameter $\delta_t$ at 298.2K

Interestingly it is also possible to correlate $E_i/E$ directly with the partial Hansen solubility parameter $\delta_h$ for molecules being capable to form hydrogen bonds with a $r^2 = 0.98$ (Fig. 3, Eq. (12)).
\[ \frac{E_i}{E} = -0.01 \delta_h^2 + 2.53 \quad r^2 = 0.98 \]  \hspace{1cm} (12)

\[ \begin{align*}
\delta_h^2 [\text{MPa}] \\
\end{align*} \]

Figure 3: \( \frac{E_i}{E} \) values as a function of the squared partial Hanson solubility parameter \( \delta_h \) at 298.2K

A good correlation is also found between the parameter \( \frac{E_i}{E} \) and the partial Hansen solubility parameter \( \delta_p \) for polar molecules having a dipole moment \((r^2 = 0.92, \text{Fig. 4, Eq. (13))} \).

\[ \frac{E_i}{E} = -0.08 \delta_p^2 + 3.10 \quad r^2 = 0.92 \]  \hspace{1cm} (13)

\[ \begin{align*}
\delta_p^2 [\text{MPa}] \\
\end{align*} \]

Figure 4: \( \frac{E_i}{E} \) values as a function of the squared partial Hanson solubility parameter \( \delta_p \) at 298.2K
$E_i/E$ can also be correlated with the combined partial solubility parameter $\delta_{hp} = (\delta_h^2 + \delta_p^2)^{1/2}$, which leads to a correlation coefficient of $r^2 = 0.96$.

As $E_i/E$ can be determined rather accurately, a good estimate for the total ($\delta_t$) and partial solubility parameters ($\delta_p, \delta_h$) can be obtained. As expected no correlation can be observed with the dispersive partial solubility parameter $\delta_d$ ($r^2 < 0.01$).

### 4.4.5.2 The correlation of $E_i/E$ with $D_{OH}$

Interestingly the following empirical relationship could be obtained, which correlates the $D_{OH}$ with the value of $E_i/E$ in a polar solvent (see Fig. 5) For this relationship the following correlation coefficient was obtained $r^2 = 0.99$ (Eq. (14))

$$E_i/E = -318.91 \, D_{OH} + 3.43 \quad r^2 = 0.99$$

![Graph](image)

**Figure 5: $E_i/E$ values as a function of $D_{OH}$ at 298.2 K**

It has to be kept in mind that a correlation of $E_i/E$ with the Hildebrand and Hansen solubility parameters exist and that it is possible to estimate theoretically the solubility parameter $\delta_t$ and $\delta_h$ with the help of a group number concept, i.e. with group cohesion
parameters (Barton, 1991). The application of this concept is based on the knowledge of the functional groups of the molecule contributing per unit molar volume a specific value to the solubility parameter. Thus, it is not so surprising that the above empirical correlation between $D_{OH}$ of the solvent was found. As a conclusion it can be postulated that the value of $E_i/E$ can be estimated on the basis of a new group number concept, which can be established on the basis of Eq. (14).

### 4.4.5.3 The correlation of $E_i/E$ with $D_{\mu\mu}$ at room temperature

According to Eq. (15) a linear dependence between $E_i/E$ and $D_{\mu\mu}$ exists (see Fig. 6). However no correlation exists between $E_i/E$ and the dipole moment ($r^2 = 0.16$).

$$E_i/E = -129.20 \frac{D_{\mu\mu}}{g_{109}} + 3.85 \quad r^2 = 0.99$$

(15)

![Figure 6: $E_i/E$ values as a function of $D_{\mu\mu}$ at 298.2 K](image)

The squared solubility parameter corresponds to the endoergic process of separating the solvent molecules to provide a suitably sized enclosure for the solute and measures the work required to produce a cavity of unit volume in the solvent. This term is related to the tightness or structuredness of solvents as caused by intermolecular solvent/solvent interactions (Barton, 1991). Therefore, the squared solubility parameter gives us the amount
of Van der Waals forces that held the molecules of the liquid together per molar volume. Therefore, it is not surprising that if a good correlation between \( E_i/E \) and the solubility parameter is found (see section 4.4.5.1), it is also possible to find an excellent correlation between \( E_i/E \) and \( D_{\mu\mu} \) (\( r^2 = 0.99 \) according to Eq. (15)) as can be expected according to modified Clausius-Mossotti-Debye equation by Leuenberger (see Eq. (2)).

### 4.4.5.4 The correlation between the \( D_{OH} \) and \( D_{\mu\mu} \) at room temperature

It could be shown a good correlation (\( r^2=0.99 \)) between \( D_{OH} \) and \( D_{\mu\mu} \) (see Fig. 7 and Eq. (16)).

\[
D_{OH} = 0.400 \, D_{\mu\mu} - 0.001 \quad r^2 = 0.985
\]

\[
D_{\mu\mu} = [D^2 \text{mol/cm}^3]
\]

![Figure 7: \( D_{OH} \) as a function of \( D_{\mu\mu} \) at 298.2 K](image)

It indicates that both parameters are to some extent exchangeable.

### 4.4.5.5 The correlation of \( E_i/E \) with the Dimroth-Reichardt \( E_T(30) \) at room temperature.
A good correlation (see Eqs. (17), and (18)) is found between the $E_i/E$ parameter and the empirical solvent polarity parameter $E_T(30)$ at room temperature and also between the $E_i/E$ parameter and the normalized $E_T^N$ parameter (see Fig. 8 and 9). That confirms the important role of the $E_i/E$ parameter in the characterization of polar liquids.

$$E_i/E = -1.28 \, E_T(30) + 63.82 \quad r^2 = 0.92$$  \hspace{1cm} (17)$$

$$E_i/E = -41.70 \, E_T^N + 24.27 \quad r^2 = 0.92$$  \hspace{1cm} (18)$$

![Figure 8: E_i/E values as a function of E_T(30) at 298.2 K](image)
4.4.6 Conclusions

An excellent correlation between $E_i/E$ and $D_{OH}$ and $D_{H_b}$ could be found. This confirms that $E_i/E$ describes the close range dipolar and hydrogen bonding interactions.

It could also be shown that due to the possibility of determining rather accurately the $E_i/E$ values of polar liquids in both pure liquid and in binary mixtures of different polarities, it is possible without an enormous experimental effort to get a good estimates for the Hildebrand total ($\delta_i$) and for the Hansen partial solubility parameter for polar molecules capable of forming hydrogen bonds ($\delta_h$).

A good correlation between the $E_i/E$ parameter and the empirical solvent polarity parameter $E_T(30)$ could be established showing that the $E_i/E$ parameter are an easily measurable alternative parameter to describe the polarity of liquids.
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4.5.1 Abstract

In the previous papers (Stengele et al., 2001; Stengele et al., 2002) it was shown, that the Clausius-Mossotti-Debye equation for the quasi-static dielectric constant ($\varepsilon$) can be extended to liquids if the parameter $E_i/E$ is introduced. $E_i$ corresponds to the local mean field due to close molecule-molecule interactions after the application of an external electric field $E$. In the present paper it is demonstrated that the $E_i/E$ parameter and the relaxation behavior of the dipole moment of the polar molecule in binary mixtures of water, respectively methanol or benzylalcohol with 1,4-dioxane can be used for the detection of percolation phenomena. As 1,4-dioxane has no intrinsic dipole moment but can form hydrogen bonds and is completely miscible with water, respectively methanol or benzylalcohol, percolation phenomena can be related to the relaxation behavior of the dipole moment of the polar co-solvent. The relaxation behavior of the binary mixtures can be modeled by applying the Debye equation, and the Cole-Davidson distribution function. Superpositions such as the Debye equation and the Cole-Davidson distribution function or a sum ($\Sigma_i$) of Debye equations are also considered.
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4.5.2 Introduction

As it was shown in previous papers (Stengele et al., 2001; Stengele et al., 2002) pure polar liquids can be characterized by the parameter $E_i/E$ of the Clausius-Mossotti-Debye equation modified according to Leuenberger for the quasi-static dielectric constant (Stengele et al., 2001). In the present paper the emphasis was put on the analysis of binary mixtures of a polar liquid with 1,4-dioxane by applying broadband (0.2-20 GHz) dielectric spectroscopy (Kremer and Schönhals, 2003). 1,4-dioxane was chosen as it has no dipole moment and is fully miscible with water, methanol and benzylalcohol due to the formation of hydrogen bonds (The Merck index, 1983). Interestingly, the relaxation behavior of the water dipole can be described in its state as a pure liquid with a single relaxation time $\tau$, i.e. with the Debye equation for the complex permittivity (Smith et al., 1995). Thus, it is of interest to study first the relaxation behavior of the pure liquid and subsequently the change of its behavior as a result of the addition of 1,4-dioxane ($V_{dx}/V$). One can imagine that the volumetric addition of 1,4-dioxane to water may destroy totally or partially the water structure as a function of the volume percentage of 1,4-dioxane added. It can be speculated that the structure of water is fundamentally changed if 1,4-dioxane starts to percolate the water structure forming itself an infinite cluster. In case of water the question arises immediately whether a discrete number of additional relaxation times $\tau_1, \tau_2, \tau_3 \ldots$ show up after a partial destruction of the water structure or whether a continuity of relaxation times appear, which can only be described on the basis of a suitable distribution function such as the Cole-Davidson or the Havriliak-Negami equation (Kremer and Schönhals, 2003). In this paper superpositions such as the Debye and the Cole-Davidson distribution function or a sum ($\Sigma_i$) of Debye equations with different but discrete relaxation times $\tau_i$ were studied. The aim of this work is to detect percolation phenomena by analyzing the relaxation process and the $E_i/E$ parameter for the binary mixtures of 1,4-dioxane with water, methanol and benzylalcohol.

4.5.2.1 Broadband dielectric spectroscopy

E-mail address: hans.leuenberger@unibas.ch (H. Leuenberger).
4.5.2.1.1 General remarks

The properties of polar solvents in the dipole relaxation region are usually described in terms of complex permittivity $\varepsilon^*(\omega)$:

$$\varepsilon^*(\omega) = \varepsilon'(\omega) - i\varepsilon''(\omega) \quad (1)$$

where $\varepsilon'(\omega)$ = the real part of the permittivity that is proportional to the energy stored reversibly in the system per period and $\varepsilon''(\omega)$ = imaginary part that its proportional to the energy which is dissipated per period.

In a simplest case, when the polarization drop is characterized by only one relaxation time $\tau$, the frequency dependence of the real $\varepsilon'(\omega)$ and imaginary $\varepsilon''(\omega)$ components of complex permittivity $\varepsilon^*(\omega)$ are expressed by the Debye equation (Eq. (4)) which is the most simplest equation but not all the systems show a Debye response. Usually the measured dielectric functions are much broader than predicted by the Debye function. It is therefore useful to consider the developments to the original Debye theory that have been proposed over subsequent years like the Cole-Davidson or the Havriliak-Negami relaxation behavior (Kremer and Schönhals, 2003). As already mentioned, we will also analyze the superposition of two Debye equations and the superposition of Debye equation with the Cole-Davidson distribution function. In this context it has to be kept in mind that the models may yield satisfying mean corrected coefficient $R^2$ which do not differ from each other very much. Thus, it becomes difficult to make a choice of the best model.

4.5.2.1.2 The Clausius-Mossotti-Debye equation modified according to Leuenberger for the quasi-static dielectric constant (Stengele et al., 2001)

The original Clausius-Mossotti-Debye equation is only valid for molecules in the ideal gas phase, i.e. in the case, where the molecules are located far from each other and do not show any interaction:
\[
\frac{\varepsilon - 1}{\varepsilon + 2} \frac{M_r}{\rho} = \frac{N_A}{3\varepsilon_0} \left( \frac{\alpha + \mu_g^2}{3KT} \right)
\]  

(2)

With \(\varepsilon\) = quasi-static relative dielectric constant; \(M_r\) = molecular weight; \(\rho\) = density; \(N_A\) = Avogadro number, \(6.023 \times 10^{23}\) (mol\(^{-1}\)); \(\varepsilon_0\) = electric field constant in the vacuum, \(8.854 \times 10^{-12}\) (C\(^2\) J\(^{-1}\) m\(^{-1}\)); \(\alpha\) = polarizability of the molecule (cm\(^2\) V\(^{-1}\)); \(\mu_g\) = dipole moment in the state of an ideal gas (C m); \(K\) = Boltzmann’s constant, \(1.38 \times 10^{-23}\) (J K\(^{-1}\)); \(T\) = temperature (K).

The essential point of the original derivation of the Clausius-Mossotti-Debye equation consisted in the fact that the local mean field \(E_i\) being the result of short range Van der Waals interactions and of hydrogen bonding of neighboring molecules was neglected. The introduction of the term \(E_i/E\) with \(E_i = \) internal electric field, caused by interactions with other induced neighbouring dipoles; \(E = \) external electric field, produced by the applied voltage leads to the following modification:

\[
\frac{\varepsilon - 1}{3E_i + (\varepsilon + 2)\rho} \frac{M_r}{3\varepsilon_0} \left( \frac{\alpha + \mu_g^2}{3KT} \right)
\]  

(3)

The classical Clausius-Mossotti-Debye equation (Eq. (2)) it is not valid for polar liquids but can be used to estimate quite accurately the dipole moment \(\mu_g\) of water in a highly diluted solution of water in 1,4-dioxane simulating an ideal gas state condition (Hedestrand, 1929).

The Clausius-Mossotti-Debye equation modified according to Leuenberger for the quasi-static dielectric constant (Stengele et al., 2001) (Eq. (3)) can be used to characterize polar liquids. In case of a highly polar liquid such as water the value of \(E_i/E\) is \(-21.0\) at room temperature.
The aim of the present work is to detect percolation phenomena in liquid binary mixtures by analyzing the $E_i/E$ parameter from the Clausius-Mossotti-Debye equation modified according to Leuenberger.

### 4.5.2.1.3 The Debye equation for the complex dielectric permittivity $\varepsilon^*$.

The Debye equation describes the behavior of the frequency $\omega$ dependence of the complex dielectric permittivity $\varepsilon^* = \varepsilon', \varepsilon''$:

$$
\varepsilon^*(\omega) = \varepsilon_\infty + \frac{\varepsilon - \varepsilon_\infty}{1 + i\omega\tau} \tag{4}
$$

With $\varepsilon^*$ = complex permittivity; $\varepsilon_\infty$ = quasi-static dielectric permittivity (dielectric constant at ca. zero frequency); $\varepsilon_\infty$ = dielectric permittivity for induced polarization, measured at a frequency low enough that both atomic and electronic polarization are the same as in the static field and high enough so that the permanent dipoles can no longer follow the field ($\omega \to \infty$); $\tau$ = characteristic relaxation time [s$^{-1}$]; $\omega$ = angular frequency [s$^{-1}$] and $i$ = imaginary unit = $(-1)^{1/2}$.

Eq. (4) can be split for the real ($\varepsilon'$) and imaginary part ($\varepsilon''$) of the complex permittivity:

$$
\varepsilon'(\omega) = \varepsilon_\infty + \left(\varepsilon - \varepsilon_\infty\right)\frac{1}{1 + \omega^2\tau^2}, \tag{5}
$$

and

$$
\varepsilon''(\omega) = \left(\varepsilon - \varepsilon_\infty\right)\frac{\omega\tau}{1 + \omega^2\tau^2}. \tag{6}
$$

Eqs. (5) and (6) can be interpreted as follows: If we consider the behavior of a sample containing mobile dipole which is being subjected to an oscillating electric field of
increasing frequency, in the absence of the field, the dipoles will experience random motion due to thermal energy in the system and no ordering will be present. At low frequencies the dipole moment of the polar molecules, i.e. the entire molecule, orients in the applied electric field. Thus, the real part ($\varepsilon'$) is approximately constant and the imaginary part ($\varepsilon''$) is close to zero. At higher frequencies the dipole can no longer follow the directions of the external applied field. The dipoles are unable to reorientate with that field and the total polarization of the system falls. Thus, $\varepsilon'$ and $\varepsilon''$ assume rather low values (see Fig. 1). However, at a specific frequency called resonance frequency ($\omega_{res}$) located between these two extremes, the efficiency of the reorientation process is at maximum, as the rate of change in direction of the applied field matches the relaxation time of dipoles. Those dipoles will therefore undergo maximum reorientation, but the random oscillations superimposed on that system would be at minimum. At the resonance frequency ($\omega_{res}$) the imaginary part ($\varepsilon''$) assumes a maximum value, which corresponds to the frequency of maximum energy absorption.

Figure 1: Dielectric permittivity of a polar substance as a function of frequency (Decareau and Mudgett, 1985).

In practice, the Debye relaxation is seldom seen, as systems usually contain more than one relaxation time. In an organized system all dipoles relax “in phase”, i.e. in a cooperative way, highly synchronized. Materials assumed to be composed of clusters would belong to that group of systems where a long range forces must exist to achieve a high order of its dynamical behavior. The relaxation behavior of these clusters will affect the overall shape
of the response, as well as the absolute values at any particular frequency. In a less organized system more than one relaxation time exists. The dipoles of water in its pure state can be described with a single relaxation time. Therefore, it may be assumed that the addition of a certain volume percentage of 1,4-dioxane to water may only slightly modify the water structure leading to more than one single relaxation time.

Thus, the case for two relaxation times \( \tau_1, \tau_2 \) the real and imaginary part of the Eq. (5), respectively Eq. (6) can be modeled as follows:

The real part being

\[
\varepsilon'(\omega) = \varepsilon_\infty + (\varepsilon - \varepsilon_\infty) \left\{ \frac{l_1}{1 + \omega^2 \tau_1^2} + \frac{l_2}{1 + \omega^2 \tau_2^2} \right\}
\]

and the imaginary part

\[
\varepsilon''(\omega) = (\varepsilon - \varepsilon_\infty) \left\{ \frac{l_1 \omega \tau_1}{1 + \omega^2 \tau_1^2} + \frac{l_2 \omega \tau_2}{1 + \omega^2 \tau_2^2} \right\}
\]

with \( l_1 \) = weight factor of the relaxation time \( \tau_1 \) and \( l_2 \) = weight factor of the relaxation time \( \tau_2 \) being \( l_1 + l_2 = 1 \).

4.5.2.1.4 The Cole-Davidson relaxation behavior and its superposition with the Debye equation

\[
\varepsilon^*(\omega) = \varepsilon_\infty + \frac{\varepsilon - \varepsilon_\infty}{(1 + i \omega \tau_0)\beta}
\]

The Cole-Davidson relaxation behavior (Eq. (9)) can be described as follows, taking into account the real and imaginary part:
\[ \varepsilon'(\omega) = \varepsilon_\infty + (\varepsilon - \varepsilon_\infty)(\cos \phi)^\beta \cos \beta \phi, \quad (10) \]

\[ \varepsilon^*(\omega) = (\varepsilon - \varepsilon_\infty)(\cos \phi)^\beta \sin \beta \phi, \quad (11) \]

with \( \phi = \arctan(\omega \tau_0) \). \( (12) \)

where \( \tau_0 = \text{Cole-Davidson relaxation time [s}^{-1}] \), \( \beta (0 < \beta \leq 1) \) describes an asymmetric broadening of relaxation function. In case of \( \beta=1 \) the Cole-Davidson equation is identical with the Debye equation (Eq. (4)).

It is evident to check first whether the application of the Debye equation may be sufficient in order to avoid a distribution with the additional parameter \( \beta \). Thus, before using a more complex distribution, which is just “descriptive” we analyze first the relaxation behavior with the superposition of two Debye equations (Eqs. (7) and (8)) second the relaxation behavior with the Cole-Davidson distribution function and third whether a superposition of the Debye equation with the Cole-Davidson distribution function (Eqs. (13) and (14)) describes satisfactory the relaxation behavior of the binary mixtures:

\[ \varepsilon'(\omega) = \varepsilon_\infty + (\varepsilon - \varepsilon_\infty) \left[ l_1 \left( \frac{1}{1 + \omega^2 \tau_1^2} \right) + l_2 \left( (\cos \phi)^\beta \cos \beta \phi \right) \right] \quad (13) \]

\[ \varepsilon^*(\omega) = (\varepsilon - \varepsilon_\infty) \left[ l_1 \left( \frac{\omega \tau_1}{1 + \omega^2 \tau_1^2} \right) + l_2 \left( (\cos \phi)^\beta \sin \beta \phi \right) \right] \quad (14) \]

with \( \phi = \arctan(\omega \tau_0) \), and \( l_1 + l_2 = 1 \)

4.5.2.1.5 Application of percolation theory

Percolation theory (Stauffer and Aharony, 1998) is a mathematical concept that can be applied in many different fields. The starting point is the definition of a lattice (see Fig. 2
In the present case the lattice is formed by substance A (e.g. water, methanol or benzylalcohol). We will increase the amount of substance B (e.g. 1,4-dioxane) in the system formed by substance A and at the same time, different dielectric spectroscopy parameters for each concentration will be measured.

If we start adding substance B we pass from Fig. 2 (A) to Fig. 2 (B). At that point clusters of substance B will appear. A cluster is a group of occupied nearest neighbour lattice sites. On Fig. 2 (B) we find two clusters formed by two B-molecules and a cluster of three B-molecules. Those clusters are inserted into the structure of substance A.

![Figure 2: (A)-(D) Percolation on a square lattice.](image)

If we increase the B concentration it arrives a point represented by Fig. 2 (C) where we observe the existence of a cluster that connects the top with the bottom, and the left with the right site of the lattice. On Fig. 2 (C) it is possible to see the infinite cluster for B-molecules in dotted line and the infinite cluster for A-molecules in solid line. We passed from a disconnected state to a connected one. At that concentration we have a percolation cluster. B starts to dominate the system. That transition suggests an important transformation of the system and should be therefore detected when we measure different dielectric spectroscopy parameters. That critical concentration is called the lower percolation threshold ($p_c$). Finally and if we add volumetrically more and more B it arrives a critical concentration where the binary system is completely dominated by B and we find the upper percolation threshold ($p_c$) as the component A is no longer percolating and starts to form isolated clusters. That transition also suggests an important transformation of the system and should also be detected when we measure different dielectric spectroscopy parameters. According to the explanation above we have to bear in mind that in three dimensions the lower $p_c$ should be detected in the range of 5%-45% ($V_{dx}/V$) and the upper $p_c$ at ca. 55%-95% ($V_{dx}/V$) depending on the “microscopic” lattice structure. In the section of materials and
methods it will be explained how to detect the lower and upper percolation thresholds by subdivision of curves into segments by means of nonlinear regression analysis.

**4.5.3 Materials and methods**

**4.5.3.1 Solvents**

The binary mixtures of water/1,4-dioxane, methanol/1,4-dioxane, and benzylalcohol/1,4-dioxane were examined at 298.2 K. Bidistilled water was freshly prepared by means of a Fontavapor 285 (Büchi AG CH-Flawil). The organic solvents of high purity were acquired commercially from Fluka Chemie GmbH CH- Buchs [benzylalcohol (art. No. 13160), 1,4-dioxane (art. No. 42512) and methanol (art. No. 65550)] (see Table 1)

<table>
<thead>
<tr>
<th></th>
<th>(^1) Dipole Moment [D]</th>
<th>(^1) MW [gmol(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>1.70</td>
<td>32.04</td>
</tr>
<tr>
<td>Benzylalcohol</td>
<td>1.71</td>
<td>108.14</td>
</tr>
<tr>
<td>Water</td>
<td>1.85</td>
<td>18.02</td>
</tr>
<tr>
<td>1,4-Dioxane</td>
<td>0.00</td>
<td>88.11</td>
</tr>
</tbody>
</table>

Table 1: Physical properties of the solvents studied at room temperature \(^1\) source: CRC Handbook of Chemistry and Physics, 1997. The dipole moment is given in debye units (D). The conversion factor to SI units is 1 D = 3.33564 x 10\(^{-30}\) C m.

The samples were prepared by weighing the necessary amounts of solvents/solutes into glass flasks. The samples were then shaken vigorously for 15 seconds and then stirred for 1 minute using a Vortex mixer.

**4.5.3.2 Experimental setup and data analysis**

**4.5.3.2.1 Measurement of the static permittivity and conductivity**
The static permittivity and conductivity in this work were measured via the impedance and conductance, respectively, by means of a LCR (inductance L, capacitance C, and resistance R) Meter at a low ac frequency, so the measured permittivity corresponds to the dielectric constant measured in direct current (dc).

For the measurement of the static permittivity and conductivity the following apparatus were used: Precision LCR Meter (Agilent Technologies Inc. HP 4284A; 2940J01533), and Test Fixture (Agilent Technologies Inc. USA-Palo Alto CA 94304-1185 HP 16047C).

To the test fixture it was connected a Cylinder Condensator (by courtesy of Ramsden and the Mechanische Werkstatt Biozentrum, Universität Basel). The inner electrode has a diameter 12.92 mm, and height 9.85 mm, and the outer electrode has a diameter 18.74 mm.

To the cylinder condensator it was connected a Thermostat (B. Braun Biotech International GmbH D-34209 Melsungen: Thermomix UB; 852 042/9; 9012 498/ Frigomix U-1; 852 042/0; 8836 004), allowing temperature control of ±0.1 K. The temperature was checked by means of a Digital Thermometer (Haake GmbH D-76227 Karlsruhe DT 10, Pt. 100 platinum resistance thermometer (±0.1 K).

For the measurement set-up used in this work the capacitance C and the conductance G were measured in a parallel circuit mode (Lehnert, 1992). As test frequency 100 kHz was chosen, giving stable results and being $10^3 – 10^5$ lower than the relaxation frequencies of the dipoles of the liquids measured in this work.

*The measurements were made by means of a personal computer connected to the LCR Meter, using the software HP VEE 5.01 (Agilent Technologies Inc. USA-Palo Alto CA 94304-1185).*

The cylinder condensator was brought to the measuring temperature (298.2 K) and filled with the sample. 5 minutes after the required temperature was reached, the sample was measured 5 times, waiting for 1 minute after each measurement.
4.5.3.2.1.1 Data analysis: Calculation of the $E_i/E$ parameter for binary polar liquid mixtures

For a Capacitor $C_{\text{MUT}}$ filled with the material under test (MUT) The static permittivity $\varepsilon$ - for $\omega \ll \omega_{\text{res}}$ - equals the real part of the permittivity.

$$\varepsilon' = \frac{C_{\text{MUT}}}{C_{\text{vacuum}}}.$$  \hspace{1cm} (15)

with $\varepsilon' = \text{real part of permittivity } \varepsilon' ; C_{\text{MUT}} = \text{capacitance of material under test (F)}; C_{\text{vacuum}} = \text{capacitance of vacuum (F)}.$

In the present work, the measured $C_{\text{air}}$ is substituted for $C_{\text{vacuum}}$, the calculated values for $\varepsilon$ are corrected via a calibration curve (Eq. (16)).

$$\varepsilon_{\text{lit}} = 2.7394 \cdot \varepsilon_{\exp} - 1.8031 \quad r^2 = 1.000.$$  \hspace{1cm} (16)

$E_i/E$ for binary mixtures was calculated according to the following equation (Stengele et al., 2002):

$$\frac{E_i}{E} = \frac{M_{r,m}}{3 \cdot \rho_m} \frac{\varepsilon_m - 1}{N_A} V_1 \left( \alpha_1 + \frac{\mu_{g,1}^2}{3 \cdot K \cdot T} \right) + V_2 \left( \alpha_2 + \frac{\mu_{g,2}^2}{3 \cdot K \cdot T} \right) - \frac{\varepsilon_m + 2}{3}.$$  \hspace{1cm} (17)

where $\rho_m = \text{density of mixture}; M_{r,m} = \text{molecular weight of the mixture}; \varepsilon_m = \text{quasi-static relative dielectric constant for the mixture}; V_1 = \text{volume fraction of liquid 1}; V_2 = \text{volume fraction of liquid 2}.$

For calculating the respective contributions of the liquids, their volume contributions are considered. For the description of binary mixtures by means of percolation theory, the
volume fractions are used, as they are more meaningful for the characterization of three-dimensional networks than molar fractions (Stengele et al., 2002).

4.5.3.2.2 Measurement of the complex permittivity

The measuring system consists of a dielectric probe connected to a network analyzer by means of a semi-rigid coaxial cable. An electromagnetic signal is generated by the network analyzer and transmitted into the material under test (MUT) via cable and probe. The signal is reflected by the MUT its phase and amplitude are compared by the network analyzer to those of the incident electromagnetic wave.

For the measurement of the complex permittivity the following apparatus was used: Network Analyzer Agilent Technologies Inc. USA-Palo Alto CA 94304-1185 HP 8720D; US38111202.

To the Network Analyzer it was connected a High-Temperature Dielectric Probe Kit Agilent Technologies Inc. USA-Palo Alto CA 94304-1185 HP 85070B OPT 002.

The sample was kept at the required temperature through immersion in a Thermostat (B. Braun Biotech International GmbH D-34209 Melsungen: Thermomix UB; 852 042/ 9; 9012 498 / Frigomix U-1; 852 042/ 0; 8836 004), allowing temperature control of ± 0.1 K.

The temperature was checked by means of a Digital Thermometer (Haake GmbH D-76227 Karlsruhe DT 10; Pt. 100 platinum resistance thermometer (±0.1 K).

The measurements were made by means of a personal computer connected to the Network Analyzer, using software HP 85070B Probe Software Program (Agilent Technologies Inc. USA-Palo Alto CA 94304-1185).

The Measurements were made between 0.2 and 20 GHz at 401 frequencies. The Auto Sweep Time Mode was selected. This mode maintains the fastest sweep speed possible for
the current measurement settings. A sweep time = 13.052 s was obtained for measurements between 0.2 and 20 GHz at 401 frequencies.

The dielectric probe was calibrated at the measurement temperature ($T_{\text{meas}} = 298.2$ K) by air, a metal block, and bidistilled water. The computer software requires a fast performance of these calibration steps, which does not allow for an exact temperature adjustment. Therefore, this operation was followed by a calibration refresh procedure, using bidistilled water at $T_{\text{meas}} \pm 0.1$ K. Calibration and refresh calibration were made before starting measurements at $T_{\text{meas}}$ and after every fifth sample.

For measurement, the probe was immersed in the sample, which was brought to $T_{\text{meas}}$ by means of a water bath/refrigerator. Special attention has to be paid to avoid air bubbles in the probe and the stability of the coaxial cable. Using the thermostat as a water bath, the sample was stabilized at $T_{\text{meas}} \pm 0.1$ K before starting the measurement.

4.5.3.2.2.1  Data analysis: Calculation of the relaxation time $\tau$

The following softwares were used for data analysis: Excel Microsoft corp. USA-Redmond WA 98052-6399 Version 97 SR-2 and SYSTAT for Windows SPSS Inc. USA-Chicago IL 60606-6307 Version 7.0.

In order to find the values for the dielectric spectroscopy parameters such as the relaxation time $\tau$ or distribution parameter $\beta$, the raw data $\varepsilon'(\omega)$, $\varepsilon''(\omega)$ obtained directly from the dielectric relaxation measurements must be fitted to an equation describing the process.

Close attention must be paid to choose an adequate equation and fitting procedure, and the number of fitting parameters. Usually a compromise has to be found between a large number of free parameters, offering a most adequate fit of the data, and a small number, providing robust and meaningful results, especially when data of e.g. various water concentrations are to be compared.
It has to be kept in mind that the resulting relaxation time $\tau$ depends on the mathematical model applied. The choice of best equation describing the process was based on literature and on the comparison of the mean corrected coefficient $R^2$ obtained after fitting the raw data $\varepsilon'(\omega)$, $\varepsilon''(\omega)$ for every concentration into different equations. If the mean corrected coefficient $R^2$ coefficient does not differ significantly between the different mathematical models, it is not possible to make an unambiguous choice of a model. The choice of the best equation describing the process was also based on the overall look of the obtained curves.

As the Havriliak-Negami equation did not lead to a significantly better mean corrected coefficient $R^2$-values but includes an additional free parameter $\alpha$ (symmetric distribution parameter) and in order facilitate the understanding these results are not included in this paper.

The fitting software used for evaluation was *Systat for Windows* SPSS Inc. USA-Chicago IL 60606-6307 Version 7.0 where the inclusion of both real and imaginary parts for fitting can be made as the term $(\varepsilon - \varepsilon_{\infty})$ occurs in both parts. This allows reformulation of equations as following: Considering the real and imaginary part of the Debye equation (Eqs. (5) and (6))

\[
\varepsilon'(\omega) = \varepsilon_{\infty} + (\varepsilon - \varepsilon_{\infty}) \frac{1}{1 + \omega^2 \tau^2} = \varepsilon_{\infty} + (\varepsilon - \varepsilon_{\infty})A
\]

\[
\varepsilon''(\omega) = (\varepsilon - \varepsilon_{\infty}) \frac{\omega \tau}{1 + \omega^2 \tau^2} = (\varepsilon - \varepsilon_{\infty})B
\]

\[
(\varepsilon - \varepsilon_{\infty}) = \frac{\varepsilon'(\omega) - \varepsilon_{\infty}}{A} = \frac{\varepsilon''(\omega)}{B}
\]

Therefore,
\[
\varepsilon^*(\omega) = (\varepsilon - \varepsilon_\infty) \frac{\omega \tau}{1 + \omega^2 \tau^2} = (\varepsilon^*(\omega) - \varepsilon_\infty) \frac{B}{A}
\]  \hspace{1cm} (21)

\[
\varepsilon^*(\omega) = \varepsilon_\infty + (\varepsilon - \varepsilon_\infty) \frac{1}{1 + \omega^2 \tau^2} = \varepsilon_\infty + (\varepsilon - \varepsilon_\infty) A = \varepsilon_\infty + \varepsilon^*(\omega) \frac{A}{B}
\]  \hspace{1cm} (22)

The data, i.e. the mean based on three separate measurements, are fitted to the chosen equation (e.g. Eq. (21) or (22)) by using nonlinear regression (Gauss-Newton with Least Squares estimation).

4.5.3.2.2.2 Subdivision of curves into segments by means of nonlinear regression: detection of percolation thresholds

From theory, we assume that the properties of a binary mixture should behave like the volume-wise addition of the properties if the pure liquids. If deviations from this theoretical assumption occur, the splitting up of the curve onto small number of segments leads to the distinction of percolation thresholds, critical volume fractions, and to a better description of properties of the system. The subdivision of data into a number of segments may be appropriate if the number of segments is small, the mathematical model describing the segments simple, viz straight lines, and if there are sharp transitions between the segments. (Bellman and Roth, 1969; Seber and Wild, 1989).

The software used was: Systat for Windows SPSS Inc. USA-Chicago IL 60606-6307 Version 7.0.

The data were inspected in order to decide about a suitable number of sub-segments and potential critical concentrations. For the following example (see Table 2), three sub-segments seem appropriate with critical values for volume fraction \((V_s/V)_{\text{crit}} \approx 4-6\) and \(8-10\).

The data were arbitrary split into three straight subsegments around these possible \((V_s/V)_{\text{crit}}\), e.g. the first four points to subsegment A, the next four to subsegment B, the last
four to subsegment C. Using nonlinear regression, the data were fitted to the following equation:

\[ y = A (m_1 x + b_1) + B (m_2 x + b_2) + C (m_3 x + b_3) \]  

Using nonlinear regression, the data were fitted to the following equation:

\[ y = A (m_1 x + b_1) + B (m_2 x + b_2) + C (m_3 x + b_3) \]  

Data belong to segment
data

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>12.7</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.0</td>
<td>12.6</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3.0</td>
<td>12.1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.0</td>
<td>12.0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5.0</td>
<td>10.0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6.0</td>
<td>8.5</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>7.0</td>
<td>7.0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8.0</td>
<td>5.0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9.0</td>
<td>3.0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10.0</td>
<td>3.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11.0</td>
<td>4.0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12.0</td>
<td>4.6</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Subdivision of curves into segments: example

The final decision to which segment the data are to be assigned is made considering the mean corrected coefficient R² for the overall fit. For this example, the best fit (R² = 0.999) was received for a distribution 4 / 4 / 4 (A: y = -0.26x + 13.00; B: -1.65x + 18.35; C: 0.53x −1.79).
The critical values correspond with the intersection points of the segments. In the example they are located at the following volume fractions: \((V_x/V)_{\text{crit}1} = 3.85\) and \((V_x/V)_{\text{crit}2} = 9.24\). Those intersections points correspond to the lower and upper percolation thresholds.

For the description of binary mixtures by means of percolation theory, the volume fractions are used, as they are more meaningful for the characterization of three-dimensional networks than molar fractions.

### 4.5.3.2.3 Other measurements

The measurements of the density \(\rho\) were made using a *vibrating-tube densimeter*, refractive indices \(n_0\) were measured by means of an *Abbé refractometer*.

Physical properties which were necessary for calculations, such as the dipole moment in the gas phase \(\mu_g\) (CRC Handbook of Chemistry and Physics, 1997) and the polarizability \(\alpha\) of the investigated compounds were obtained as follows: The values of the dipole moment in the gas phase \(\mu_g\) were taken from the literature. The polarizability was determined via the Lorentz-Lorenz-equation, which gave excellent results compared with literature data (Riddick and Bunger, 1970) both for polar and nonpolar compounds (see Eq. (24)).

\[
\frac{n^2 - 1}{n^2 + 2} \frac{M_r}{\rho} = \frac{N_A}{3\varepsilon_0} \alpha
\]  

(24)

### 4.5.4 Results and discussion

#### 4.5.4.1 Percolation phenomena observed in binary mixtures based in the results of the modified Clausius-Mossotti-Debye equation (Eq. 17)
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The $E_i/E$-values for the investigated binary mixtures at 298.2K are represented in Fig. 3, 4 and 5. For the water/1,4-dioxane and methanol/1,4-dioxane binary mixtures data can be clearly divided in two segments (Fig. 3 and 4): A convex curve of slightly positive values, and a linear relationship between $E_i/E$ and the % of the volume fraction of 1,4-dioxane ($V_{dx}/V$). The $E_i/E$-values of water/1,4-dioxane, methanol/1,4-dioxane and benzylalcohol/1,4-dioxane can be subdivided in three linear segments that will be explained according to percolation theory.

### 4.5.4.1.1 Water/1,4-dioxane binary mixtures

The data for the $E_i/E$ values of the water/1,4-dioxane binary mixtures as a function of the % of the volume fraction of 1,4-dioxane ($V_{dx}/V$) were inspected in order to decide about a suitable number of sub-segments and potential critical concentrations which could correspond with the lower and upper percolation thresholds (see Fig. 3). By means of nonlinear regression the curve for water/1,4-dioxane mixtures could be split into three sections whose intersections are located at 62% ($V_{dx}/V$) and 86% ($V_{dx}/V$) (see Fig. 3).

It can be assumed that water forms isolated clusters and is definitely no longer percolating the system for ($V_{dx}/V$) percentages above 86%. That intersection point corresponds with the upper $p_c$ of 1,4-dioxane. Thus, water may start to percolate at a volume fraction of 100%-86% =14% ($V_{wa}/V$). However, the detailed analysis indicates that only above 38% ($V_{wa}/V$), i.e. below 62% ($V_{dx}/V$), water may assume its normal structure leading to the value of $E_i/E$=-20.4 for the pure liquid (see linear part of the curve). It is evident that 38% ($V_{wa}/V$) represents a critical concentration corresponding to a structural change with a lower coordination number but it cannot be excluded that it could also be a percolation threshold.
Figure 3: $E_i/E$ values as a function of the % volume fraction of 1,4-dioxane ($V_{dx}/V$) for water/1,4-dioxane binary mixtures at 298.2 K. The critical points are located at ca. 62% and 86% ($V_{dx}/V$).

It is important to realize that between 0% ($V_{dx}/V$) and 62% ($V_{dx}/V$) (linear part of the curve), the lower $p_c$ could not be detected by analyzing the $E_i/E$ parameter. One has to assume that 1,4-dioxane fits well into the water structure and the lower $p_c$ of 1,4-dioxane cannot be detected for this reason.

4.5.4.1.2 Methanol/1,4-dioxane binary mixtures

For 1,4-dioxane/methanol mixtures, the dependence of the $E_i/E$-values as a function of % of the volume fraction of 1,4-dioxane ($V_{dx}/V$) can be divided into three segments whose intersections are located at 45% ($V_{dx}/V$) and 74% ($V_{dx}/V$) (see Fig. 4). It can be assumed that methanol forms isolated clusters above 74% ($V_{dx}/V$), i.e. that methanol percolates the system, above 26% ($V_{metOH}/V$). The final structure of methanol seems to be achieved at a higher concentration of methanol, i.e. above 55% ($V_{metOH}/V$), i.e. below 45% ($V_{dx}/V$). It seems that 1,4-dioxane starts to percolate the system above 45% ($V_{dx}/V$). Thus, above 45% ($V_{dx}/V$) and below 74% ($V_{dx}/V$) both 1,4-dioxane and methanol percolate the system. The critical concentration at ca. 45% ($V_{dx}/V$) could correspond with a structural change in the lattice. It is a rather high value for a lower $p_c$. Nevertheless, we cannot exclude that possibility. It is convenient to see section 4.5.4.2.2. in order to compare the critical
concentrations obtained with the $E_i/E$-values with those obtained after analyzing the relaxation time.

![Graph showing $E_i/E$ values as a function of the % volume fraction of 1,4-dioxane $(V_{dx}/V)$ for methanol/1,4-dioxane binary mixtures at 298.2 K. The critical points are located at ca. 45% and 74% $(V_{dx}/V)$.](image)

**Figure 4:** $E_i/E$ values as a function of the % volume fraction of 1,4-dioxane $(V_{dx}/V)$ for methanol/1,4-dioxane binary mixtures at 298.2 K. The critical points are located at ca. 45% and 74% $(V_{dx}/V)$.

### 4.5.4.1.3 Benzylalcohol/1,4-dioxane binary mixtures

In Fig. 5 the dependence of $E_i/E$ as a function of % of the volume fraction of 1,4-dioxane $(V_{dx}/V)$ added to benzylalcohol can be subdivided into three segments with the intersections located at 27% $(V_{dx}/V)$ and 55% $(V_{dx}/V)$. The first intersection at ca. 27% $(V_{dx}/V)$ can be interpreted as the lower $p_c$ of 1,4-dioxane. The second one at 55% $(V_{dx}/V)$ can be assumed as the upper $p_c$, where benzylalcohol starts to form isolated clusters. One has to keep in mind, that the determination of the upper $p_c$ is not very precise as the slopes of the line of the middle and upper segments are not very different.
4.5.4.2 Percolation phenomena observed in binary mixtures based in the results of broadband dielectric spectroscopy of binary mixtures at 298.2 K

4.5.4.2.1 Water/1,4-dioxane binary mixtures

The binary system water 1, 4-dioxane was analyzed as follows: first with the approximation of the relaxation behavior with a single Debye function and second with the superposition of a Debye function and Cole-Davidson distribution function, as a function of the % of the volume fraction of 1,4-dioxane (V_{dx}/V) added.

In Fig. 6 the relaxation behavior of the dipole moment of water at 298.2 K in 1,4-dioxane and water mixtures is modeled by one Debye function (see section 4.5.3.2.2.1) and with the superposition of one Debye function with the Cole-Davidson distribution. With one Debye equation we only obtain a mean correlated coefficient R^2 between 0.99 and 0.98 for the range of 0%-25% (V_{dx}/V). In the range above 25% (V_{dx}/V) R^2 starts decreasing adopting a minimum of R^2 = 0.66 for 90% (V_{dx}/V).
Figure 6: Two different models for the description of the relaxation behavior of the water dipole in water/1,4-dioxane mixtures at 298.2 K as a function of the % volume fraction of dioxane (V_{dx}/V).

According to Fig. 6 the superposition of the Debye and Cole-Davidson equations yields a good fit with R^2 = 0.99-0.98 for the whole range. In the latter case (see Fig. 7) l_1 belonging to the Debye part of the superposition becomes zero at the presumed lower p_c of ca. 20% (V_{dx}/V). Thus, below the lower p_c it is possible to describe the relaxation behavior just with one Debye function based on the excellent fitting of the data with R^2-values > 0.99. Above the lower p_c the relaxation behavior is well described by the Cole-Davidson distribution function only (l_2 =1, l_1 =0, see Fig. 7). Compared to the dependence of E_i/E-parameter (see Fig. 3) the lower p_c is clearly visible.

In Fig. 8 the β-parameter (skewness) of the Cole-Davidson equation is plotted as a function of the % of the volume fraction of 1,4-dioxane (V_{dx}/V) added. In this plot the lower p_c at ca. 24% (V_{dx}/V) and the upper one at ca. 62% (V_{dx}/V) are visible. These findings are compatible with the findings of Fig. 6 (τ-values) for the lower p_c but not with Fig. 3 (E_i/E-values) for the upper p_c.
Figure 7: Weight factor of relaxation time ($l$ - parameter: $l_1$, $l_2$) for water/1,4-dioxane binary mixtures at 298.2 K as a function of the % volume fraction of dioxane ($V_{dx}/V$) calculated with the superposition of one Debye equation ($l_1$) with the Cole-Davidson distribution function ($l_2$).

Figure 8: Skewness of the distribution of relaxation times ($\beta$-parameter) for water/1,4-dioxane binary mixtures at 298.2 K as a function of the % volume fraction of dioxane ($V_{dx}/V$) calculated with the superposition of Debye and Cole-Davidson equations. The critical points are located at ca. 24% and 62% ($V_{dx}/V$).

Summarizing, the lower $p_c$ would be located at ca. 20% ($V_{dx}/V$) and the upper $p_c$ at ca. 86% ($V_{dx}/V$). The critical point obtained at ca. 62% ($V_{dx}/V$) would be interpreted as a structural
change in the lattice. Nevertheless, it cannot be excluded that the critical point obtained at ca. 62\% \( \left( V_{dx}/V \right) \) could also be a \( p_c \).

4.5.4.2.2 Methanol/1,4-dioxane binary mixtures

In case of the binary mixtures methanol/1, 4-dioxane the best fits were obtained with the Debye and Cole-Davidson distribution function (Fig. 9). The values can be subdivided into three segments with the intersections located at 20\% \( \left( V_{dx}/V \right) \) and 48\% \( \left( V_{dx}/V \right) \). Below 20\% \( \left( V_{dx}/V \right) \) it is possible to describe the relaxation behavior of methanol with one Debye function. However, the \( R^2 \)-values being in the range of 0.96 to 0.99 are not as high as in the case of water with \( R^2 \)-values > 0.99.

The data of Fig. 9 allow only a rough estimate of the two percolation thresholds and the three ranges: range I (0\% \( \sim \)20\% \( \left( V_{dx}/V \right) \)) with a decrease of the main relaxation time \( \tau \), range II (20\% \( \sim \)48\% \( \left( V_{dx}/V \right) \)), i.e. where both components percolate and range III (48\% \( \sim \)1\% \( \left( V_{dx}/V \right) \) 1,4-dioxane) with a significant decrease of the main relaxation time.

The relaxation behavior of the dipole of methanol can be best described by one Debye function in the range of 0\% \( \left( V_{dx}/V \right) \) to ca. 20\% \( \left( V_{dx}/V \right) \). For higher percentages of 1,4-dioxane the behavior can be best approximated by a superposition of one Debye with a Cole-Davidson distribution function (see Fig. 9). However the plot of the \( \beta \)-parameter does not reveal clearly percolation thresholds.

The comparison of these results with the findings of the critical concentrations of the \( E_i/E \)-values indicates that it is difficult to decide whether the critical concentration describes a percolation threshold or a structural change of the lattice.

The critical concentrations obtained with the \( E_i/E \)-values are located at ca. 45\% \( \left( V_{dx}/V \right) \) and 74\% \( \left( V_{dx}/V \right) \). With the relaxation time we find the critical concentrations at ca. 20\% \( \left( V_{dx}/V \right) \) and 48\% \( \left( V_{dx}/V \right) \). We can conclude with a high probability that the lower \( p_c \) would be located at 20\% \( \left( V_{dx}/V \right) \), the upper \( p_c \) at ca. 74\% \( \left( V_{dx}/V \right) \) and the critical concentration
founded with $E_i/E$ and $\tau$ at ca. 45% ($V_{dx}/V$) respectively 48% ($V_{dx}/V$) could be interpreted as a structural change without changing the subsequent upper $p_c$. However it cannot be excluded that this point could also reflect a $p_c$.

![Graph](image)

**Figure 9:** Relaxation behavior of the dipole of methanol in 1,4-dioxane mixtures calculated on the basis of one Debye function (range 0%-20% ($V_{dx}/V$)) and on the basis of the superposition of one Debye equation with the Cole-Davidson distribution function at 298.2 K as a function of the % volume fraction of dioxane ($V_{dx}/V$). The critical points are located at ca. 20% and 48% ($V_{dx}/V$).

4.5.4.2.3 **Benzylalcohol/1,4-dioxane binary mixtures**

With benzylalcohol/1,4-dioxane binary mixtures the situation is as follows.

Fig. 10 shows two different models to fit the relaxation time behavior for benzylalcohol/1,4-dioxane binary mixtures at 298.2 K as a function of the % volume fraction of 1,4-dioxane ($V_{dx}/V$). With one Debye equation we only obtain a mean corrected coefficient $R^2$ between 0.99 and 0.97 for the range 0% - ca. 20% ($V_{dx}/V$). Thus, in the 1,4-dioxane poor region, i.e. till 1,4-dioxane starts to percolate the system (as ca. 20% ($V_{dx}/V$)), the behavior of the relaxation of the benzylalcohol dipole can be described by the simple Debye equation.
Figure 10: Two different models to fit the relaxation time behavior for benzylalcohol/1,4-dioxane binary mixtures at 298.2 K as a function of the % volume fraction of 1,4-dioxane $(V_{dx}/V)$.

Interestingly the superposition of two Debye equations is able to characterize nearly the whole range of benzylalcohol/1,4-dioxane mixtures with $R^2 > 0.97$ for less than 70% $(V_{dx}/V)$, i.e. below the upper $p_c$ of ca. 58-63% $(V_{dx}/V)$ (see Fig. 10). In fact it is possible to conclude that the addition of 1,4-dioxane leads to two distinct modes of relaxation, which can be described by two relaxation times $\tau_1$, $\tau_2$. The values of the relaxation times depend on the mixture ratio. A closer inspection of both relaxation times $\tau_1$, $\tau_2$ as a function of the amount of 1,4-dioxane added reveal percolation phenomena, as shown in Figs. 11 (A) and 11 (B), showing a lower $p_c$ at ca. [19-22]% $(V_{dx}/V)$ and an upper $p_c$ at ca. [58-63]% $(V_{dx}/V)$.

A closer inspection of the weights $l_1$ and $l_2$ of the superposition of the two Debye equations leads to a symmetric behavior of the relaxation times $\tau_1$, $\tau_2$ (see Fig. 12).
Figure 11: Relaxation times obtained from the superposition of two Debye equations for Benzylalcohol at 298.2 K as a function of the % volume fraction of 1,4-dioxane ($V_{dx}/V$). (A) Relaxation time $\tau_1$ with critical points located at ca. 19% and 63% ($V_{d1}/V$). (B) Relaxation time $\tau_2$ with critical points located at ca. 22% and 58% ($V_{d2}/V$).

Figure 12: Weight factor of relaxation time ($l$-parameter: $l_1$, $l_2$) for benzylalcohol/1,4-dioxane binary mixtures at 298.2 K as a function of the % volume fraction of 1,4-dioxane ($V_{dx}/V$) calculated with the superposition of two Debye equations.

These findings are also compatible with the findings of Fig. 5 ($E_i/E$-values) for the lower and upper $p_c$.

If we compare with water/1,4-dioxane and methanol/1,4-dioxane we observe that for benzylalcohol/1,4-dioxane mixtures the upper $p_c$ is detected at lower concentration and no
critical concentration are related to a structural change. We can conclude that the behavior between water/1,4-dioxane and methanol/1,4-dioxane is similar due to more similarities in the lattice structure.

4.5.5 Conclusions

It could be shown that the application of the broad range dielectric spectroscopy together with the analysis of the quasi-static permittivity using the modified Clausius-Mosotti-Debye equation can be used to detect percolation phenomena in binary polar liquid mixtures. It leads to a valuable insight into the structure of polar liquids and to a better understanding of binary systems. However, it has to be kept in mind, that besides of percolation thresholds as critical concentrations it is also possible to detect a change of the coordination number as a function of the volume ratio of the components, which involves a change of the lattice type. It is sometimes difficult to discriminate between $p_c$ or lattice change and more studies are needed in order to distinguish between those processes.
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4.6 The characterization of aprotic polar liquids and percolation phenomena in DMSO-water mixtures
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4.6.1 Abstract

In the previous papers of our research group it was shown, that the Clausius-Mossotti-Debye equation for the quasi-static dielectric constant (ε) can be extended to liquids if the parameter Ei/E is introduced. Thus, it is possible to characterize polar liquids with the easily accessible parameter Ei/E. This property is also reflected by the fact that the parameter Ei/E can be directly related to the empirical ET(30) and the normalized $E_T^N$ parameter to describe the polarity of polar liquids proposed by Reichardt (Chem. Rev. 94, 2319-2358):

$$E_T^N = \frac{E_T(\text{solvent}) - E_T(\text{TMS})}{E_T(\text{water}) - E_T(\text{TMS})} = \frac{E_T(\text{solvent}) - 30.7}{32.4}$$  \hspace{1cm} (1)

Ei corresponds to the local mean field due to close molecule-molecule interactions after the application of an external electric field E. In a recent work of our research group it was also demonstrated that the modified Clausius-Mossotti-Debye equation and the study of the relaxation time can be related to percolation phenomena in the binary solvent mixtures leading to a valuable insight of the structure of polar liquids and to a better understanding of binary systems. In the present paper it is demonstrated that percolation phenomena for DMSO-water binary mixtures, become visible due to changes of parameters describing the dielectric spectrums. Thus, these parameters can
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be used in place of other parameters such as viscosity or other properties of the liquid mixture as demonstrated by other authors.

*Keywords:* Modification of the Clausius-Mossotti-Debye-Equation; Percolation phenomena; empirical solvent solubility parameter $E_T(30)$ and the normalized $E_T^N$ parameter; Binary polar solvent mixtures; Dielectric spectroscopy.

### 4.6.2 Introduction

Dimethyl sulphoxide (DMSO) [(CH3)2SO)] is a widely used solvent with pharmacological action including anti-inflammatory and bacteriostatic activity, analgesia, nerve blockade, diuresis, cholinesterase inhibitor, vasodilation, and muscle relaxation (Wood and Wood, 1975). DMSO also has the unique capability of penetrating living tissues without causing significant damage (Chen et al., 2003). It has been used as a carrier to enhance the bladder absorption of chemotherapeutics such as Paclitaxel (Chen et al., 2003), cisplatin, pirarubicin, and doxorubicin (Rangel et al., 1994; Roth,1995). One of the most interesting and significant properties of DMSO is its ability to act as a carrier for transferring other drugs through the cell membrane (Soper and Luzar, 1992). By this we mean that the liquid DMSO can be applied on the sole of the foot and within a very few seconds you will be able to taste the DMSO in your mouth. It has a very distinctive taste, something like kerosene or garlic. As a second step, if you mix any of many other different substances with the DMSO, and again apply this mixture (liquid) to the sole of your foot you will get a different taste in your mouth, in the same few seconds. The difference in the taste will depend on the other substance, which was added to the DMSO and then carried very quickly through the body to the tongue to be tasted. Due to that fact, DMSO with a relatively low intrinsic toxicity of 14.5 g/Kg Oral-Rat measured by LD50 is an interesting absorption enhancer but on the other hand DMSO as a component in a formulation is problematic as it can facilitate other substances to cross the cell barrier including the blood-brain barrier, which may lead to undesired interactions with other drugs. Therefore, many drugs have an enhanced physiological effect when they are mixed with DMSO, which means that the dose can be reduced, which can lead to a reduction of possible side effects due to drug toxicity. DMSO plays also an important role as a cryoprotector to prevent
denaturalization of proteins. This cryoprotective action appears to steam from its ability to prevent water crystal formation within the cells. DMSO is at the same time a common used solvent in the industry. It is often used to test new drugs in an early preclinical study because DMSO can typically dissolve lipophilic drugs and hydrophilic drugs (Jorjani and Rastegar, 2003). In this context it has to be kept in mind that DMSO is completely miscible with water and that water is the key solvent for the existence of life.

As we can see many properties are closely related to its properties in water solutions. Therefore, it is important to study its ability to affect the structure of water. DMSO-water binary mixtures are also of great interest due to the fact that both solvents have a dipole moment and that hydrogen bonds can be formed between water and DMSO molecules. However, DMSO is an aprotic solvent, i.e. no hydrogen bonding between pure DMSO molecules exists. Hence, the hydrogen bonding involving DMSO leads to a decrease in the number of hydrogen bonds among water molecules. Therefore, DMSO-water mixtures represents one of the more complicated binary systems, namely an associating component (water) plus a second component (DMSO) acting only as a hydrogen bond acceptor (Luzar, 1990).

There have been many attempts to revel the structure of the DMSO-water mixture in order to understand the non-linear behavior of this system as a function of the composition. Extreme deviations from additivity are observed for a wide range of properties, such as density and viscosity. The maximum deviations occur at 30–40 mol % DMSO (63–72% (V_{DMSO}/V)) corresponding to 60–70 mol % water (28–37 % (V_{wa}/V)) and suggest the probable existence of a stable DMSO hydrate or at least a strong hydrogen-bonded association between the two kind of molecules (Soper and Luzar, 1992). The aim of this paper is to interpret that behavior in the framework of the percolation theory by using parameters derived from low frequency dielectric spectroscopy such as the E/E parameter, g-values obtained from the Kirkwood-Fröhlich, and dielectric constant, and the relaxation time derived from high frequency dielectric spectroscopy.
4.6.3 Theoretical background

4.6.3.1 The Clausius-Mossotti-Debye equation modified according to Leuenberger for the quasi-static dielectric constant (Stengele et al., 2001)

The original Clausius-Mossotti-Debye equation is only valid for molecules in the ideal gas phase, i.e. in the case, where the molecules are located far from each other and do not show any interaction:

\[
\frac{\varepsilon - 1}{\varepsilon + 2} \frac{M_r}{\rho} = N_A \frac{\alpha + \mu_g^2}{3kT}
\]

(2)

With \(\varepsilon = \) quasi-static relative dielectric constant; \(M_r = \) molecular weight; \(\rho = \) density; \(N_A = \) Avogadro number, \(6.023\times10^{23}\) (mol\(^{-1}\)); \(\varepsilon_0 = \) electric field constant in the vacuum, \(8.854\times10^{-12}\) (C\(^2\) J\(^{-1}\) m\(^{-1}\)); \(\alpha = \) polarizability of the molecule (cm\(^2\) V\(^{-1}\)); \(\mu_g = \) dipole moment in the state of an ideal gas (C m); \(k = \) Boltzmann’s constant, \(1.38\times10^{-23}\) (J K\(^{-1}\)); \(T = \) temperature (K).

The essential point of the original derivation of the Clausius-Mossotti-Debye equation consisted in the fact that the local mean field \(E_i\) being the result of short range Van der Waals interactions and of hydrogen bonding of neighboring molecules was neglected. The introduction of the term \(E_i/E\) with \(E_i = \) internal electric field, caused by interactions with other induced neighbouring dipoles; \(E = \) external electric field, produced by the applied voltage leads to the following modification:

\[
\frac{\varepsilon - 1}{3\varepsilon} \frac{M_r}{E + (\varepsilon + 2)} \frac{\rho}{\alpha + \mu_g^2} = N_A \frac{\alpha + \mu_g^2}{3kT}
\]

(3)

The Clausius-Mossotti-Debye equation modified according to Leuenberger for the quasi-static dielectric constant (Stengele et al., 2001) (Eq. (3)) can be used to
characterize polar liquids. In case of a highly polar liquid such as water the value of $E_i/E$ is -21.0 at room temperature.

4.6.3.2 g-values obtained from the Kirkwood-Fröhlich Equation (Stengele et al., 2001)

Short-range interactions between dipoles are considered by the Kirkwood–Fröhlich Equation (Eq. (4)), which was introduced by Kirkwood (Kirkwood, 1939) and further developed by Fröhlich (Fröhlich, 1958).

$$\frac{(\varepsilon - \varepsilon_\infty)(2\varepsilon + \varepsilon_\infty)}{\varepsilon(\varepsilon_\infty + 2)^2} = \frac{N_A \rho}{9\varepsilon_0 kT M_r} \mu^2_g$$

(4)

Where $\varepsilon$, respectively $\varepsilon_\infty$ corresponds to the dielectric constant characteristic for induced polarization, measured at a frequency low enough that both atomic and electronic polarization are the same as in the static field, respectively high enough so that the permanent dipoles can no longer follow the field; $g =$ correlation factor; $M_r =$ molecular weight; $\rho =$ density; $N_A =$ Avogadro number, 6.023x10$^{-23}$ (mol$^{-1}$); $\varepsilon_0 =$electric field constant in the vacuum, 8.854x10$^{-12}$ (C$^2$ J$^{-1}$ m$^{-1}$); $\mu_g =$ dipole moment in the state of an ideal gas (C m); k = Boltzmann’s constant, 1.38x10$^{-23}$ (J K$^{-1}$); T = temperature (K).

The correlation factor $g$ is a measure of intermolecular correlations, considering one dipole surrounded by its $z$ next neighbors:

$$g = 1 + z \langle \cos \phi \rangle$$

(5)

$\langle \cos \phi \rangle$ is the average of the cosine of the angle between the two neighboring molecules i and j.

So we find for a parallel alignment of molecules, i.e. $\langle \cos \phi \rangle = 1$, $g > 1$, and for an antiparallel alignment, i.e. $\langle \cos \phi \rangle = -1$, $g < 1$. 
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The Kirkwood–Fröhlich Equation (Eq. (4)) is only valid for polar molecules. The value of $g$ is ambiguous, as $g = 1$ stands either for disorder or equal amounts of parallel and antiparallel aligned molecules outweighing each other.

### 4.6.3.3 The Debye equation for the complex dielectric permittivity $\varepsilon^*$

The Debye equation describes the behavior of the frequency ($\omega$) dependence of the complex dielectric permittivity $\varepsilon^* = \varepsilon', \varepsilon''$:

$$\varepsilon^*(\omega) = \varepsilon_{\infty} + \frac{\varepsilon - \varepsilon_{\infty}}{1 + i\omega\tau}$$  \hspace{1cm} (6)

With $\varepsilon^*$ = complex permittivity; $\varepsilon = $ quasi-static dielectric permittivity (dielectric constant at ca. zero frequency) and $\varepsilon_{\infty} = $ dielectric permittivity for large frequencies ($\omega \to \infty$); $\tau = $ characteristic relaxation time (s$^{-1}$); $\omega = $ angular frequency (s$^{-1}$) and $i = $ imaginary unit = (-1)$^{1/2}$. Equation (6) can be split for the real ($\varepsilon'$) and imaginary part ($\varepsilon''$) of the complex permittivity:

$$\varepsilon'(\omega) = \varepsilon_{\infty} + \left(\varepsilon - \varepsilon_{\infty}\right)\frac{1}{1 + \omega^2\tau^2},$$  \hspace{1cm} (7)

and

$$\varepsilon''(\omega) = \left(\varepsilon - \varepsilon_{\infty}\right)\frac{\omega\tau}{1 + \omega^2\tau^2}.$$  \hspace{1cm} (8)

Eqs. (7) and (8) can be interpreted as follows: If we consider the behavior of a sample containing mobile dipole which is being subjected to an oscillating electric field of increasing frequency, in the absence of the field, the dipoles will experience random motion due to thermal energy in the system and no ordering will be present. At low frequencies the dipole moment of the polar molecules, i.e. the entire molecule, orients in the applied electric field. Thus, the real part ($\varepsilon'$) is approximately constant and the
imaginary part ($\varepsilon''$) is close to zero. At higher frequencies the dipole can no longer follow the directions of the external applied field. The dipoles are unable to reorientate with that field and the total polarization of the system falls. Thus, $\varepsilon'$ and $\varepsilon''$ assume rather low values (Fig. 1). However, at a specific frequency called resonance frequency ($\omega_{\text{res}}$) located between these two extremes, the efficiency of the reorientation process is at maximum, as the rate of change in direction of the applied field matches the relaxation time of dipoles. Those dipoles will therefore undergo maximum reorientation, but the random oscillations superimposed on that system would be at minimum. At the resonance frequency ($\omega_{\text{res}}$) the imaginary part ($\varepsilon''$) assumes a maximum value, which corresponds to the frequency of maximum energy absorption.

Figure 1: Dielectric permittivity of a polar substance as a function of frequency (after Decareau and Mudget, 1985)

4.6.3.4 Application of percolation theory

Peyrelasse et al., 1988 studied the conductivity and permittivity of various water/AOT/oil systems (AOT = surfactant active agent = sodium bis(2-ethylhexyl) sulfosuccinate) being able to interpret the results according to the phenomenon of percolation. In a second step they studied the viscosity of those systems and they concluded that the shape of viscosity curves could also be interpreted, at least qualitatively, in the framework of percolation theory. They also suggested that the phenomenon of percolation must be involved in other physical properties.
The aim of this work is to study the phenomenon of percolation in binary solvent mixtures parameters by analysing parameters derived from dielectric spectroscopy trying to find a connection between different physical properties.

We chose the DMSO-water system for our study because the mixtures exhibit higher viscosities than either of the two pure components, with a large viscosity maximum near 35% mole fraction in DMSO (32% (V\textsubscript{wa}/V)) (Marshall et al., 1987). Moreover, there have been many attempts to revel the structure of the DMSO-water mixture in order to understand the maximum deviations detected at 30–40 mol % DMSO (63–72\% (V\textsubscript{DMSO}/V) corresponding to 60–70 mol % water (28–37 \% (V\textsubscript{wa}/V)) observed for a wide range of properties, such as freezing point (Havemeyer, 1966), density and viscosity (Soper and Luzar, 1992). Kaatze et al., 1990 found a typically minimum at mole fraction around 30% of DMSO (37\% (V\textsubscript{wa}/V)) for the adiabatic compressibility suggesting the existence of homogeneous hydrogen-bonded networks rather than the presence of stoichiometrically well-defined DMSO: 2H\textsubscript{2}O complexes.

Soper and Luzar, 1992, could moreover demonstrate through a neutron diffraction study of DMSO-water mixtures that although there is clearly some disordering of the water structure, the broadly tetrahedral coordination of water molecules remains intact: part of the hydrogen bonding has simply been transferred from the water-water complex to water-DMSO complex, and the proportion of this transfer increases with increasing concentration of DMSO (Fig. 2).

![Figure 2: Schematic view of hydrogen bonding in pure water (a) and DMSO/water (b). Solid lines represent intramolecular bonds, dashed lines represent hydrogen bonds. In (a) water molecule 1 is](image-url)
coordinated by 5 other molecules, 2, 3, 4, 5, and 6, with the first four at roughly tetra-hedral positions the hydrogen A at the origin it sees 1 hydrogen (B) at 1.55 Å, 4 hydrogens (C, D, E, F) at ≈2.3 Å, 1 hydrogen (G) at ≈3.0 Å, and 4 hydrogens (H, I, J, K) at ≈3.8 Å, with a broad range of additional positions available due to the disorder. In (b) molecule 2 has been re-placed by a DMSO molecule, which is roughly 50% larger than the water molecule it replaces and adds two or three lone pair electrons, but no hydrogens, to form hydrogen bonds. Now hydrogens E and F hav: disappeared, so substantially reducing the height of the peaks at 2.3 Å and 3.8 Å, and, if DMSO contributes three lone pairs, emphasizing the peak at ≈3 Å. If DMSO were to form much stronger hydrogen bonds with water than water does to itself, this reduction in peak height should become marked at high concentration (Soper and Luzar, 1992).

Percolation thresholds of an ideal system occupied by isometric particles depends on the lattice type, the type of percolation (bond or site) and on the euclidean dimension of the lattice (see Table 1). In the following work only the case of site percolation is discussed. In an ideal system the lattice size is extremely large, i.e. infinite compared to the size of a unit lattice cell. Unfortunately, for most of the lattices the percolation thresholds (pc) cannot be calculated in a straightforward way, but have to be estimated experimentally by computer simulation of such a lattice and its random occupation.

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Site</th>
<th>Bond</th>
<th>Coordination number z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Honeycomb</td>
<td>0.696</td>
<td>0.653</td>
<td>3</td>
</tr>
<tr>
<td>Square</td>
<td>0.593</td>
<td>0.500</td>
<td>4</td>
</tr>
<tr>
<td>Triangular</td>
<td>0.500</td>
<td>0.347</td>
<td>6</td>
</tr>
<tr>
<td>Diamond</td>
<td>0.430</td>
<td>0.388</td>
<td>4</td>
</tr>
<tr>
<td>Simple cubic</td>
<td>0.312</td>
<td>0.249</td>
<td>6</td>
</tr>
<tr>
<td>BCC</td>
<td>0.246</td>
<td>0.180</td>
<td>8</td>
</tr>
<tr>
<td>FCC</td>
<td>0.198</td>
<td>0.119</td>
<td>12</td>
</tr>
<tr>
<td>Bethe</td>
<td>1/(z-1)</td>
<td>1/(z-1)</td>
<td>z</td>
</tr>
</tbody>
</table>

Table 1: Values of the bond and site percolation thresholds for various two and three dimensional lattices. Also given is the coordination number defined as the number of bonds meeting at an interior lattice site (Sahimi, 1994).

4.6.3.5 Structural differences between a solid, liquid and a gas

The case of an ideal gas is very clear: the atoms, molecules do not interact due to the large distances in between. The difference between a liquid and a gas becomes difficult in case that the distances between the atoms and molecules are reduced. In case of CO2 (see phase diagram in Fig. 3) above the critical point it is difficult to decide, whether it behaves like a gas or a liquid. Officially this phase is called a supercritical gas.
On the other hand a crystalline solid has a perfect structure (see Fig. 4). A liquid can be considered as a modified solid. The information obtained by diffraction experiments is often presented graphically by means of the “radial distribution function”. The radial distribution function is a measure of the average density as a function of distance from some arbitrary origin. In Fig. 4 we see that liquid Hg resembles more the solid than the gaseous state, suggesting the existence of short-range order in liquids and the legitimate description of liquid as a modified solid. It is therefore evident that a liquid is somehow structured but the structure is not perfect. It should be possible however to give an estimate concerning e.g. the coordination number of the structure of the liquid. In case of water it can be assumed that the coordination number is in the vicinity of 4. This reasoning is supported by the fact that water is present in the form of H₂O clusters, which disintegrate and/or formed again. The half-life of these structures is considered to be around 10⁻¹⁰ to 10⁻¹¹s (“flickering clusters”, “formation and dissolution of Nano-Icebergs”). Solidified water (ice) has a coordination number z=4 having a diamond structure (Frank et al., 1957).
4.6.4 Materials and methods

4.6.4.1 Solvents

The binary mixtures of DMSO-water, diglycerol-water and 1,4-dioxane-water were examined at 298.2 K. Bidistilled water was freshly prepared by means of a Fontavapor 285 (Büchi AG CH-Flawil). Dimethylsulfoxid of high purity (≥ 99.5%) was acquired commercially from Fluka Chemie GmbH CH (art. No. 41644) DMSO-water solutions were stored tightly covered since DMSO is strongly hygroscopic. 1,4-Dioxane of high purity was acquired commercially from Fluka Chemie GmbH CH- Buchs (art. No. 42512) Diglycerol was supplied by Solvay GmbH D-Rheinberd (art.No. 71021328).

4.6.4.2 Experimental setup and data analysis

4.6.4.2.1 Measurement of the static permittivity and conductivity: The use of the E/E parameter in the characterization of aprotic liquids at room temperature: Data analysis
The measurement of the static permittivity and conductivity as well as the calculation of the $E_i/E$ parameter for binary liquid mixtures is described in detail elsewhere (Hernandez-Perni et al., 2004b).

For the determination of the dielectric constant, the precision LCR meter at 100 KHZ, Agilent Technologies Inc. USA-Palo Alto, CA was used. The sample was kept at 298.2 K (± 0.1K) with a thermostat (Thermomix UB and Frigomix U-1, B. Braun Biotech International GmbH D-Melsungen).

$E_i/E$ for binary mixtures was calculated according to the following equation (Stengele et al., 2002):

$$
\frac{E_i}{E} = \frac{M_{\text{r,m}}}{3 \cdot \rho_m} \cdot \frac{\varepsilon_m - 1}{N_A} \left[ V_1 \left( \alpha_1 + \frac{\mu_{g,1}^2}{3 \cdot \varepsilon_0 \cdot T} \right) + V_2 \left( \alpha_2 + \frac{\mu_{g,2}^2}{3 \cdot \varepsilon_0 \cdot T} \right) \right] - \frac{\varepsilon_m + 2}{3}
$$

(9)

where $\rho_m = $ density of mixture; $M_{\text{r,m}} = $ molecular weight of the mixture; $\varepsilon_m = $ quasi-static relative dielectric constant for the mixture; $V_1 = $ volume fraction of liquid 1; $V_2 = $ volume fraction of liquid 2.

The dipole moments $\mu_g$ used for calculations are literature values for the gas phase (CRC Handbook of Chemistry and Physics, 1997)

The polarizability was determined via the Lorentz-Lorenz-equation, which gave excellent results compared with literature data (Riddick and Bunger, 1970) both for polar and nonpolar compounds (see Eq. (10)).

$$
\frac{n^2 - 1}{n^2 + 2} \frac{M_r}{\rho} = \frac{N_A}{3\varepsilon_0} \alpha
$$

(10)

The measurements of the density $\rho$ were made using a vibrating-tube densimeter (Density Meter Anton Paar AG A-8054 Graz DMA 58;8), refractive index nD were
measured by means of the Abbé refractometer (A. Krüss Optronic GmbH D-22297 Hamburg AR8; 30098).

For calculating the respective contributions of the liquids, their volume contributions are considered. For the description of binary mixtures by means of percolation theory, the volume fractions are used, as they are more meaningful for the characterization of geometric three-dimensional networks than molar fractions (Stengele et al., 2002).

The correlation factor $g$ was calculated following the Kirkwood-Fröhlich equation for binary mixtures, using the volume fractions for calculations instead of molar fractions, so that the results are comparable to the values for $E_i/E$ [21].

$$
\left(\varepsilon_m - \varepsilon_{\varepsilon,m} \right) \cdot \left(2 \cdot \varepsilon_m + \varepsilon_{\varepsilon,m} \right) = \frac{N_A}{9 \cdot \varepsilon_0 \cdot K \cdot T} \cdot \frac{\rho_m}{M_{m,m}} \cdot \left(V_1 \mu_{g,1}^2 + V_2 \mu_{g,2}^2 \right) \cdot g
$$

For $\varepsilon_{\varepsilon,m}$, the square of the refractive index of the mixture at $\lambda=589.3$ nm was used.

The molar volume of a pure liquid is defined as:

$$
V_m = \frac{M_r}{\rho} \quad [\text{cm}^3\text{mol}^{-1}] \quad (12)
$$

where $M_r =$ molecular weight (g mol$^{-1}$) and $\rho =$ density (g cm$^{-3}$).

In order to get a parameter, which defines the density of the squared dipole moment per molar volume ($D_{\mu\mu}$), the following variables were defined (Hernandez-Perni et al., 2004a):

$$
D_{\mu\mu} = \frac{\mu^2}{V_m} \quad [\text{D}^2\text{molcm}^{-3}] \quad (13)
$$
The dipole moment $\mu$ is given in debye units (D). The conversion factor to SI units is $1 \text{ D} = 3.33564 \times 10^{-30} \text{ C m}$.

The squared value of the Hansen parameters ($\delta_{d}^{2}, \delta_{p}^{2}, \delta_{h}^{2}$) was taken according to the Hansen equation (see Eq. (14)).

$$\delta_{t}^{2} = \delta_{d}^{2} + \delta_{p}^{2} + \delta_{h}^{2}$$

(14)

<table>
<thead>
<tr>
<th>Substance</th>
<th>$\text{E}/\text{E}$-value</th>
<th>1) $\delta_{t}^{2}$ (MPa)</th>
<th>1) $\delta_{p}^{2}$ (MPa)</th>
<th>1) $\delta_{h}^{2}$ (MPa)</th>
<th>1) $\delta_{d}^{2}$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMSO</td>
<td>-13.26</td>
<td>712.89</td>
<td>268.96</td>
<td>104.04</td>
<td>338.56</td>
</tr>
<tr>
<td>Acetonitrile</td>
<td>-10.97</td>
<td>595.36</td>
<td>324.00</td>
<td>37.21</td>
<td>234.09</td>
</tr>
<tr>
<td>Dimethylformamide</td>
<td>-10.08</td>
<td>615.04</td>
<td>187.69</td>
<td>127.69</td>
<td>302.76</td>
</tr>
<tr>
<td>Dimethylacetamide</td>
<td>-9.78</td>
<td>515.29</td>
<td>132.25</td>
<td>104.04</td>
<td>282.24</td>
</tr>
<tr>
<td>Methylpyrrolidone</td>
<td>-8.79</td>
<td>524.41</td>
<td>151.29</td>
<td>51.84</td>
<td>324.00</td>
</tr>
<tr>
<td>Acetone</td>
<td>-5.37</td>
<td>400.00</td>
<td>108.16</td>
<td>49.00</td>
<td>240.25</td>
</tr>
<tr>
<td>Methyl ethyl ketona</td>
<td>-3.92</td>
<td>361.00</td>
<td>81.00</td>
<td>26.01</td>
<td>256.00</td>
</tr>
<tr>
<td>Tetrahydrofuran</td>
<td>-1.04</td>
<td>376.36</td>
<td>32.49</td>
<td>64.00</td>
<td>282.24</td>
</tr>
<tr>
<td>Ethyl acetate</td>
<td>-0.79</td>
<td>327.61</td>
<td>28.09</td>
<td>51.84</td>
<td>249.64</td>
</tr>
<tr>
<td>1,4-Dioxane</td>
<td>0.02</td>
<td>420.25</td>
<td>3.24</td>
<td>54.76</td>
<td>361.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Substance</th>
<th>($\delta_{p}^{2} + \delta_{h}^{2}$)$^{1/2}$</th>
<th>$\text{D}_{\mu\mu}$ (D$^2$ mol cm$^{-3}$)</th>
<th>2) $\text{E}_{T}(30)$ (Kcal mol$^{-1}$)</th>
<th>2) $\text{E}_{T}^{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMSO</td>
<td>19.31</td>
<td>0.220</td>
<td>45.10</td>
<td>0.44</td>
</tr>
<tr>
<td>Acetonitrile</td>
<td>19.01</td>
<td>0.294</td>
<td>45.60</td>
<td>0.46</td>
</tr>
<tr>
<td>Dimethylformamide</td>
<td>17.76</td>
<td>0.199</td>
<td>43.20</td>
<td>0.39</td>
</tr>
<tr>
<td>Dimethylacetamide</td>
<td>15.37</td>
<td>0.148</td>
<td>42.90</td>
<td>0.38</td>
</tr>
<tr>
<td>Methylpyrrolidone</td>
<td>14.25</td>
<td>0.175</td>
<td>42.20</td>
<td>0.38</td>
</tr>
<tr>
<td>Acetone</td>
<td>12.54</td>
<td>0.113</td>
<td>42.20</td>
<td>0.36</td>
</tr>
<tr>
<td>Methyl ethyl ketona</td>
<td>10.34</td>
<td>0.086</td>
<td>41.30</td>
<td>0.33</td>
</tr>
<tr>
<td>Tetrahydrofuran</td>
<td>9.82</td>
<td>0.038</td>
<td>37.40</td>
<td>0.21</td>
</tr>
<tr>
<td>Ethyl acetate</td>
<td>8.94</td>
<td>0.032</td>
<td>38.10</td>
<td>0.23</td>
</tr>
<tr>
<td>1,4-Dioxane</td>
<td>7.62</td>
<td>0.000</td>
<td>36.00</td>
<td>0.16</td>
</tr>
</tbody>
</table>

**Table 2: Physical properties of pure solvents** *(1) source: Barton, 1991; (2) source: Reichardt, 1994)*

For the study of the correlation between the parameter $\text{E}/\text{E}$ and $\text{D}_{\mu\mu}$ and the squared value of the total and the partial solubility parameters as well as for the correlation
between $E_i/E$ parameter and the $E_T(30)$ parameter (Reichardt, 1994) and the normalized $E_T^N$ values (Reichardt, 1994) the data compiled in Table 2 were analyzed.

4.6.4.2.2 Measurement of the complex permittivity: Calculation of the relaxation time ($\tau$)

The measurement of the complex permittivity as well as the calculation of the relaxation time ($\tau$) for binary liquid mixtures is described in detail elsewhere (Hernandez-Perni et al., 2004b)

For the determination of the real ($\varepsilon'$) and imaginary ($\varepsilon''$) permittivity the HP 8720D Vector Network Analyzer, Agilent Technologies Inc. USA-Palo Alto, CA was used. The sample was kept at 298.2 K ($\pm$ 0.1 K) with a thermostat (Thermomix UB and Frigomix U-1, B. Braun Biotech International GmbH D-Melsungen). Measurements were made between 0.2 and 20 GHz at 401 frequencies. The Auto Sweep Time Mode was selected. This mode maintains the fastest sweep speed possible for the current measurement settings. A sweep time = 13.052 s was obtained for measurements between 0.2 and 20 GHz at 401 frequencies.

The following software were used for data analysis: Excel Microsoft corp. USA-Redmond WA 98052-6399 Version 97 SR-2 and SYSTAT for Windows SPSS Inc. USA-Chicago IL 60606-6307 Version 7.0, where the inclusion of both real and imaginary parts for fitting can be made as the term ($\varepsilon - \varepsilon_\infty$) occurs in both parts (see Eqs. (7) and (8)). Data were fitted in these equations by using nonlinear regression (Gauss-Newton with Least Squares estimation).

4.6.4.2.3 Subdivision of curves into segments by means of nonlinear regression: detection of percolation thresholds

The Subdivision of curves into segments by means of nonlinear regression in order to detect percolation thresholds is described in detail elsewhere (Hernandez-Perni et al., 2004b)
The data were inspected in order to decide about a suitable number of sub-segments and potential critical concentrations. In a second step they were arbitrary split into three straight subsegments around these possible critical volume fractions \((V_x/V)_{\text{crit}}\). Using nonlinear regression, the data were fitted to the following equation:

\[
y = A (m_1 x + b_1) + B (m_2 x + b_2) + C (m_3 x + b_3) \tag{15}
\]

The final decision to which segment the data are to be assigned is made considering the mean corrected coefficient \(R^2\) for the overall fit.

The software used was: *Systat for Windows* SPSS Inc. USA-Chicago IL 60606-6307 Version 7.0.

For the description of binary mixtures by means of percolation theory, the volume fractions are used, as they are more meaningful for the detection of the percolation thresholds, described by Stauffer and Aharony, 1998 (Introduction to Percolation Theory) as “geometrical phase transitions”.

### 4.6.5 Results and discussion

#### 4.6.5.1 The use of the \(E/E\) parameter in the characterization of aprotic liquids at room temperature

It was possible to show in a previous paper (Hernandez-Perni et al., 2004a) that there is a correlation between \(E/E\) and the total and the partial solubility parameters. It became evident that the squared correlation coefficient could be still improved if \(E/E\) is correlated to the squared value of the total and partial solubility parameters. Thus, for the following analysis the \(E/E\) –values were correlated as a first choice with the squared value of the total and partial solubility parameters. A close inspection of the data in Table 2 leads to the following results. A satisfactory correlation between the \(E/E\) parameter and the squared value of the total Hildebrand solubility parameter was obtained (see Fig. 5, Eq. (16)).
This result is not as good as in the case of polar substances able to form hydrogen bonds 
\( \frac{E_i}{E} = f(\delta_i^2); r^2 = 0.99 \), where we also found an excellent respectively good correlation 
between the \( \frac{E_i}{E} \) parameter and the squared of the partial Hildebrand solubility 
parameters \( \delta_n \) and \( \delta_p \) (\( \frac{E_i}{E} = f(\delta_n^2); r^2 = 0.98 \) respectively \( \frac{E_i}{E} = f(\delta_p^2); r^2 = 0.92 \)). For 
aprotic substances a satisfying correlation can be established with the polar component 
of the Hansen equation (see Fig. 6, Eq. (17)). However no correlation exists between the 
\( \frac{E_i}{E} \) parameter and the hydrogen-bonding component of the Hansen equation (see Fig. 
7, Eq. (18)), which is not surprise due to the fact that no hydrogen bonding between 
pure aprotic molecules exists.

However, it is of interest that \( \frac{E_i}{E} \) can also be correlated with the combined partial 
solubility parameter \( \delta_{hp} = \left(\delta_n^2 + \delta_p^2\right)^{1/2} \), which leads to an improved correlation 
coefficient of \( r^2 = 0.95 \).

![Graph showing correlation between \( E_i/E \) and \( \delta_i^2 \)]

**Figure 5: \( E_i/E \) values as a function of the squared total Hildebrand solubility parameter for aprotic substances at 298.2K**

\[ E_i/E = -0.03 \delta_i^2 + 10.17 \quad r^2 = 0.83 \] (16)
Figure 6: $E_i/E$ values as a function of the squared partial Hansen solubility parameter $\delta_p$ for aprotic substances at 298.2K

$$E_i/E = -0.04 \delta_p^2 - 0.89 \quad r^2 = 0.84$$  \hfill (17)

Figure 7: $E_i/E$ values as a function of the squared partial Hansen solubility parameter $\delta_h$ for aprotic substances at 298.2K

$$E_i/E = -0.07 \delta_h^2 - 1.47 \quad r^2 = 0.26$$  \hfill (18)

As expected no correlation can be observed with the dispersive partial solubility parameter, i.e. $\delta_d$ ($r^2 < 0.01$).
It is important to keep in mind that the squared values of the solubility parameters were taken for two reasons:

a) For polar substances the relation $E_i/E = f(D_{OH})$ was analyzed ($D_{OH}$ defines the density of OH-groups per volume). We were therefore looking at the system per volume. The close molecular-molecular interactions per volume are correlated with the density of hydroxy groups per molar volume ($D_{OH}$). When the relation $E_i/E = f$ (solubility parameter) is investigated, the squared value of the solubility parameters is taken due to the fact that the squared solubility parameter corresponds to the endoergic process of separating the solvent molecules to provide a suitably sized enclosure for the solute and measures the work required to produce a cavity of unit volume in the solvent. This term is related to the tightness or structuredness of solvents as caused by intermolecular solvent/solvent interactions (Barton, 1991). Therefore, the squared solubility parameter gives us the amount of Van der Waals forces that held the molecules of the liquid together per molar volume.

$$\delta = \sqrt{c} = \left[ \frac{\Delta H - R \cdot T}{V_m} \right]^{1/2} \quad \text{or} \quad \delta^2 = c = \frac{\Delta H - R \cdot T}{V_m} \quad (19)$$

For aprotic substances the squared value of the solubility parameters was taken for the same reason. We need a relation per molar volume.

b) The squared values of the total and partial solubility parameters have the advantage that the dimension is equal to energy per volume having a clear meaning. Nevertheless, it is important to point out that the squared values were slightly better for $\delta_h$ i.e. $E_i/E = f (\delta_h^2)$; in the same order for $\delta_i$ i.e $E_i/E = f (\delta_i^2)$ and slightly worse for $\delta_p$ i.e $E_i/E = f (\delta_p^2)$.

It is of interest, that a very good correlation is found for combined solubility parameters $\delta_{ph}$ and $\delta_{ph}^2 (E_i/E = f ((\delta_h^2 + \delta_p^2)))$ and $E_i/E = f ((\delta_h^2 + \delta_p^2)^{1/2})$ (see Table 3). Similar polar substances being able to form hydrogen bonds only a good estimation for the total ($\delta_t$) and the squared value of the partial solubility parameter ($\delta_p$) can be obtained by determining the corresponding $E_i/E$ values.
Table 3: correlation coefficient obtained for different correlations between the E_i/E parameter and the total and partial solubility parameters for aprotic liquids.

According to Eq. (20) a linear dependence between E_i/E and $D_{\mu\mu}$ also exists for aprotic liquids (see Fig. 8).

Finally, it was also possible to find a good correlation between the E_i/E parameter and the empirical solvent polarity parameter $E_T(30)$ at room temperature and also between the E_i/E parameter and the normalized $E_T^N$ parameter (see Figs. 9 and 10 corresponding Eqs. (21) and (22)). That confirms the important role of the E_i/E parameter in the characterization of not only polar liquids able to form hydrogen bonds but also aprotic liquids.
Figure 9: $E_i/E$ values as a function of $E_T(30)$ for aprotic substances at 298.2 K

$$E_i/E = -1.39 \ E_T(30) + 51.37 \quad r^2 = 0.90$$  \hspace{1cm} (21)

Figure 10: $E_i/E$ values as a function of $E_T^N$ for aprotic substances at 298.2 K

$$E_i/E = -45.14 \ E_T^N + 8.65 \quad r^2 = 0.90$$  \hspace{1cm} (22)

4.6.5.2 \hspace{0.5cm} Percolation phenomena observed in DMSO-water mixtures based in the results of the modified Clausius-Mossotti-Debye equation
The $E_i/E$-values for the investigated DMSO-water binary mixtures at 298.2K are represented in Fig. 11. The $E_i/E$-values can be subdivided in three linear segments. The intersections are located at ca. 32% and 74\% ($V_{wa}/V$). The lower intersection at ca. 32\% ($V_{wa}/V$) can be interpreted as the percolation threshold of water. The second one at 74\% ($V_{wa}/V$) can be assumed as the upper percolation threshold, where DMSO starts to form isolated clusters and is no longer percolating the system.

DMSO-water mixtures represents one of the more complicated binary systems, namely an associating component (water) plus a second component (DMSO) acting only as a hydrogen bond acceptor (Luzar, 1990).
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**Figure 11:** $E_i/E$ values of the DMSO-water binary mixtures at 298.2 K. The intersections are located at ca. 32\% and 74\% ($V_{wa}/V$) and $E_i/E$ values of the 1,4-dioxane-water binary mixtures at 298.2 K with intersections at ca. 13\% and 38\% ($V_{wa}/V$)

It is interesting to compare the behavior of 1,4-dioxane-water and DMSO-water mixtures (see Fig. 11). In 1,4-dioxane-water binary mixtures it is not possible to detect percolation threshold between 38\% ($V_{wa}/V$) and 100\% ($V_{wa}/V$). It is possible that water starts to percolate at ca 13\% ($V_{wa}/V$), or that a change of the “lattice structure” of the 1,4-dioxane-water systems occurs. It can be shown that the water molecules form isolated islands in a continuous phase of 1,4-dioxane as it is possible to get a better estimate of the dipole moment of water using the classical Debye equation for decreasing water concentration below 13\% ($V_{wa}/V$). A second critical concentration is
observed at 38% \((V_{wa}/V)\), which would correspond in fact to a percolation threshold of lattices with a coordination number close to 4 (diamond lattice) (see Table 1)

In this context it has to be kept in mind that the structure of ice at normal pressure and close to 0°C corresponds to a tetrahedral configuration with the coordination number 4. According to the model of water described by a dynamic equilibrium of "nano-icebergs" which are formed and dissolve a coordination number close to 4 can be adopted. The upper percolation threshold is not visible, which indicates that 1,4-dioxane fits well into the water. It can be assumed that the volume of a single water cluster with 5 water units has a similar molar weight \([mw = 90.10 \text{ gmol}^{-1}]\), and a similar volume as one 1,4-dioxane molecule \([mw = 88.11 \text{ gmol}^{-1}]\). With DMSO-water binary mixtures both percolation threshold can be detected: The lower one at ca. 32% \((V_{wa}/V)\) water and the upper one at 74% \((V_{wa}/V)\). If the \(E_i/E\) values of the pure solvents are not taken into account the following percolation thresholds are obtained for DMSO-water binary mixtures: the lower value at ca. 34% \((V_{wa}/V)\), and the upper value at ca. 66% \((V_{wa}/V)\). If we consider our binary mixture being somehow structured it complies with the idea of having a critical concentration at 34% \((V_{wa}/V)\) for the lower \(p_c\) respectively 66% \((34%(V_{dmsv}/V))\) for the upper \(p_c\), which corresponds to the percolation thresholds of a three dimensional lattice with a coordination number of \(z \approx 4\). Thus, it can be concluded that DMSO does not seem to induce a major disruption of the water structure. Between the two percolation thresholds both components percolate. Thus, more hydrophobic substances can be dissolved in the continuous phase of DMSO. Thus, the special physiological properties of the DMSO-water mixtures may be related to the fact, that the water structure is not heavily modified. It seems to be the case, that the tetrahedral coordination remains intact (Soper and Luzar, 1992) with the whole range of DMSO-water mixtures. On the other hand, the value of \(E_i/E\) decreases to a minimum at the upper percolation threshold indicating a higher local electric field \(E_i\). This effect can be related to the high dipole moment of DMSO. This dipole moment is also responsible for the different behavior of DMSO-water mixtures compared to 1,4-dioxane-water mixtures of the \(E_i/E\) values (see Fig. 11).
4.6.5.3  *Percolation phenomena observed in DMSO-water binary mixtures based in the results of g-values according to the Kirkwood-Fröhlich equation*

The g-values for the binary mixtures of DMSO-water binary mixtures at 298.2K are presented in Fig. 12. The curve can be subdivided into three linear segments. The intersections of the linear segments are located at ca. 35% ($V_{wa}/V$) and ca. 77% ($V_{wa}/V$). These findings are compatible with the findings of Fig. 11 (E₁/E-values) for the lower and upper $p_c$ as it is well known that the location of the critical concentrations may be influenced by the sensitivity of the of the parameter to be chosen to detect the $p_c$.
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**Figure 12:** The values of the correlation factor $g$ of the Kirkwook-Fröhlich Eq. (Eq. (3)) for the binary mixtures of DMSO-water with intersections at ca. 35% and 77% ($V_{wa}/V$) at 298.2K, and Diglycerol-water binary mixtures with intersections at ca. 24% and 75% ($V_{wa}/V$) at 298.2K.

Unlike polar liquids capable of forming hydrogen bonds (Stengele et al., 2002) such as diglycerol in a mixture with water, the aprotic DMSO behaves differently with respect to the g-values (see Fig. 12). In the case of DMSO we find a region nearly constant with g-values close to $g \approx 1$ till ca. 35% ($V_{wa}/V$). Thus, this finding confirms that there is no structure breaking effect of the DMSO structure by adding water. Below 35% ($V_{wa}/V$), i.e. below the lower percolation threshold the water molecules fit well into the DMSO-structure of the liquid. Due to the value of $g \approx 1$ the water molecules are either randomly distributed in the solvent mixture or in an antiparallel alignment with the dipole moment of DMSO.
Above the critical concentration of 35% ($V_{wa}/V$) the g-values are increasing i.e. the dipole moments of water and DMSO assume more and more a parallel alignment. A parallel alignment of the dipole moments is being formed due to the increase in the hydrogen bonding formation. From the point of view of percolation theory 35% ($V_{wa}/V$) corresponds with the lower percolation threshold (see section 4.6.5.2) where water starts to form infinite clusters, both water and the DMSO percolate the system up to ca. 77% ($V_{wa}/V$) where the second percolation threshold is found. From that point DMSO starts to form isolated clusters and is no longer percolating the system.

### 4.6.5.4 Relaxation time according to the Debye equation for the complex dielectric permittivity $\varepsilon^*$

The Debye equation is able to characterize the whole range of DMSO-water mixtures with $R^2 = 0.997$ showing with respect to the relaxation time ($\tau$) a lower percolation threshold ca. 32% ($V_{wa}/V$) and an upper percolation threshold ca. 73% ($V_{wa}/V$) (Fig. 13). It is of interest to point out that in the case of the methanol-water mixtures the behavior of the relaxation time can be only be described by a single Debye equation with a $R^2 \geq 0.997$ between 58%-100% ($V_{wa}/V$). The fact that the Debye equation is able to describe the whole range of DMSO-water mixtures is another strong evidence that the lattice type seems to remain intact. It is worth to realize that the percolation thresholds remain more or less at the same positions (see Table 4) independent of the choice of the parameters for their detection. In case of the 1,4-dioxane-water mixture [20] the behavior of the relaxation time can only be described by a single Debye function with an adequate correlation coefficient $R^2$ between 80%-100% ($V_{wa}/V$). Only the superposition of a Debye equation with the Cole-Davidson equation leads to a satisfactory $R^2$ values (see Fig. 13).
Figure 13: Relaxation behavior of the dipole of DMSO in water mixtures as a function of the % volume fraction of water (V_{wa}/V) with intersections at ca. 32% and 73% (V_{wa}/V) at 298.2 K which can be described by the Debye equation. In the case of 1,4-dioxane (no dipole moment)-water mixtures the relaxation behaviour of the water dipole moment can be only described by a single Debye function with an adequate correlation coefficient $R^2$ ($R^2 \geq 0.99$) in the range of 80% (V_{wa}/V) to 100% (V_{wa}/V) In the range of 0% (V_{wa}/V) to 100% (V_{wa}/V) the relaxation behavior needs to be described by a superposition of the Debye function with the Cole-Davidson distribution function to obtain an $R^2 >> 0.98$.

4.6.5.5 Other physical properties explaining the phenomenon of percolation in DMSO-water binary mixtures.

It is evident that percolation thresholds can also be detected with other physical parameters. The results are compiled in Table 4 together with literature data concerning the viscosity, adiabatic compressibility and freezing point of binary mixtures and in Figs. 14, 15 and 16. With the dielectric constant we can detect not only the lower but also the upper percolation threshold. With refractive and density it is only possible to detect the lower percolation threshold. Tommila et al., 1969 also measured the dielectric constant of several DMSO-water binary mixtures observing a maximum at 72 mol % water (40% (V_{wa}/V)) but they did not give a clear interpretation. Cowie et al., 1961 also measured the viscosity, density and refractive index of several DMSO-water binary mixtures. They also observed a positive deviation from linearity in those properties but could not give a clear interpretation. They only suggested a greater degree of association in DMSO-water mixtures than in water alone. i.e. they did not seem to realize the percolation phenomenon.
Figure 14: Dielectric constant values for the DMSO-water binary mixtures with intersections at ca. 32% and 64% (V_{wa}/V) at 298.2K.

Table 4: Percolation thresholds found for E/ε-parameter from the modified Clausius-Mossotti-Debye equation, g-values obtained from the Kirkwood-Fröhlich Eq., τ, dielectric constant, viscosity, density, refractive index, adiabatic compressibility and freezing point as a function of the volume fraction of water in the investigated DMSO-water binary mixtures (1) source: Marshall et al., 1987; 2) source: Kaatze et al., 1990; 3) source: Havemeyer, 1966)


Figure 15: Density values for the DMSO-water binary mixtures with an intersection at ca. 34% (V_{wa}/V) at 298.2K.

Figure 16: Refractive index values for the DMSO-water binary mixtures with an intersection at ca. 28% (V_{wa}/V) at 298.2K

4.6.6 Conclusions

It is demonstrated the important role of the E/E parameter in the characterization of not only polar liquids able to form hydrogen bonds but also aprotic liquids being an easier measurable alternative parameter to describe the polarity of liquids.
The phenomenon of percolation could be well demonstrated in the case of DMSO-water binary liquid mixtures.

The value of $E_i/E$ at room temperature in the binary mixtures can also be related to the viscosity changes, which was earlier shown by Peyrelasse et al. [12] to be a percolation phenomenon.

It was possible to clarify the maximum value of the viscosity detected at 33% mole fraction in DMSO (34% ($V_{wa}/V$)) in the frame of percolation theory. This was possible by measuring the following parameters: $E_i/E$ parameter obtained through the modified Clausius-Mossotti-Debye equation, $g$-values obtained from the Kirkwood-Fröhlich equation, relaxation time and dielectric constant data by using dielectric spectroscopy and density and refractive index. The results are listed together with literature data concerning the viscosity, adiabatic compressibility and freezing point of binary solvent mixtures. The values of the lower and upper percolation thresholds are comparable and it is of interest, that as a function of the parameter studied, only one or two percolation thresholds can be detected.

In Hernandez-Perni et al., [20] we saw that for 1,4-dioxane-water binary mixtures, the upper percolation threshold is not visible, which indicates that 1,4-dioxane fits well into the water. With DMSO-water binary mixtures both percolation thresholds can be detected. Nevertheless, it seems to be the case, that the tetrahedral coordination remains intact. For DMSO-water binary mixtures we also observe that the value of $E_i/E$ decreases to a minimum at the upper percolation threshold indicating a higher local electric field $E_i$. This effect can be related to the high dipole moment of DMSO.

Unlike polar liquids capable of forming hydrogen bonds (Stengele et al., 2002) such as diglycerol in a mixture with water, the aprotic DMSO behaves differently with respect to the $g$-values. Here we find a region nearly constant with $g$-values close to $g \approx 1$ till ca. 35% ($V_{wa}/V$). Thus, there seems to be no structure breaking effect of the DMSO structure by adding water. Below the lower percolation threshold the water molecules fit well into the DMSO-structure of the liquid. Due to the value of $g \approx 1$ the water molecules are either randomly distributed in the solvent mixture or in an antiparallel alignment with the dipole moment of DMSO. It can be concluded that DMSO and water
have as a liquid a similar lattice structure with a coordination number 4, which facilitates the complete miscibility and seem to be one of the reasons for the special physiological behavior of DMSO-water mixtures.

As a final conclusion it is demonstrated that the use of percolation theory revealing percolation thresholds give insight into the “lattice structure” of DMSO-water mixtures and contribute to lift a bit the mystery of the behavior of DMSO-water mixtures.

4.6.7 References


Outlook

In the present work it was shown the important role of the $E_i/E$ parameter in the characterization of polar liquids. It could be demonstrated that the application of the broad range dielectric spectroscopy together with the analysis of the quasi-static permittivity using the modified Clausius-Mosotti-Debye equation can be used to detect percolation phenomena in binary polar liquid mixtures. It leads to a valuable insight into the structure of polar liquids and to a better understanding of binary systems. However, it has to be kept in mind, that besides of percolation thresholds as critical concentrations it is also possible to detect a change of the coordination number as a function of the volume ratio of the components, which involves a change of the lattice type. It is sometimes difficult to discriminate between $p_c$ or lattice change and more studies are needed in order to distinguish between these two processes. It might also be useful to add additional analytical methods.

It was possible to clarify the non-linear behavior of the DMSO-water mixtures founded in different measured physical properties. This was possible by measuring dielectric spectroscopy parameters such as the $E_i/E$ parameter obtained through the modified Clausius-Mosotti-Debye equation, $g$-values obtained from the Kirkwood-Fröhlich equation, relaxation time and dielectric constant and comparing them with literature data concerning the viscosity, adiabatic compressibility and freezing point of binary solvent mixtures. The results were interpreted in the frame of percolation theory. The values of the lower and upper percolation thresholds are comparable and it is of interest, that as a function of the parameter studied, only one or two percolation thresholds can be detected. It is necessary to remark that despite the large number of techniques that have been applied to the study of the DMSO-water system, the behavior of this system is still a mystery.
For future pharmaceutical research it could be interested to extend the dielectric spectroscopy studies to the Nanotechnology. This is in my view an exciting perspective. Stromme (Proc. SPIE Int. Soc. Opt. Eng. 5118 pp 310-322, 2003) demonstrated how dielectric spectroscopy can be used as a tool to obtain insight about properties on the nanoscale of interfaces of pharmaceutical interest. An outline for studying the adhesion in terms of a compatibility factor between pharmaceutical gels and biological tissue was put forward.
Appendix A

$E_i/E$ values of diglycerol/water, PEG200/water, acetone/water, DMSO/water, NMP/water and methanol/water at 298.2 K and compared with literature values for the binary mixtures of glycerol/water, and ethanol/water (Stengele, 2002).

<table>
<thead>
<tr>
<th>% $(V_{wa}/V)$</th>
<th>$E_i/E$-values diglycerol/water</th>
<th>% $(V_{wa}/V)$</th>
<th>$^{1}E_i/E$-values glycerol/water</th>
<th>% $(V_{wa}/V)$</th>
<th>$E_i/E$-values methanol/water</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-6.16</td>
<td>0</td>
<td>-8.54</td>
<td>0</td>
<td>-5.26</td>
</tr>
<tr>
<td>7</td>
<td>-8.66</td>
<td>6</td>
<td>-9.90</td>
<td>7</td>
<td>-6.62</td>
</tr>
<tr>
<td>14</td>
<td>-10.53</td>
<td>12</td>
<td>-11.18</td>
<td>14</td>
<td>-7.83</td>
</tr>
<tr>
<td>20</td>
<td>-11.92</td>
<td>17</td>
<td>-12.23</td>
<td>20</td>
<td>-8.88</td>
</tr>
<tr>
<td>30</td>
<td>-13.71</td>
<td>26</td>
<td>-13.71</td>
<td>30</td>
<td>-10.56</td>
</tr>
<tr>
<td>40</td>
<td>-15.35</td>
<td>35</td>
<td>-15.00</td>
<td>40</td>
<td>-12.27</td>
</tr>
<tr>
<td>45</td>
<td>-16.08</td>
<td>40</td>
<td>-15.67</td>
<td>45</td>
<td>-13.21</td>
</tr>
<tr>
<td>50</td>
<td>-16.74</td>
<td>44</td>
<td>-16.23</td>
<td>50</td>
<td>-13.90</td>
</tr>
<tr>
<td>55</td>
<td>-17.41</td>
<td>49</td>
<td>-16.82</td>
<td>55</td>
<td>-14.67</td>
</tr>
<tr>
<td>58</td>
<td>-17.69</td>
<td>53</td>
<td>-17.25</td>
<td>58</td>
<td>-15.00</td>
</tr>
<tr>
<td>64</td>
<td>-18.36</td>
<td>59</td>
<td>-17.89</td>
<td>64</td>
<td>-15.86</td>
</tr>
<tr>
<td>70</td>
<td>-19.02</td>
<td>65</td>
<td>-18.49</td>
<td>70</td>
<td>-16.70</td>
</tr>
<tr>
<td>80</td>
<td>-19.74</td>
<td>76</td>
<td>-19.38</td>
<td>80</td>
<td>-18.04</td>
</tr>
<tr>
<td>90</td>
<td>-20.31</td>
<td>88</td>
<td>-20.23</td>
<td>90</td>
<td>-19.46</td>
</tr>
<tr>
<td>100</td>
<td>-20.73</td>
<td>100</td>
<td>-20.62</td>
<td>100</td>
<td>-20.73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>% $(V_{wa}/V)$</th>
<th>$^{1}E_i/E$-values ethanol/water</th>
<th>% $(V_{wa}/V)$</th>
<th>$E_i/E$-values PEG200/water</th>
<th>% $(V_{wa}/V)$</th>
<th>$E_i/E$-values acetone/water</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2.45</td>
<td>0</td>
<td>-3.11</td>
<td>0</td>
<td>-5.37</td>
</tr>
<tr>
<td>7</td>
<td>-3.76</td>
<td>7</td>
<td>-5.85</td>
<td>7</td>
<td>-6.85</td>
</tr>
<tr>
<td>14</td>
<td>-5.04</td>
<td>14</td>
<td>-7.87</td>
<td>14</td>
<td>-8.35</td>
</tr>
<tr>
<td>20</td>
<td>-6.15</td>
<td>20</td>
<td>-9.31</td>
<td>20</td>
<td>-9.41</td>
</tr>
<tr>
<td>30</td>
<td>-7.92</td>
<td>25</td>
<td>-10.46</td>
<td>30</td>
<td>-11.43</td>
</tr>
<tr>
<td>40</td>
<td>-9.85</td>
<td>30</td>
<td>-12.18</td>
<td>40</td>
<td>-13.30</td>
</tr>
<tr>
<td>45</td>
<td>-10.91</td>
<td>35</td>
<td>-12.56</td>
<td>45</td>
<td>-14.24</td>
</tr>
<tr>
<td>50</td>
<td>-11.88</td>
<td>40</td>
<td>-12.83</td>
<td>50</td>
<td>-15.06</td>
</tr>
<tr>
<td>55</td>
<td>-12.84</td>
<td>45</td>
<td>-14.22</td>
<td>55</td>
<td>-15.91</td>
</tr>
<tr>
<td>58</td>
<td>-13.50</td>
<td>50</td>
<td>-15.30</td>
<td>58</td>
<td>-16.43</td>
</tr>
<tr>
<td>64</td>
<td>-14.67</td>
<td>55</td>
<td>-16.20</td>
<td>64</td>
<td>-17.31</td>
</tr>
<tr>
<td>70</td>
<td>-15.72</td>
<td>58</td>
<td>-16.61</td>
<td>70</td>
<td>-18.10</td>
</tr>
<tr>
<td>80</td>
<td>-17.43</td>
<td>64</td>
<td>-17.47</td>
<td>80</td>
<td>-19.28</td>
</tr>
<tr>
<td>90</td>
<td>-19.05</td>
<td>70</td>
<td>-18.32</td>
<td>90</td>
<td>-20.12</td>
</tr>
<tr>
<td>100</td>
<td>-20.62</td>
<td>80</td>
<td>-19.52</td>
<td>100</td>
<td>-20.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>90</td>
<td>-20.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>-20.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>% (V&lt;sub&gt;wa&lt;/sub&gt;/V) DMSO/water</td>
<td>E&lt;sub&gt;i&lt;/sub&gt;/E-values</td>
<td>% (V&lt;sub&gt;wa&lt;/sub&gt;/V) NMP/water</td>
<td>E&lt;sub&gt;i&lt;/sub&gt;/E-values</td>
<td>% (V&lt;sub&gt;wa&lt;/sub&gt;/V) 1,4-dioxane/water</td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------------------</td>
<td>-----------------------------</td>
<td>---------------------</td>
<td>-------------------------------</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-13.26</td>
<td>0</td>
<td>-8.91</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-15.74</td>
<td>7</td>
<td>-10.00</td>
<td>5</td>
<td>0.93</td>
</tr>
<tr>
<td>14</td>
<td>-17.69</td>
<td>14</td>
<td>-12.62</td>
<td>10</td>
<td>1.18</td>
</tr>
<tr>
<td>20</td>
<td>-18.96</td>
<td>20</td>
<td>-14.13</td>
<td>15</td>
<td>1.11</td>
</tr>
<tr>
<td>30</td>
<td>-20.63</td>
<td>30</td>
<td>-16.15</td>
<td>20</td>
<td>0.83</td>
</tr>
<tr>
<td>40</td>
<td>-21.75</td>
<td>40</td>
<td>-17.53</td>
<td>25</td>
<td>0.22</td>
</tr>
<tr>
<td>45</td>
<td>-22.14</td>
<td>45</td>
<td>-18.51</td>
<td>30</td>
<td>-0.61</td>
</tr>
<tr>
<td>50</td>
<td>-22.37</td>
<td>50</td>
<td>-19.39</td>
<td>35</td>
<td>-1.63</td>
</tr>
<tr>
<td>55</td>
<td>-22.59</td>
<td>55</td>
<td>-19.91</td>
<td>40</td>
<td>-2.79</td>
</tr>
<tr>
<td>58</td>
<td>-22.65</td>
<td>58</td>
<td>-20.28</td>
<td>45</td>
<td>-4.03</td>
</tr>
<tr>
<td>64</td>
<td>-22.73</td>
<td>64</td>
<td>-20.79</td>
<td>50</td>
<td>-5.43</td>
</tr>
<tr>
<td>70</td>
<td>-22.73</td>
<td>70</td>
<td>-21.20</td>
<td>55</td>
<td>-6.87</td>
</tr>
<tr>
<td>80</td>
<td>-22.45</td>
<td>80</td>
<td>-21.61</td>
<td>60</td>
<td>-8.24</td>
</tr>
<tr>
<td>90</td>
<td>-21.93</td>
<td>90</td>
<td>-21.49</td>
<td>65</td>
<td>-9.75</td>
</tr>
<tr>
<td>100</td>
<td>-20.73</td>
<td>100</td>
<td>-20.73</td>
<td>70</td>
<td>-11.41</td>
</tr>
<tr>
<td>75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-12.69</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-14.39</td>
</tr>
<tr>
<td>85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-15.99</td>
</tr>
<tr>
<td>90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-17.56</td>
</tr>
<tr>
<td>95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-18.89</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-20.62</td>
</tr>
</tbody>
</table>
g-values of diglycerol/water, PEG200/water, acetone/water, DMSO/water, NMP/water and methanol/water at 298.2 K and compared with literature values for the binary mixtures of glycerol/water, and ethanol/water (Stengele, 2002).

<table>
<thead>
<tr>
<th>% (V_{wa}/V)</th>
<th>g-values diglycerol/water</th>
<th>% (V_{wa}/V)</th>
<th>g-values glycerol/water</th>
<th>% (V_{wa}/V)</th>
<th>g-values methanol/water</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.34</td>
<td>0</td>
<td>2.55</td>
<td>0</td>
<td>3.15</td>
</tr>
<tr>
<td>7</td>
<td>1.96</td>
<td>6</td>
<td>2.41</td>
<td>7</td>
<td>3.21</td>
</tr>
<tr>
<td>14</td>
<td>1.77</td>
<td>12</td>
<td>2.32</td>
<td>14</td>
<td>3.18</td>
</tr>
<tr>
<td>20</td>
<td>1.69</td>
<td>17</td>
<td>2.27</td>
<td>20</td>
<td>3.17</td>
</tr>
<tr>
<td>30</td>
<td>1.61</td>
<td>26</td>
<td>2.20</td>
<td>30</td>
<td>3.12</td>
</tr>
<tr>
<td>40</td>
<td>1.61</td>
<td>35</td>
<td>2.18</td>
<td>40</td>
<td>3.10</td>
</tr>
<tr>
<td>45</td>
<td>1.63</td>
<td>40</td>
<td>2.18</td>
<td>45</td>
<td>3.10</td>
</tr>
<tr>
<td>50</td>
<td>1.66</td>
<td>44</td>
<td>2.20</td>
<td>50</td>
<td>3.07</td>
</tr>
<tr>
<td>55</td>
<td>1.70</td>
<td>49</td>
<td>2.23</td>
<td>55</td>
<td>3.06</td>
</tr>
<tr>
<td>58</td>
<td>1.73</td>
<td>53</td>
<td>2.17</td>
<td>58</td>
<td>3.00</td>
</tr>
<tr>
<td>64</td>
<td>1.81</td>
<td>59</td>
<td>2.32</td>
<td>64</td>
<td>2.98</td>
</tr>
<tr>
<td>70</td>
<td>1.91</td>
<td>65</td>
<td>2.32</td>
<td>70</td>
<td>2.96</td>
</tr>
<tr>
<td>80</td>
<td>2.10</td>
<td>76</td>
<td>2.44</td>
<td>80</td>
<td>2.92</td>
</tr>
<tr>
<td>90</td>
<td>2.40</td>
<td>88</td>
<td>2.59</td>
<td>90</td>
<td>2.90</td>
</tr>
<tr>
<td>100</td>
<td>2.85</td>
<td>100</td>
<td>2.83</td>
<td>100</td>
<td>2.85</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>% (V_{wa}/V)</th>
<th>g-values ethanol/water</th>
<th>% (V_{wa}/V)</th>
<th>g-values PEG200/water</th>
<th>% (V_{wa}/V)</th>
<th>g-values acetone/water</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.20</td>
<td>0</td>
<td>1.78</td>
<td>0</td>
<td>1.20</td>
</tr>
<tr>
<td>7</td>
<td>3.14</td>
<td>7</td>
<td>1.56</td>
<td>7</td>
<td>1.25</td>
</tr>
<tr>
<td>14</td>
<td>3.05</td>
<td>14</td>
<td>1.44</td>
<td>14</td>
<td>1.29</td>
</tr>
<tr>
<td>20</td>
<td>2.99</td>
<td>20</td>
<td>1.38</td>
<td>20</td>
<td>1.34</td>
</tr>
<tr>
<td>30</td>
<td>2.90</td>
<td>25</td>
<td>1.37</td>
<td>30</td>
<td>1.43</td>
</tr>
<tr>
<td>40</td>
<td>2.89</td>
<td>30</td>
<td>1.47</td>
<td>40</td>
<td>1.55</td>
</tr>
<tr>
<td>45</td>
<td>2.91</td>
<td>35</td>
<td>1.38</td>
<td>45</td>
<td>1.62</td>
</tr>
<tr>
<td>50</td>
<td>2.91</td>
<td>40</td>
<td>1.31</td>
<td>50</td>
<td>1.68</td>
</tr>
<tr>
<td>55</td>
<td>2.91</td>
<td>45</td>
<td>1.42</td>
<td>55</td>
<td>1.76</td>
</tr>
<tr>
<td>58</td>
<td>2.92</td>
<td>50</td>
<td>1.49</td>
<td>58</td>
<td>1.81</td>
</tr>
<tr>
<td>64</td>
<td>2.92</td>
<td>55</td>
<td>1.55</td>
<td>64</td>
<td>1.91</td>
</tr>
<tr>
<td>70</td>
<td>2.91</td>
<td>58</td>
<td>1.59</td>
<td>70</td>
<td>2.02</td>
</tr>
<tr>
<td>80</td>
<td>2.90</td>
<td>64</td>
<td>1.68</td>
<td>80</td>
<td>2.24</td>
</tr>
<tr>
<td>90</td>
<td>2.86</td>
<td>70</td>
<td>1.79</td>
<td>90</td>
<td>2.51</td>
</tr>
<tr>
<td>100</td>
<td>2.83</td>
<td>80</td>
<td>2.03</td>
<td>100</td>
<td>2.85</td>
</tr>
</tbody>
</table>

90  2.37
100 2.84
<table>
<thead>
<tr>
<th>% (V_{wa}/V)</th>
<th>g-values DMSO/water</th>
<th>% (V_{wa}/V)</th>
<th>g-values NMP/water</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.19</td>
<td>0</td>
<td>1.04</td>
</tr>
<tr>
<td>7</td>
<td>1.21</td>
<td>7</td>
<td>0.89</td>
</tr>
<tr>
<td>14</td>
<td>1.21</td>
<td>14</td>
<td>0.96</td>
</tr>
<tr>
<td>20</td>
<td>1.22</td>
<td>20</td>
<td>0.97</td>
</tr>
<tr>
<td>30</td>
<td>1.24</td>
<td>30</td>
<td>0.99</td>
</tr>
<tr>
<td>40</td>
<td>1.28</td>
<td>40</td>
<td>1.04</td>
</tr>
<tr>
<td>45</td>
<td>1.31</td>
<td>45</td>
<td>1.09</td>
</tr>
<tr>
<td>50</td>
<td>1.34</td>
<td>50</td>
<td>1.15</td>
</tr>
<tr>
<td>55</td>
<td>1.39</td>
<td>55</td>
<td>1.20</td>
</tr>
<tr>
<td>58</td>
<td>1.42</td>
<td>58</td>
<td>1.24</td>
</tr>
<tr>
<td>64</td>
<td>1.50</td>
<td>64</td>
<td>1.34</td>
</tr>
<tr>
<td>70</td>
<td>1.60</td>
<td>70</td>
<td>1.45</td>
</tr>
<tr>
<td>80</td>
<td>1.82</td>
<td>80</td>
<td>1.70</td>
</tr>
<tr>
<td>90</td>
<td>2.19</td>
<td>90</td>
<td>2.10</td>
</tr>
<tr>
<td>100</td>
<td>2.85</td>
<td>100</td>
<td>2.85</td>
</tr>
</tbody>
</table>
Appendix B (second paper)

E<sub>i</sub>/E values of water/1,4-dioxane; methanol/1,4-dioxane and benzylalcohol/1,4-dioxane mixtures

<table>
<thead>
<tr>
<th>% (V&lt;sub&gt;d&lt;/sub&gt;/V)</th>
<th>E&lt;sub&gt;i&lt;/sub&gt;/E-values water-1,4-dioxane</th>
<th>% (V&lt;sub&gt;d&lt;/sub&gt;/V)</th>
<th>E&lt;sub&gt;i&lt;/sub&gt;/E-values methanol-1,4-dioxane</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-20.62</td>
<td>0</td>
<td>-5.26</td>
</tr>
<tr>
<td>5</td>
<td>-18.89</td>
<td>7</td>
<td>-4.42</td>
</tr>
<tr>
<td>10</td>
<td>-17.56</td>
<td>14</td>
<td>-3.45</td>
</tr>
<tr>
<td>15</td>
<td>-15.99</td>
<td>20</td>
<td>-2.80</td>
</tr>
<tr>
<td>20</td>
<td>-14.39</td>
<td>30</td>
<td>-1.78</td>
</tr>
<tr>
<td>25</td>
<td>-12.69</td>
<td>40</td>
<td>-0.90</td>
</tr>
<tr>
<td>30</td>
<td>-11.41</td>
<td>45</td>
<td>-0.52</td>
</tr>
<tr>
<td>35</td>
<td>-9.75</td>
<td>50</td>
<td>-0.19</td>
</tr>
<tr>
<td>40</td>
<td>-8.24</td>
<td>55</td>
<td>0.09</td>
</tr>
<tr>
<td>45</td>
<td>-6.87</td>
<td>58</td>
<td>0.24</td>
</tr>
<tr>
<td>50</td>
<td>-5.43</td>
<td>64</td>
<td>0.47</td>
</tr>
<tr>
<td>55</td>
<td>-4.03</td>
<td>70</td>
<td>0.59</td>
</tr>
<tr>
<td>60</td>
<td>-2.79</td>
<td>80</td>
<td>0.62</td>
</tr>
<tr>
<td>65</td>
<td>-1.63</td>
<td>85</td>
<td>0.50</td>
</tr>
<tr>
<td>70</td>
<td>-0.61</td>
<td>90</td>
<td>0.38</td>
</tr>
<tr>
<td>75</td>
<td>0.22</td>
<td>95</td>
<td>0.20</td>
</tr>
<tr>
<td>80</td>
<td>0.83</td>
<td>100</td>
<td>0.07</td>
</tr>
<tr>
<td>85</td>
<td>1.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>1.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.22</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>% (V&lt;sub&gt;d&lt;/sub&gt;/V)</th>
<th>E&lt;sub&gt;i&lt;/sub&gt;/E-values benzylalcohol-1,4-dioxane</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.48</td>
</tr>
<tr>
<td>5</td>
<td>-0.42</td>
</tr>
<tr>
<td>7</td>
<td>-0.40</td>
</tr>
<tr>
<td>10</td>
<td>-0.36</td>
</tr>
<tr>
<td>14</td>
<td>-0.33</td>
</tr>
<tr>
<td>20</td>
<td>-0.27</td>
</tr>
<tr>
<td>25</td>
<td>-0.23</td>
</tr>
<tr>
<td>30</td>
<td>-0.20</td>
</tr>
<tr>
<td>40</td>
<td>-0.15</td>
</tr>
<tr>
<td>45</td>
<td>-0.13</td>
</tr>
<tr>
<td>50</td>
<td>-0.11</td>
</tr>
<tr>
<td>55</td>
<td>-0.09</td>
</tr>
<tr>
<td>58</td>
<td>-0.08</td>
</tr>
<tr>
<td>64</td>
<td>-0.07</td>
</tr>
<tr>
<td>70</td>
<td>-0.05</td>
</tr>
<tr>
<td>80</td>
<td>-0.036</td>
</tr>
<tr>
<td>90</td>
<td>-0.017</td>
</tr>
<tr>
<td>100</td>
<td>0.015</td>
</tr>
</tbody>
</table>
### Water-1,4-dioxane binary mixtures

<table>
<thead>
<tr>
<th>298.2K</th>
<th>Water-1,4-dioxane ONE DEBYE</th>
<th>Water-1,4-dioxane SUPERPOSITION OF DEBYE AND COLE-DAVIDSON</th>
</tr>
</thead>
<tbody>
<tr>
<td>% (Vdx/V)</td>
<td>% (Vwa/V)</td>
<td>τ [ns]</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>0.0085</td>
</tr>
<tr>
<td>5</td>
<td>95</td>
<td>0.0094</td>
</tr>
<tr>
<td>7</td>
<td>93</td>
<td>0.0098</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>0.0103</td>
</tr>
<tr>
<td>14</td>
<td>86</td>
<td>0.0109</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>0.0117</td>
</tr>
<tr>
<td>25</td>
<td>75</td>
<td>0.0124</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>0.0132</td>
</tr>
<tr>
<td>35</td>
<td>65</td>
<td>0.0141</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
<td>0.0145</td>
</tr>
<tr>
<td>45</td>
<td>55</td>
<td>0.0157</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0165</td>
</tr>
<tr>
<td>55</td>
<td>45</td>
<td>0.0175</td>
</tr>
<tr>
<td>58</td>
<td>42</td>
<td>0.0178</td>
</tr>
<tr>
<td>64</td>
<td>36</td>
<td>0.0181</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>0.0178</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>0.0160</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>0.0124</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>
Methanol-1,4-dioxane binary mixtures

<table>
<thead>
<tr>
<th>% (Vdx/V)</th>
<th>% (Vwa/V)</th>
<th>τ [ns]</th>
<th>R²</th>
<th>τ [ns]</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>0.0485</td>
<td>0.9898</td>
<td>0.0485</td>
<td>0.9898</td>
</tr>
<tr>
<td>5</td>
<td>95</td>
<td>0.0444</td>
<td>0.9934</td>
<td>0.0466</td>
<td>0.9918</td>
</tr>
<tr>
<td>7</td>
<td>93</td>
<td>0.0432</td>
<td>0.9891</td>
<td>0.0468</td>
<td>0.9910</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>0.0412</td>
<td>0.9737</td>
<td>0.0447</td>
<td>0.9910</td>
</tr>
<tr>
<td>14</td>
<td>86</td>
<td>0.0387</td>
<td>0.9626</td>
<td>0.0435</td>
<td>0.9828</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>0.0370</td>
<td>0.9872</td>
<td>0.0417</td>
<td>0.9833</td>
</tr>
<tr>
<td>25</td>
<td>75</td>
<td>-</td>
<td>0.9278</td>
<td>0.0401</td>
<td>0.9889</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>-</td>
<td>0.9162</td>
<td>0.0389</td>
<td>0.9844</td>
</tr>
<tr>
<td>35</td>
<td>65</td>
<td>-</td>
<td>0.9077</td>
<td>0.0372</td>
<td>0.9801</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
<td>-</td>
<td>0.8620</td>
<td>0.0378</td>
<td>0.9811</td>
</tr>
<tr>
<td>45</td>
<td>55</td>
<td>-</td>
<td>0.8638</td>
<td>0.0359</td>
<td>0.9805</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>-</td>
<td>0.8689</td>
<td>0.0356</td>
<td>0.9803</td>
</tr>
<tr>
<td>55</td>
<td>45</td>
<td>-</td>
<td>0.8654</td>
<td>0.0333</td>
<td>0.9744</td>
</tr>
<tr>
<td>58</td>
<td>42</td>
<td>-</td>
<td>0.8858</td>
<td>0.0302</td>
<td>0.9654</td>
</tr>
<tr>
<td>64</td>
<td>36</td>
<td>-</td>
<td>0.9099</td>
<td>0.0272</td>
<td>0.9588</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>-</td>
<td>0.8972</td>
<td>0.0246</td>
<td>0.9514</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>-</td>
<td>0.8857</td>
<td>0.0181</td>
<td>0.9084</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>-</td>
<td>0.7279</td>
<td>0.0142</td>
<td>0.6446</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>% (V_{dx}/V)</td>
<td>% (V_{wa}/V)</td>
<td>Tau [ns]</td>
<td>R^2</td>
<td>( \tau_1 ) [ns]</td>
<td>( \tau_2 ) [ns]</td>
</tr>
<tr>
<td>------------</td>
<td>-------------</td>
<td>---------</td>
<td>-----</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>0.2120</td>
<td>0.9941</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>95</td>
<td>0.1595</td>
<td>0.9861</td>
<td>0.0610</td>
<td>0.1979</td>
</tr>
<tr>
<td>7</td>
<td>93</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>0.1338</td>
<td>0.9824</td>
<td>0.0528</td>
<td>0.1729</td>
</tr>
<tr>
<td>14</td>
<td>86</td>
<td>0.1201</td>
<td>0.9775</td>
<td>0.0408</td>
<td>0.1529</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>0.0969</td>
<td>0.9713</td>
<td>0.0335</td>
<td>0.1267</td>
</tr>
<tr>
<td>25</td>
<td>75</td>
<td>0.0821</td>
<td>0.9636</td>
<td>0.0290</td>
<td>0.1100</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>0.0710</td>
<td>0.9411</td>
<td>0.0275</td>
<td>0.1028</td>
</tr>
<tr>
<td>35</td>
<td>65</td>
<td>0.0611</td>
<td>0.9223</td>
<td>0.0238</td>
<td>0.0883</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
<td>0.0454</td>
<td>0.9079</td>
<td>0.0216</td>
<td>0.0692</td>
</tr>
<tr>
<td>45</td>
<td>55</td>
<td>0.0399</td>
<td>0.8710</td>
<td>0.0182</td>
<td>0.0573</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0274</td>
<td>0.8557</td>
<td>0.0133</td>
<td>0.0439</td>
</tr>
<tr>
<td>55</td>
<td>45</td>
<td>0.0242</td>
<td>0.8683</td>
<td>0.0083</td>
<td>0.0346</td>
</tr>
<tr>
<td>58</td>
<td>42</td>
<td>0.0213</td>
<td>0.8855</td>
<td>0.0045</td>
<td>0.0286</td>
</tr>
<tr>
<td>64</td>
<td>36</td>
<td>0.0196</td>
<td>0.8965</td>
<td>0.0051</td>
<td>0.0257</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>0.0182</td>
<td>0.9433</td>
<td>0.0000</td>
<td>0.0219</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>0.0151</td>
<td>0.9455</td>
<td>0.0028</td>
<td>0.0157</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>0.0132</td>
<td>0.9252</td>
<td>0.0000</td>
<td>0.0161</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Appendix C (third paper)

E\textsubscript{i}/E-parameter from the modified Clausius-Mossotti-Debye equation, g-values obtained from the Kirkwood-Fröhlich Eq., dielectric constant, density, refractive index and relaxation time \( \tau \) in the investigated DMSO-water binary mixtures at 298.2 K.

<table>
<thead>
<tr>
<th>% (V\textsubscript{wa}/V)</th>
<th>% (V\textsubscript{DMSO}/V)</th>
<th>E\textsubscript{i}/E-values</th>
<th>g-values</th>
<th>Dielectric constant</th>
<th>Density [g/cm\textsuperscript{3}]</th>
<th>Refractive index</th>
<th>( \tau ) [ns]</th>
<th>ONE DEBYE</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>-13.2556</td>
<td>1.1855</td>
<td>47.5082</td>
<td>1.09502</td>
<td>1.4765</td>
<td>0.0205</td>
<td>0.9953</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>93</td>
<td>-15.7428</td>
<td>1.2083</td>
<td>55.0777</td>
<td>1.09743</td>
<td>1.4754</td>
<td>0.0275</td>
<td>0.9910</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>86</td>
<td>-17.6865</td>
<td>1.2133</td>
<td>60.8573</td>
<td>1.09863</td>
<td>1.4741</td>
<td>0.0364</td>
<td>0.9911</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>-18.9587</td>
<td>1.2169</td>
<td>64.6058</td>
<td>1.09824</td>
<td>1.4710</td>
<td>0.0429</td>
<td>0.9916</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>-20.6325</td>
<td>1.2379</td>
<td>69.6113</td>
<td>1.09391</td>
<td>1.4648</td>
<td>0.0486</td>
<td>0.9939</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>60</td>
<td>-21.7469</td>
<td>1.2779</td>
<td>73.0585</td>
<td>1.08488</td>
<td>1.4525</td>
<td>0.0453</td>
<td>0.9883</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>55</td>
<td>-22.1430</td>
<td>1.3053</td>
<td>74.3564</td>
<td>1.07878</td>
<td>1.4460</td>
<td>0.0412</td>
<td>0.9950</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>-22.3712</td>
<td>1.3417</td>
<td>75.1956</td>
<td>1.07211</td>
<td>1.4385</td>
<td>0.0371</td>
<td>0.9953</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>45</td>
<td>-22.5932</td>
<td>1.3876</td>
<td>76.0882</td>
<td>1.06469</td>
<td>1.4308</td>
<td>0.0325</td>
<td>0.9951</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>42</td>
<td>-22.6538</td>
<td>1.4211</td>
<td>76.4481</td>
<td>1.06031</td>
<td>1.4232</td>
<td>0.0300</td>
<td>0.9945</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>36</td>
<td>-22.7337</td>
<td>1.4971</td>
<td>77.0945</td>
<td>1.05091</td>
<td>1.4075</td>
<td>0.0250</td>
<td>0.9936</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>-22.7340</td>
<td>1.5954</td>
<td>77.6537</td>
<td>1.04106</td>
<td>1.3911</td>
<td>0.0208</td>
<td>0.9933</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>-22.4498</td>
<td>1.8210</td>
<td>78.1455</td>
<td>1.02554</td>
<td>1.3757</td>
<td>0.0154</td>
<td>0.9946</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>-21.9251</td>
<td>2.1924</td>
<td>78.8808</td>
<td>1.01059</td>
<td>1.3607</td>
<td>0.0115</td>
<td>0.9974</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>-20.7271</td>
<td>2.8465</td>
<td>79.4399</td>
<td>0.99704</td>
<td>1.3461</td>
<td>0.0086</td>
<td>0.9999</td>
<td></td>
</tr>
</tbody>
</table>
g-values according to the Kirkwood-Fröhlich equation for diglycerol-water mixtures at 298.2 K.

<table>
<thead>
<tr>
<th>% ((V_{wa}/V))</th>
<th>% ((V_{DG}/V))</th>
<th>g-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>2.3444</td>
</tr>
<tr>
<td>7</td>
<td>93</td>
<td>1.9647</td>
</tr>
<tr>
<td>14</td>
<td>86</td>
<td>1.7721</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>1.6936</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>1.6074</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
<td>1.6096</td>
</tr>
<tr>
<td>45</td>
<td>55</td>
<td>1.6315</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>1.6618</td>
</tr>
<tr>
<td>55</td>
<td>45</td>
<td>1.7049</td>
</tr>
<tr>
<td>58</td>
<td>42</td>
<td>1.7340</td>
</tr>
<tr>
<td>64</td>
<td>36</td>
<td>1.8091</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>1.9064</td>
</tr>
<tr>
<td>0.80</td>
<td>20</td>
<td>2.1035</td>
</tr>
<tr>
<td>0.90</td>
<td>10</td>
<td>2.3957</td>
</tr>
<tr>
<td>1.00</td>
<td>0</td>
<td>2.8470</td>
</tr>
</tbody>
</table>
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