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Abstract

The objective of object recognition is to enable computers to recognize image patterns without human intervention. According to its applications, it is mainly divided into two parts: recognition of object categories and detection/identification of objects.

My thesis studied the techniques of object feature analysis and identification strategies, which solve the object recognition problem by employing effective and perceptually important object features. The shape information is of particular interest and a review of the shape representation and description is presented, as well as the latest research work on object recognition. In the second chapter of the thesis, a novel content-based approach is proposed for efficient shape classification and retrieval of 2D objects.

Two object detection approaches, which are designed according to the characteristics of the shape context and SIFT descriptors, respectively, are analyzed and compared. It is found that the identification strategy constructed on a single type of object feature is only able to recognize the target object under specific conditions which the identifier is adapted to. These identifiers are usually designed to detect the target objects which are rich in the feature type captured by the identifier. In addition, this type of feature often distinguishes the target object from the complex scene.

To overcome this constraint, a novel prototyped-based object identification method is presented to detect the target object in the complex scene by employing different types of descriptors to capture the heterogeneous features. All types of descriptors are modified to meet the requirement of the detection strategy’s framework. Thus this new method is able to describe and identify various kinds of objects whose dominant features are quite different. The identification system employs the cosine similarity to evaluate the resemblance between the prototype image and image windows on the complex scene. Then a ‘resemblance map’ is established with values on each patch representing the likelihood of the target object’s presence. The simulation approved that this novel object detection strategy is efficient, robust and of scale and rotation invariance.
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Statement of Originality

Substantial parts of Chapters 2, 3, 4 and 5 of this thesis are, as far as the author is aware, original contribution to the area of object recognition. The most significant contributions are:

1. A new shape classification strategy is introduced in Section 2.1. It is a technique of learning and classifying shape contours based on a novel shape matching strategy. The Shape Context descriptor is used to represent the shape information, and during the descriptor matching procedure, the salient points (corners) are signed with larger weights than normal contour points.

2. Study of two object identifiers, each based on a single type of object feature, is presented in Chapter 3 and Chapter 4. Their simulation and performance are analyzed and compared in these two chapters. The conclusion is that the identifiers based on a single type of object features are not suitable for real life object detection in complex scene.

3. A novel object identification approach is introduced in Chapter 5. The modifications of two types of descriptors, SIFT and HOG, to capture the object’s texture and shape features, respectively, are presented in Section 5.1. A new way to combine different types of descriptors in the estimation of similarity between two images is explained and justified theoretically in section 5.2. The results of the implementation of this new identifier are presented in section 5.3.
Chapter 1

Introduction & Literature Review

In computer vision and image processing, analysis of visual objects is a vital component in the tasks of object recognition, image retrieval, image registration, and more others. These tasks are often involved in many variant areas which include the applications of surveillance, video forensics, and medical image analysis for computer-aided diagnosis and etc. Among them, object recognition has received much attention recently, because of the increasing demand both from the scientific world and the industry.

The objective of object recognition is to enable machines or artificial systems to recognize image patterns or to identify an object without human intervention. According to its usage, it is mainly divided into two parts: recognition of object categories and detection/identification of objects. The goal of the former one is to classify an observed object into one of the several predefined categories. For the latter one, it is to detect whether the object of interest is in the image and then separate it from the background in a target image. The task of object recognition can also be divided into two stages, namely the ‘low-level’ vision and ‘high-level’ vision. The first stage involves the extraction of significant features from an image, such as object boundaries, and usually the segmentation of the image into separate objects. The goal...
of high-level vision is to recognize these objects by finding effective and perceptually important object features. My work is to study the techniques in these two stages and focus on the latter one, which tries to solve the object recognition problem with object feature analysis and identification strategy.

The features extracted from the image are usually represented by mathematical *models*, which are different types of descriptors for the object to be recognized. Generally speaking, a model is associated with a set of parameters which represent the information regarding the shape, texture, or any other type of characteristic features of objects. A specific object of interest may be associated with a specific set of parameter values. Therefore, during the object recognition process, when these parameter values are detected a *model (descriptor) label* is attached. A model label can be interpreted as a tag pinned to an area in the image that is believed to show an instance of the corresponding object model. A model may be two- or three-dimensional, whereas labels are always after 2D model instances in the image.

In the area of object recognition, *photometry* usually refers to the processing of measuring the light intensities in terms of their perceived brightness to human vision, reflected from the surfaces in a scene and recorded on a camera film; on various occasions, data may originate from other image acquisition sources such as ultrasound or x-ray imaging instead of light. A digital computer image is often a two dimensional (2D) array of numbers called *pixels* whose values represent the scene’s light intensities, that is, the strength of the brightness which is reflected from a particular point on the recording medium. When dealing with the information in a digital image and its corresponding scene, one important distinction is the term which describes the spatial dependency of a mathematical model (descriptor). The term *local* always refer to processes that only deal with the nearest neighbors of a pixel and ignore the information of the rest of the image. The term *global*, by contrast, is used to refer to the processes in which context information from the entire image or scene is considered.
1.1 Object Recognition Challenges

For humans, it is a trivial task to recognize a variety of both known and new objects in an image, despite the fact that these objects appear in the image under quite different conditions, e.g., in different scales, observed from different view-points, or subject to various types of distortion. The human visual system is “intelligent” due to the huge amount of accumulated experience which it uses to interpret visual information in the most efficient way. However, the automatic object recognition is a complicated task for the artificial systems, e.g., computers, robots etc., which is unable to compete with the human brain. There are many challenges to be faced when we are to design an object recognition system. The most important ones are described in the following sections.
1.1.1 View Point Variation

The first challenge is the variation of view-points. The objects in real life are physical 3D volumetric entities. Therefore, when an object is perceived from different view-points, it might appear completely different, as the instance illustrated in Figure 1.1. The human eyes recognize with ease an object regardless of the view-point change, but it is quite difficult for the man-made systems to identify the same object from different view-points. This is because from different view-points, the parameter values in the mathematical models (descriptors), which capture the same features of the same object, are significantly different that the corresponding object models could not be matched in the recognition procedure.

Figure 1.1   Object recognition challenges 1: View point variation
1.1.2 Illumination Changes

The next challenge in object recognition is illumination difference, which could affect the performance of the object recognition system by failing the local image models to recognize two identical image parts. For example, Figure 1.2 illustrates two images of the same person under different illumination conditions. As shown clearly, parts of the right image are significantly darker compared to the corresponding parts of the left image. Again, for a local or even global image model, this will entail essential difference in the values of the model parameters and the recognition strategy will fail this face recognition task.

Figure 1.2 Object recognition Challenges 2: Illumination
1.1.3 Occlusion

Occlusion is another challenging problem in object recognition. When the object of interest is part of a real life complex scene, its entire representation is usually not contained in the image. As shown in Figure 1.3, the target object is likely to be occluded by other objects in the scene. Therefore, there is a requirement for robust local image models (descriptors), and the global models are not suitable in this scenario.
1.1.4 Scale Variation

Objects of the same class are often of different scales when they appear in the real life complex scene. They are in different physical sizes, or they are geometrically varied when they are far or near from the viewpoint. In Figure 1.4, there are two classes of objects, laptops and human beings, which are naturally identified by human visual system. However, the machine algorithms, which are insensitive or unable to detect the appropriate scales of objects, have problems in recognition of the target objects. Thus, to recognize the objects with different sizes in specific images, we need to consider the scales of target objects.

![Challenges 4: scale](image)

Figure 1.4 Object recognition Challenges 4: Scale
1.1.5 Deformation

Deformation is another problem, especially for the articulated objects such as the horses shown in Figure 1.5. There are lots of articulated objects in this world, including human body, animals, stringing object, and etc. Therefore, this problem must not be neglected. An expression of the articulation and deformation is in demand to describe and recognize these objects, which are perceived differently in shape, interior structure and other distortion due to the deformation.

Challenges 5: deformation

Figure 1.5 Object recognition Challenges 5: Deformation
1.1.6 Background Clutter

To detect the faces in Figure 1.6 is not a simple task by employing any of the face recognition algorithms. This is an example of detecting the target objects in a cluttered scene. In this world, billions of objects coexist, and even some figures possess no meaning to us. These scenes, which are consisted of these objects and figures, are observed and perceived by us. Therefore how to recognize the demanded object out of this cluttered world and scene is a problem need to be solved.

Figure 1.6  Object recognition Challenges 6: Background clutter
1.1.7 Intra-class Variation

In terms of object classification, there are problems concerning the single object recognition, ranging from view-point variation and illumination to scales and etc. On top of that, the intra-class variation is another challenge need to be considered. A typical problem heard often in computer vision is: how are chairs to be recognized? As the chairs shown in Figure 1.7, even the humans are not certain to verify them. This might be an extreme example of the categorization problem. However, it demonstrates the difficulty of this problem. Therefore, a huge effort is necessitated to tackle the intra-class variability.

Challenges 7: intra-class variation

Figure 1.7 Object recognition Challenges 7: Intra-class variation
1.2 Previous Techniques of Shape Representation and Description

The basic features of an object are its shape and surface texture information. And I am particularly interested in the shape features. To analyze the shape information, there are two fundamental methods: shape representation and description. The shape representation approach constructs a non-numeric representation of the shape, for example a graph. On the other hand, the shape description is an approach in which a feature vector is produced to describe the shape feature uniquely and mathematically. Consider the situations in which the object shape is occluded or corrupted by noise and irrelevant objects, the task of shape description and representation faces plenty of obstructions. Not only a good shape descriptor is capable of overcoming the above difficulties, it also needs to be invariant of certain transformations of the object in the image, which are caused by the changes in the scale, location, orientation and pose of the object. A large variety of shape descriptors have been studied and evaluated in [1]. The performance and comparison of descriptors constructed on all object features can also be found in [2].

According to where the shape features are extracted, from the contour or from the whole shape region, the shape representation and description techniques are categorized into contour-based and region-based methods, respectively [1]. Then each class is further classified as global and structural methods. In global methods, the shape is represented as a whole. And in structural methods, the shape is represented by segments, named primitive. Then, according to whether the shape features are calculated in the spatial or transformed domain, the techniques are sorted as space or transform domain techniques, respectively [1].

When the boundary information is not available for shape analysis, region-based methods are preferred. In the category of these techniques, the shape representation is estimated by
employing all pixels within a shape region, instead of the boundary points used in the contour-based approaches. Moment descriptors [3-19] are the most common region-based methods. Besides the moment descriptors, there are many other methods in the region-based category, for instance, grid method [22], shape matrix [23], convex hull and media axis [24-27]. As discussed above, according to whether the methods separate shapes into sections or not, the region-based methods are classified into global and structural methods [1].

Using global methods, the descriptor covers the whole shape resulting in a numeric feature vector which can be used for shape description. The common techniques in this category use image moment invariants, which was first introduced by Hu for two-dimensional pattern recognition applications [3]. His approach is based on the theory of algebraic forms:

\[
m_{pq} = \sum_{x} \sum_{y} x^p y^q f(x, y), \quad p, q = 0, 1, 2, \ldots \quad (1.2.1)
\]

where \( x \) and \( y \) are the coordination of each pixel. \( f(x, y) \) is the grey value of pixel \((x, y)\). These moments, known as geometric moments, are derived from a nonlinear combination of lower order moments and they have the desirable properties of being invariant under translation, rotation and scaling. A lot of works [4-9] have been published concerning geometric moment invariants. Also this type of techniques has been used in many applications [10-13]. However, the limited number of invariants computed from the lower order moments could not offer enough discriminative power for shape representation. In addition, it is difficult to derive higher order moments [1].

Another type of moment invariants are the algebraic moments, introduced by Toubin and Cooper [14, 15]. The first \( m \) central moments are employed to construct matrices, whose eigenvalues are taken as the invariants of algebraic moments. Compared with geometric moment invariants, the algebraic moment invariants have the advantage of invariance to affine transformations and can be constructed up to arbitrary order. However, according to
the work [16], they only perform well when the texture feature, i.e., the distribution of pixels, is rich on the object. Based on the algebraic moment invariants, Teague in [17] introduced another moment shape descriptor, namely the orthogonal moments, as for example the Legendre moments and Zernike moments. They are calculated by replacing $x^p y^q$ in (1.2.1) with Legendre polynomials and Zernike polynomials, respectively. Legendre moments and Zernike moments are called orthogonal moments, because Legendre and Zernike polynomials are both complete sets of an orthogonal basis.

In the work of Teh and Chin [18], many types of orthogonal moments were studied, namely the Legendre moments, Zernike moments and pseudo-Zernike moments. Teh and Chin also compared the above orthogonal moments methods with non-orthogonal ones, e.g., geometric moments, complex moments and rotation moments. Among the moment shape descriptors, Zernike moments are found to have the best performance. Another work on survey of the moment shape descriptors was published by Liao and Pawlak [19]. Their results show that coarser quantization of image produces more accurate moments. The moment shape descriptors are successful in term of their accuracy, robustness and simple construction.

![Figure 1.8](image.png)

(a) An original shape in polar space; (b) polar-raster sampled image plotted in Cartesian space [20]
Other methods which belong to the category of global region-based shape representation techniques include generic Fourier descriptor (GFD) [20, 21], grid based method [22] and shape matrix [23]. The generic Fourier descriptor is build up by a 2-D Fourier transformation of a polar-raster sampled shape image (Figure 1.8). The basic idea of the grid based method is to overlay a grid of cells on a shape (Figure 1.9). The value of 1 is assigned to cells covered by the object shape, while the value of 0 is assigned to cells which are not covered by the shape. Afterwards, the grid is scanned from left to right and top to bottom resulting in a bitmap. Therefore, the object shape is represented as a binary feature vector. From the structure of method, it is observed that the grid descriptor is simple to build and match. However, there is problem with its rotation normalization, which relies on the major-axis of the grid. The
estimation of the major-axis of the object shape is sensitive to noise and thus unreliable.

Shape matrix descriptor shares a similar idea with grid descriptor. A polar raster of concentric circles and radical lines are laid at the center of the image (Figure 1.10). At the intersections of the circles and radical lines, the shape is sampled as 1 or 0, depending on whether the shape covers the intersections or not. Afterwards a matrix of binary values is formed. The columns of the matrix represent the circles of the raster, while the rows of the matrix represent the radical lines. Before assigning binary values, the scale of the object shape is normalized by the maximum distance from the shape contour points to the center. The resulting shape matrix is invariant to translation, rotation and scale changes. However, both the grid descriptor and shape matrix are sensitive to noise because they are sparse sampling approaches.

For the structural region-based methods, the shape regions are usually split into different parts, which are used to build up separate descriptors for shape representation. There are two main methods in this category, namely the convex hull [24, 25, 26] and the medial axis [27].

Compared with region-based methods, contour-based shape techniques rely on the shape boundary (edges) of the object to represent and describe the object. This type of approach has attracted more attention than the region-based one. This is because of the assumption that humans are supposed to discriminate shapes based on their contour features and the shape interior content does not bear significant information. A representative example is the shape signature approach, which is a comprehensive way of representing the essence of the shape. Using the shape signature, the shape is represented by a one dimensional function derived from the boundary points of the shape. The common shape signatures include centroid profile, complex coordinates, centroid distance, tangent angle, cumulative angle, curvature and area [28, 29, 30]. Shape signatures are usually normalized to be translation and scale invariant. However, they also possess significant drawbacks, for example, they are sensitive to noise and
their matching is too computationally complex. In addition, large matching errors can be triggered by slight changes in the shape boundary.

The boundary moment is another type of global contour-based shape representation method. It is usually constructed based on the shape signature to reduce the dimensions of boundary representations. In [31], the author introduced the boundary moments as the $r$-th moment $m_r$ and central moment $\mu_r$ of a shape signature, which was computed to represent the shape of the object. $m_r$ and $\mu_r$ are estimated as follows:

$$m_r = \frac{1}{N} \sum_{i=1}^{N} [s(i)]^r \quad \text{and} \quad \mu_r = \frac{1}{N} \sum_{i=1}^{N} [s(i) - m_r]^r$$

where $N$ is the number of boundary points. $s(i)$ is the shape signature. To achieve the invariance of translation, rotation and scale changes, the boundary moments are normalized as: $\bar{m}_r = m_r / (\mu_2)^{r/2}$ and $\bar{\mu}_r = \mu_r / (\mu_2)^{r/2}$. In another work [104], a histogram $h(u_i)$ is extracted from the shape signature $s(i)$, and the amplitude of $s(i)$ is considered as a random variable $u$. Afterwards, the $r$-th moment is calculated as follows:

$$\mu_r = \sum_{i=1}^{K} (u_i - m)^r h(u_i) \quad \text{where} \quad m = \sum_{i=1}^{K} u_i h(u_i)$$

From the structure of these boundary moment descriptors, it is observed that they are simple to implement, but it is hard to interpret higher order moment with any physical meaning.

In the category of contour-based technique, stochastic models and autoregressive (AR) models [32-38] are another solution to the problem of shape description. This type of methods is constructed based on the stochastic modeling of a one dimensional function similar to the shape signature discussed above. In the linear autoregressive model, the value of a function is computed by linearly combining a limited number of preceding function values. Therefore, the
current function value in the sequence has some correlation with and is determined by the previous function values. For an instance, the AR model works as linear combination function to predict the current radius in the following way:

\[ R_i = \alpha + \sum_{j=1}^{l} \xi_j R_{i-j} + \sqrt{\beta} \varepsilon_i , \]  

\hspace{1cm} (1.2.2)

where \( \xi_i \) is the AR-model coefficients, and \( l \) determines the number of previous function values used in the AR model. \( \alpha \) is a constant value, set as a proportion of the function value mean. \( \varepsilon_i \) represents the value of the current error of prediction. Afterwards, a set of function variables \( (\alpha, \xi_1, ... \xi_l, \beta) \) are calculated by applying least square method [32, 34, 36] on the set of prediction functions defined as equation (1.2.2). The estimated \( \alpha \) and \( \beta \) are not scale invariant, but the quotient \( \alpha / \sqrt{\beta} \), which reflects signal-to-noise ratio of the boundary, is regarded as invariant to scale changes. In addition, the estimated \( \xi_i \) are invariant to translation, rotation and scale changes. As a result, the vector \( [\xi_1, ... \xi_l, \alpha / \sqrt{\beta}] \) is employed as the shape descriptor in the AR model. However, there are some drawbacks concerning this method. Firstly, it is hard to associate \( \xi_i \) with any physical meaning. The value of \( l \) is usually decided empirically. Finally, if the object has complex shape boundaries, the limited number of AR parameters \( [\xi_1, ... \xi_l, \alpha / \sqrt{\beta}] \) could not offer sufficient discriminative power in the shape description.

In the category of contour-based shape representation technique, spectral descriptors are the most widely used ones. The main advantage of this type of methods is that they are insensitive to noise and shape distortion. This is because that these descriptors are developed under spectral domain. Two of the most popular spectral descriptors are Fourier descriptor (FD) [39] and wavelet descriptor (WD) [40, 41, 42], which are obtained by applying spectral transform on shape boundaries represented by the shape signatures. The wavelet descriptor is of multi-
resolution nature in both spatial space and spectral space, but there is a trade-off between the spatial and frequency resolution. The wavelet descriptor has a complicated matching scheme based on a similarity measurement [42]. There is a lot of researches on Fourier descriptors [39, 43, 44]. The Fourier transformed coefficients are called Fourier descriptor and FD is backed by the well-developed and well-understood Fourier theory. Compared with other shape descriptors, FD has the following advantages, as for example, its construction is simple, each descriptor could be interpreted with a particular physical meaning, easy at shape matching because of the simplicity of normalization, able to describe both global and local features. With a small selection of coefficients, the FD is capable of capturing the overall shape features.

To overcome the problem of noise sensitivity and boundary variations in spatial domain shape methods, another approach of shape analysis called curvature scale space is proposed in [45]. To build a scale space for a shape, the shape boundary is filtered by low-pass Gaussian filters at varying widths. The curvature scale space descriptor aims at tracking the curvature zero-crossings (inflection points) on the smoothed boundaries. As the width ($\sigma$) of Gaussian filter increases, the shape boundary becomes smoother and thus less significant inflections are detected on the boundary. The inflection points that still remain represent a particular physical structure on the smoothed shape (e.g. corner, smooth joint, end and etc.). An interval tree is calculated through tracking the inflection points on different smoothed shape boundaries. This interval tree is also called curvature scale space contour image. The interval tree is interpreted by the peaks of tree branches from higher scales to lower scales. This interpretation is used as the curvature scale space descriptor to match with other shapes. The powerfulness of this approach stems from its ability to capture the location and the degree of convexity (or concavity) of curve segments on the shape boundary. These features are even very important to human perception in recognizing objects. However, the matching using the curvature scale space descriptor proves to be very complex and expensive. So there are some improved and more efficient versions of this approach, and an example is designed in [46].
1.3 Recent Research of Object Recognition

As stated before, according to their applications, object recognition techniques can be roughly divided as two categories: object classification and object identification.

A lot of works has been published on object classification recently. To compare the results for various classification techniques, several challenging databases have been set up, e.g., Caltech-101 [47], Caltech-256 [48], Graz-01 [49], UIUC textures [50] and Oxford flowers [52]. The focus of the research work on image classification has led to a great improvement on classification rate for these databases. For example, on the Caltech-101 database, the classification rate has been increased from under 20% in 2004 [48] to almost 90% in 2007 [49].

The state-of-the-art object classification techniques often include an intensive object learning process, which produces a particular set of parameters only suited for a specific classification task. The most commonly used and successful learning techniques are SVM [48, 54, 55, 56] and Boosting [51]. There is also a trend of combining different types of descriptors [49, 51, 52, 53, 54], which enables the classification to incorporate heterogeneous sources of data, such as texture, shape and color of the object. In [50, 52], different types of descriptors are assigned equal weights to be combined in the classification. In [52, 53], the weights for each type of descriptor are determined by a performance optimization process tested on a validation set. In [48], an optimal descriptors’ kernel is learned through an SVM training process, in which the weight for each descriptor in the kernel is modified during the whole object classification to guarantee the optimal classification result.

Although for the image classification the training/learning of the objects has become the main trend, it has been shown in [57] that a method based on nearest-neighbor distance function can also achieve relatively good performance. The author has also combined different
descriptors with fixed weight, which is determined by the Parzen Gaussian kernel of each descriptor type. An optimal Naïve-Bayes method has been derived based on Euclidean distance and justified by the theoretical formulation [57].

Besides object classification, the problem of object detection is another critical part in many vision applications, such as image retrieval, scene understanding and surveillance systems. In Chapter 3 and Chapter 4 of my thesis, I have studied and compared two object identification strategies [58, 59] based on the object shape and texture information. Both techniques employ a single type of descriptor, SIFT and shape context, respectively, to describe and identify the target object in the complex scene.

The scale invariant feature transform (SIFT) descriptor is proposed by Lowe [69]. This technique actually combines a scale invariant region detector and a descriptor based on the gradient distribution in the detected regions. The descriptor is represented by a three dimensional histogram of gradient locations and orientations while the contribution of each of these bins is weighted by the gradient magnitude. The SIFT descriptor actually captures the texture feature of the object, while the shape context descriptor [74], similar to the SIFT descriptor, extracted the shape information from the object. The shape context descriptor is a two dimensional histogram with axes the log-distance and polar angle. The descriptor is applied on the edge points only and describes the edge distribution in the surrounding region of each contour point. With the appropriate modifications, shape context becomes invariant to rotation, shift and scale changes of the target object. In general, shape context descriptor is a simple, rich descriptor that enforces good shape matching and recognition.

The prototype objects are represented by the feature descriptors extracted from them. All these descriptor are stored in the database as the prior knowledge of the objects. The features are also generated on the test complex image and matched to their counterparts in the database according to the similarity measurement. Each of the identifier employs a special
clustering strategy to group the matched features in the complex image. The locations of the clusters suggest potential existence of the desired object. Finally, a verification process is applied to determine the presence of the target object. Both of these identification approaches have been implemented and applied on variety of prototype and complex images. In Chapter 3 and Chapter 4, the analysis of the results shows us the limitations and advantages of these two local feature based identifiers.

From the study and comparison of these two detection strategies, it is demonstrated that the identification method based on a single object feature could hardly comply with the task of detecting an object with various types of features. Therefore, following the trend in the object classification, a new object identification strategy is introduced in Chapter 5, which combines different types of descriptors to extract heterogeneous information from the object. Another widely used method is the sliding window scheme, which localizes the presence of object in the region with the peak confidence value. In our work, a localization method similar to the sliding window is employed.

The intra-class variations of the objects are the obstacle of any generic detection task. To overcome this difficulty, the state-of-the-art detection methods often involve a training phase [60, 61, 62]. These detection techniques are composed of various preprocessing steps, which make them quite time consuming. As a result, these methods can hardly meet the requirement of many applications to detect the object in real time. The other disadvantages of training based detection strategies are the need of many training images and the overfitting of parameters.

To overcome above problems, efforts have been made to achieve training-free object detection [63, 64, 65, 66]. These detection systems use only one image of the prototype as the query image, and search for this object of interest in the complex scene. In [63], the author introduced a novel descriptor named ‘self-similarity’, which catches the layout of the local
similarities of the image context, including color, edges and repetitive patterns. It is modeled as a function of a simple sum of squared difference (SSD) between a center image patch and surrounding image patches. According to the characteristic of the self-similarity descriptor, the ‘non-informative’ descriptors are filtered out. In [63], there are two kinds of ‘non-informative’ descriptors, i.e., the ones that cover uniformly colored or uniformly texture regions, and the ones in which the central patch is not similar to any surrounding patches. Afterwards, a modified version of ‘ensemble matching’ [67] strategy is applied. The descriptors on the query image are connected and formed as ‘ensemble of descriptors’, which is a probabilistic ‘star graph’ model capturing the geometric relationships of the descriptors. The strategy, similar to sliding window, generates a dense likelihood map in the size of the complex scene. The value of each point on the map represents the similarity between the query image’s ‘ensemble of descriptors’ and the one centered at this point on the complex scene. The large value on the map suggests the presence of the target object at the corresponding point’s location. In [66], a ‘resemblance map’ (RM) is constructed based on the cosine similarity between two sets of descriptors.

Following the trend of training-free image analysis [57, 63, 66], in this work, a new prototype-based object identification method is proposed to detect the target object in the complex scene, using only one image as the prototype’s query image. Instead of using a single type of descriptors [58, 59, 63, 66], my method incorporates different types of descriptors to capture the heterogeneous features of the target object. The descriptors are modified to meet the requirement of the framework of identification system. Thus, the strategy is able to describe and identify various kinds of objects whose dominant features are quite different from each other. Inspired by the idea of building likelihood map in [63, 66], this work introduces a novel strategy to detect and localize the target object in the complex scene based on the likelihood map of image patches, which is more efficient and faster than calculating a similarity value at each point on the complex scene [63, 66]. The patches with high likelihood value may indicate
the presence of the target object. However, it is naïve to select the patch with the largest similarity as the location of the object. This is because the complex scene may not contain the target object. Thus a verification procedure and a threshold are introduced to determine the presence and location of the target object in the complex image.
Chapter 2

Shape Classification System

2.1 2D Shape Classification System Using Shape Context

In this chapter, a novel content-based technique for efficient shape classification and retrieval of 2D objects is presented. I designed a system which is of scale and rotation invariance.

Much of the work in this area uses a finite set of points taken from the object’s boundary as the shape representation. Points can be selected on the basis of maximal curvature [85], distance from the centroid [86] or any criteria considered suitable to the shapes of objects involved. More sophisticated approaches parameterize the boundary as a closed curve and slide points along the outline to minimize an objective function (e.g. [87]). These methods produce good results but generally use expensive optimization algorithms. An alternative to finding the ‘correct points’ is to simply place points at roughly equal intervals along the boundary. Belongie et al. [74] used this approach effectively in their work on shape contexts.
In my work, I intended to extract salient points out of the shape boundary of the objects as the shape representation. Then the distances between the descriptors of the matched correspondent points between the prototype object and training object are weighted according to the degree of their saliency. It is expected that this new strategy, the implementation of weighted salient points (the points with large Harris corner measurements), could give us a better way to categorize objects based on the shape representation.

With the implementation of a Gaussian filter as the weighting factor for all points on the object silhouette, it is shown that instead of only considering the salient points or fancied areas of the object, a better result for the object categorization could be achieved when all parts or points on the silhouette are used.

### 2.1.1 Shape Context

It has been shown in [10] that the shape context technique is a powerful tool for object recognition tasks, which includes the classification from binary images and images of 3D objects under various poses.

The basic idea of shape context is illustrated in Figure 2.1(a). The shape of an object is represented by a discrete set of points sampled from the internal and external contours on the shape. These can be obtained from the locations of edge pixels found by an edge detector, which provides us a set $P = \{p_1, \ldots, p_n\}$, where $p_i \in \mathbb{R}^2$, of $n$ points. Consider the set of vectors originating from a point to all other sample points on a shape. These $n-1$ vectors express the configuration of the entire shape relative to the reference point. One way to
capture this information is to describe the distribution of the relative positions of the remaining \( n-1 \) points in a spatial histogram. Concretely, for a point \( p_i \) on the shape, compute a coarse histogram \( h_i \) of the relative coordinates of the \( n-1 \) points given by

\[
h_i(k) = \# \{ q \neq p_i \mid (q - p_i) \in \text{bin}(k) \} \quad (2.1.1)
\]

where the sign \# indicates the number of points which satisfy the condition given in the parenthesis. This histogram is defined to the shape context of \( p_i \). The bins used by the shape context are uniform in log-polar space, making the descriptor more sensitive to the positions of nearby sample points compared to those of points further away. Consequently, the number of bins would determine the accuracy of the descriptor. In the case of too many bins, each bin would contain very few points, especially for the bins far away from the center, which makes the descriptor inefficient. On the other hand, if there are very few bins, all the points would be distributed within the limited number of bins which makes the descriptor unable to distinguish between different shapes, as different shapes would have similar shape context. Therefore, it is important to choose a sensible number of bins which would affect the efficiency and accuracy of the descriptor. In this work, the number of inner-circles with different radius, centered at the reference point was chosen to be 4, in order to compromise the trade-off between the accuracy and the complexity. These internal circles were segmented as circular sectors with central angle equals to \( 30^\circ \). This results 12 equal circular sectors for each circle and therefore gives a total of 60 bins as shown in Figure 2.1 (a).

The scale of the shape context is vital in the object recognition process. Different sizes of shape contexts describing the same part of objects which are similar in shape but different in scale.
As a result, the shape contexts of corresponding points or parts between model and test objects should be of the same scale. Thus the scale needs to be determined before the process of descriptor building. The process of the scale determination will be discussed later in section 2.1.5.

As for the experiments included in this work, the shape context is used to represent single objects, thus the scale of the descriptor is as the same scale as the entire object. All radial distances are first normalized by the mean distance, $\alpha$, between the $n^2$ point pairs in the shape, thus ensuring that the shape context of a point on a shape is invariant under uniform scaling of the shape as a whole.

As illustrated in Figure 2.1(a), shape contexts will be different for different points on a single shape $S$; however corresponding (homologous) points on similar versions of shape $S$ in Figure 2.1(a) and Figure 2.1(c) will tend to have similar shape contexts. By construction, the shape context at a given point on a shape is not invariant under arbitrary affine transforms, but the log-polar binning ensures that for small locally affine distortions due to the pose change, intra-category variation etc., the change in the shape context is correspondingly small. In addition, the richness of the shape context descriptor makes it robust to noise and light occlusion, as indicated by the experiments reported in [93].
Figure 2.1  (a) On the contour of the digit eight 8, the shape contexts are computed with respect to the circled sample points. (b) the log-polar histogram that has 5 bins for the polar direction and 12 bins for the angular direction. Each bin contains a count of the edge points falling into that bin. (c) shape context of a corresponding point on another digit 8. (d) the histogram is similar to (b), the corresponding point on the other shape.

To measure the similarity of two shape contexts, the natural way is to use the $\chi^2$ distance as the histogram measurement of similarity between shape contexts. It has been shown in [93] that this facilitates algorithms for solving the correspondence problems between two similar but not identical shapes such as shown in Figure 2.1(a) and (b). Consider a point $p_i$ on the first shape and a point $q_j$ on the second shape. Let $C_{ij} = C(p_i,q_j)$ denote the cost of matching these two points. The $\chi^2$ distance between these two points is defined by

$$C_{ij} = \frac{1}{2} \sum_{k=1}^{K} \left[ \frac{h_i(k) - h_j(k)}{h_i(k) + h_j(k)} \right]^2$$

(2.1.2)

where $h_i(k)$ and $h_j(k)$ denote the $K$-bin normalized histogram at $p_i$ and $q_j$, respectively.
Given the set of costs $C_{ij}$ between all pairs of points $i$ on the first shape and $j$ on the second shape, as shown in [93], minimizing the total cost of matching is subject to the constraint that the matching be one-to-one using the Hungarian method [97]. However, in this work, only the correspondent points of small costs are considered into matching process, which is faster and more realistic. To select the correspondent points between two shapes, the following strategies have been applied:

1. Nearest neighbor-based matching

   The point $p_i$ on the first shape is matched to the point $q_j$ with the minimum cost $C_{ij}$ on the second shape. The cost between two correctly matched points shall be very small. Therefore, to prevent the mismatches, a threshold is used here. Any two matched points with cost $C_{ij}$ above this threshold will be disregarded. For convenience, the threshold is set as the 10% of the maximum $C_{ij}$ between any points on two shapes. After the implementation of this matching strategy, it has been found that there are still quite a lot of mismatches in the result. Thus, there is a need to set another criteria to refine the results.

2. Cost ratio between the nearest and the second nearest neighboring points

   For the point $p_i$ on the first shape, the point $q_j$ with minimum cost $C_{ij}$ on the second shape is defined as the nearest neighbor. Also on the second shape, the point $q_k$ with the second minimum cost $C_{ik}$ is defined as the second nearest neighbor to point $p_i$. If the cost ratio of
$C_{ij}/C_{ik}$ is below the certain threshold $T$, then the point $p_i$ has a true match with the point $q_j$, i.e., if $C_{ij}/C_{ik} < T$, then $p_i$ and $q_j$ matched, where $T \in [0, 1]$

This ratio was chosen because for a point $p_i$ on the first object, if there is no true matched point on the second shape which would have a similar shape context as $p_i$, the costs of its nearest neighbor and the second nearest neighbor would not differ much. Thus the ratio value of the false match would reach 1. For simplicity and according to the results of the simulations, $T$ is set to be 0.8.

2.1.2 Edge Detection

Canny edge detector [4] has been chosen in this work. The Canny edge detection algorithm is known to many as one of the optimal edge detectors. Canny’s intentions were to enhance the many edge detectors already published at the time he started his work. He was very successful in achieving his goal and his ideas and methods can be found in his paper. In his paper, he followed a list of criteria to improve current methods of edge detection. The first and most obvious is low error rate. It is important that edges occurring in images should not be missed and that there should be no response to non-edges. The second criterion is that the edge points be well localized. In other words, the distance between the edge pixels as found by the detector and the actual edge pixels should be at a minimum. A third criterion is to have only one response to a single edge. This was implemented because the first 2 were not substantial enough to completely eliminate the possibility of multiple responses to an edge.
Based on these criteria, the Canny edge detector first smoothes the image to eliminate the noise. Then it finds the image gradient to highlight regions with high spatial derivatives. The algorithm then tracks along these regions and suppresses any pixel that is not at the maximum (non-maximum suppression). The gradient array is now further reduced by hysteresis. Hysteresis is used to track along the remaining pixels that have not been suppressed. Hysteresis uses two thresholds and if the magnitude is below the first threshold, it is set to zero (made a non-edge). If the magnitude above the second threshold, which is higher than the first one, it is made an edge. And if the magnitude is between the 2 thresholds, then it is set to zero unless there is a path from this pixel to a pixel with a gradient above the second threshold.

2.1.3 Corner Detection

Corners are used as salient points in the process of object matching in this work. Therefore it is important to choose an appropriate corner detector. Several corner detection methods [5, 6, 7] have been implemented and their performances were compared. The Harris corner detector was chosen because of its strong invariance to rotation, scale, illumination variation and image noise [94]. The Harris corner detector is based on the local auto-correlation function of an image region, where the local auto-correlation function measures the local changes of the image region with patches shifted by a small amount in different directions. Moravec [95] had first presented the discrete predecessor of the Harris detector, where the discreteness refers to the shifting of the patches.
Let $I$ denote a 2-dimensional grayscale image. Given a point with coordinates $(x, y)$ and a shift $(\Delta x, \Delta y)$ along $x$ and $y$ axis, respectively, the auto-correlation function is defined as

$$S(x, y) = \sum_{x} \sum_{y} w(x, y) [I(x, y) - I(x + \Delta x, y + \Delta y)]^2 \quad (2.1.3)$$

where $w(x, y)$ is the auto-correlation window which is a circularly weighted Gaussian window giving isotropic response.

By applying the first-order Taylor expansion to $I(x + \Delta x, y + \Delta y)$, it can be simplified as follows:

$$I(x + \Delta x, y + \Delta y) \approx I(x, y) + I_x(x, y) \Delta x + I_y(x, y) \Delta y$$

$$= I(x, y) + [I_x(x, y), I_y(x, y)] \begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix} \quad (2.1.4)$$

where $I_x$ and $I_y$ are the partial derivatives of $I$ with respect to $x$ and $y$, respectively.

Substituting equation 2.1.4 into 2.1.3, it follows that

$$S(x, y) = \sum_{x} \sum_{y} w(x, y) [I(x, y) - I(x + \Delta x, y + \Delta y)]^2$$

$$= \sum_{x} \sum_{y} w(x, y) [I(x, y) - I(x, y) - [I_x(x, y), I_y(x, y)] \begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix}]^2$$

$$= \sum_{x} \sum_{y} w(x, y) [I_x(x, y), I_y(x, y)] \begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix}]^2$$

$$= [\Delta x \Delta y] \left( \sum_{x} \sum_{y} \left( w(x, y) \begin{bmatrix} I_x(x, y)^2 & I_x(x, y) I_y(x, y) \\ I_x(x, y) I_y(x, y) & I_y(x, y)^2 \end{bmatrix} \right) \right) \begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix} \quad (2.1.5)$$
The Harris matrix, $A$, that captures the intensity structure of the local neighborhood, is defined by

$$
A = \sum_x \sum_y \left( w(x, y) \begin{bmatrix}
I_x(x, y)^2 & I_x(x, y)I_y(x, y) \\
I_x(x, y)I_y(x, y) & I_y(x, y)^2
\end{bmatrix} \right)
$$

$$
= \begin{bmatrix}
\sum_x \sum_y w(x, y)I_x(x, y)^2 & \sum_x \sum_y w(x, y)I_x(x, y)I_y(x, y) \\
\sum_x \sum_y w(x, y)I_x(x, y)I_y(x, y) & \sum_x \sum_y w(x, y)I_y(x, y)^2
\end{bmatrix}
$$

$$
= \begin{bmatrix}
A_1 & A_{12} \\
A_{12} & A_2
\end{bmatrix}
$$

(2.1.6)

A corner is characterized by a large variation in $S$ along both the directions of the vector $(\Delta x, \Delta y)$. By analyzing the eigenvalues of $A$, this characterization can be expressed as: $A$ should have two “large” eigenvalues for a corner point.

Let $\lambda_1$ and $\lambda_2$ be the eigenvalues of the auto-correlation matrix, $A$. Based on the argument discussed above, the following inference can be made:

1. If both $\lambda_1$ and $\lambda_2$ are small, so that the local auto-correlation function is flat (i.e., little change in $S$ in any direction), the windowed image region has approximately constant intensity.
2. If one eigenvalue is high and the other is low, so that the local correlation function is ridge shaped, then the shifts along the ridge cause only a slight change in $S$ and a significant change occurs in the orthogonal direction; this indicates an edge.

3. If both eigenvalues $\lambda_1$ and $\lambda_2$ are high, so that the local auto-correlation function is sharply peaked, then shifts in any direction will result a significant increase; this indicates a corner.

The calculation of the eigenvalues is computationally expensive, as it involves square root operations. Hence, Harris has suggested the following function $R$ for the corner measurement,

$$R = \det(A) - \kappa \text{trace}^2(A) \quad (2.1.7)$$

where $\kappa$ is a tunable insensitivity parameter.

$$\det(A) = \lambda_1 \lambda_2 = A_1 A_2 - A_{12}^2 \quad (2.1.8)$$

$$\text{trace}(A) = \lambda_1 + \lambda_2 = A_1 + A_2 \quad (2.1.9)$$

Therefore, the algorithm does not have to actually compute the eigenvalue decomposition of matrix $A$. Instead it evaluates the determinant and the trace of $A$ to detect corners. The value of $\kappa$ is empirically set to be 0.04~0.15.

In this work, instead of Harris corner measurement, the measurement proposed in [96] has been used, as it is found to be more stable and efficient:

$$H = \det(A) / \text{trace}^2(A) \quad (2.1.10)$$
After the corner measurement, a non-maximal suppression for corners has been implemented. The following parameter setups are used for this implementation and the Gaussian window.

1) The suppression patch radius is set to 3, according to the requirement of the corner detection.

2) Suppression threshold is set to 1000, considering the value of corner measurement.

3) For simplicity, the standard deviation \( \sigma \) of the smoothing Gaussian window is set properly as 2.

4) The size of the Gaussian window is \( 6 \times \sigma \), which gives the best simulation results.

### 2.1.4 Orientation Invariance

To implement shape context, the orientation of each interesting point needs to be considered. The derivatives are used to calculate orientation of the point:

\[
\theta = \tan^{-1}\left(\frac{\frac{\partial f}{\partial y}}{\frac{\partial f}{\partial x}}\right)
\]  

(2.1.11)

Then before calculating the shape context for each point, the tangent orientation could be submitted. As the result, a specific point on the contour will have a unique edge point in its shape context, regardless of the rotation of the object. Therefore the orientation invariance problem has been solved.
2.1.5 Scale Invariance

Before building the descriptors, it is important to decide the scale of the reference part on the object or the whole single object, because it determines the property of the feature descriptor. The shape context scale of a point on the object shape would determine the number of pixels covered by the shape context. Thus, the scale will determine the histogram of the shape context.

As in the test database from this work, there is only a single object in each image, it is preferred to cover the whole object with the shape context. Hence, the scale of the shape context is chosen the same as that of the entire object. The mean distance, $\alpha$, between the $n^2$ point pairs in the shape, is used to normalize the radial distance of shape context. Thus, it ensures that the shape context of a point on a shape is invariant uniform scaling of the shape as a whole.

In the future work, we are going to analyze the complex scene which includes multiple objects and object occlusion. Under this situation, it is more complicated to determine the scale of the object or part of object. For the scale selection method, Linderberg introduced a mature technique [8]. It has been shown that under a variety of reasonable assumptions the only possible scale-space kernel is the Gaussian function. Therefore the scale space of an image is defined as a function which is produced from the convolution of a variable-scale Gaussian. Also, in the case of detecting stable key point locations in scale space, the scale-space extrema in the difference-of-Gaussian function has been used [69].
2.1.6 Gaussian filter implementation

It has been observed that under various circumstances the objects in the image may be distorted because of occlusion or various types of transformations such as translation, rotation and scaling. As a result, some salient points or entire areas might not be detected or exist in the image. These types of problems can affect the recognition process. Therefore, by utilizing information of all of the available points of the object in the learning process, could improve the performance of the object recognition system.

![Gaussian filter for cost of matching points](image)

Figure 2.2 Gaussian filter for cost of matching points
The Gaussian filter is used here to modify the cost of the matching points. The output of the filter can be defined by:

\[ G_{i,j} = ae^{-\frac{C_{i,j}^2}{2\sigma^2}} \]  

(2.1.12)

where \( C_{i,j} \) is the cost of matching points \( p_i \) and \( q_j \), respectively. When the matching points have similar shape context descriptors, the cost \( C_{i,j} \) is zero. In this case, with \( a = 1 \), the contribution of this matching pair would be 1, as well. According to the values of \( C_{i,j} \), the standard deviation of the Gaussian filter is set to 50, with which the Gaussian filter is able to produce required measurements.

As it can be seen from Figure 2.2, for the correspondent points on prototype and test objects, it is desired that the higher the cost of the matching points, the lower the output from the filter should be.

After the implementation of the Gaussian filter, it is expected to enlarge the gap between the different objects classes. This is because the sum of costs of all matching points is used to represent the cost between test object and prototype. Through this filter, the contribution of the large costs would decrease rapidly, and the more similar correspondent matching points with smaller costs would be emphasized in the learning process.

It is expected that this method would improve the object categorization performance based on the shape representation.
2.1.7 Assign Weights to Corners for Correspondence Matching

The basic motive behind the weighting strategy is to emphasize the effect of salient points in the matching process. It would improve the performance of object recognition based on shape representation. In this work, the corner points are referred as salient points.

One natural way to assign the weights is to use the corner measurement, as the corner points have much larger measurement than normal points on the shape. As discussed in section 2.1.3, the following corner measurement is used.

\[ H = \frac{\det(A)}{\text{trace}^2(A)} \]  

(2.1.13)

where \( A \) is the Harris matrix as mentioned before.

We also used the anistropic measurement [5] of the corner points, which is defined as follows, in order to take into account the anistropic property of each point:

\[
c(x, y) = \frac{\left( \iint_{\Omega} (I_x^2 - I_y^2) \, dx \, dy \right)^2 + \left( \iint_{\Omega} 2I_x I_y \, dx \, dy \right)^2}{\left( \iint_{\Omega} (I_x^2 + I_y^2) \, dx \, dy \right)^2}
\]  

(2.1.14)

where \((x, y)\) is the point coordinates and \(I_x\) and \(I_y\) are the partial derivatives of \(I\) with respect to \(x\) and \(y\), respectively. \(\Omega\) is the operation window with the size of 5×5, which best suits the measurement \(c(x, y)\).

In this work, weights are assigned in two different ways:
First, the measurements are assigned for the calculation of the cost of two shape contexts into equation (2.1.2):

$$C_{i,j} = \frac{1}{w_i} \frac{1}{w_j} \frac{1}{2} \sum_{k=1}^{K} \frac{(h_i(k) - h_j(k))^2}{h_i(k) + h_j(k)}$$

(2.1.15)

where \(w_i\) and \(w_j\) represent the measurements of the points \(p_i\) and \(q_j\) on the prototype and test object, respectively.

The corner points would have large corner measurement. Therefore, the above equation results a smallest cost between the correspondent corner points than that between the normal points. Therefore the closest correspondent points between test and prototype objects within minimum cost could be easily detected.

The other way is to assign weights employing the process of shape matching. After matching the correspondent points between prototype and test object, a weighting factor is build for each pair of matching points according to:

$$W_{i,j} = \frac{w_i + w_j}{\sum_{k=1}^{N_T} w_k}$$

(2.1.16)

where \(N_T\) is the number of matched points on test object, and \(w_i\) and \(w_j\) follow the definition as in equation (2.1.15). The corner measurements of each pair of matched points are normalized by the average corner measurement of the points on the test object.
Since the sum of the costs of each pair of matching points is used as the parameter to judge the shape matching, the weighting factor $W_{i,j}$ is used to build the cost of the object shapes in the following way:

$$C_{pq} = \sum_{i,j} W_{i,j} G_{i,j}$$  \hspace{1cm} (2.1.17)

where $G_{i,j}$ is the output of Gaussian filter as defined in equation (2.1.12). Moreover, it can be proved that when a pair of matching points are both corners, the weight of the matching points would be large, and normalized by the average corner measure of all the points on testing object. Thus, this weighting strategy would emphasize the contribution of corners, which are treated as salient points in the matching process. By emphasizing the effect of corner points in the matching process, it is believed that the performance of the matching based on shape representation will be significantly improved. Also it is noticed that due to the implementation of Gaussian filter discussed in section 2.1.6, the cost of two objects is of reverse to the similarity of two shapes, i.e., the more similar the shapes, the larger the cost.

2.2 Experiment and Result

2.2.1 Dataset

The technique proposed in Section 3 is tested on the benchmark MPEG-7 database. 5 classes of objects, each of which contains 10 observations, are chosen, as shown in Figure 2.3.
2.2.2 Correspondent Points

After the boundaries of the objects are extracted by the Canny detector, each point on the boundary is used to build a local edge point histogram descriptor to construct the Shape Context for the entire object, as discussed in Section 2.1.1. Then, for all points on the test object, their correspondences with the prototype edge points are detected, by finding the nearest Procrustes distance between Shape Contexts. The examples are illustrated in Figure 2.4 and Figure 2.5. In these examples, the points on the prototype plane shape are matched to the correspondent points on a similar plane and on a completely different object which resembles a mechanical tool, respectively.

In order to select the true correspondent points between test object and prototype, the method of cost ratio between the nearest and the second-nearest neighbouring points is implemented, as discussed in Section 2.1.1. The results are shown in Figure 2.6 and Figure 2.7. For the two planes which belong to the same object class, the number of correspondent point estimated is 92, which is four times the number of correspondent point estimated between the tool and the plane. This illustrates the effectiveness of this method to select true matched points.
Figure 2.3  MPEG-7 Database, 5 classes with 10 observations each
Figure 2.4  Matched points between two planes

Figure 2.5  Matched points between plane and tool
Figure 2.6  True matched points between two planes

Figure 2.7  True matched points between plane and tool
2.2.3 Class Distance

After selecting the estimated matched points, their costs of the matched points are put through the Gaussian filter, and the filtered outputs are summated to formulate the cost between the test object and prototype. As shown in Table 2.1, one object is selected from each class and each entry represents the average distance between the selected object and all objects in each class. It can be observed that for the same class, the average cost is much larger than that of other classes. Therefore, this average distance could be set as the criterion for the object classification. For the 50 objects tested in my work, this strategy gives us zero error.

<table>
<thead>
<tr>
<th></th>
<th>Plane</th>
<th>Tool</th>
<th>Shark</th>
<th>Dog</th>
<th>Car</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane class</td>
<td>99.2197</td>
<td>0.1594</td>
<td>2.7464</td>
<td>2.7349</td>
<td>1.6072</td>
</tr>
<tr>
<td>Tool class</td>
<td>0.0552</td>
<td>87.8275</td>
<td>23.6516</td>
<td>0.0006</td>
<td>4.5146</td>
</tr>
<tr>
<td>Shark class</td>
<td>3.4045</td>
<td>7.4174</td>
<td>64.1107</td>
<td>1.3818</td>
<td>3.9389</td>
</tr>
<tr>
<td>Dog class</td>
<td>5.0149</td>
<td>0.005</td>
<td>0.0674</td>
<td>92.8255</td>
<td>0.2347</td>
</tr>
<tr>
<td>Car class</td>
<td>0.9299</td>
<td>12.4832</td>
<td>12.8939</td>
<td>0.3225</td>
<td>134.3957</td>
</tr>
</tbody>
</table>

Table 2.1 Average distances from five objects to each class.
Figure 2.8 The distance between the same class and most similar one. Y axis stands for the distance between same class and most similar class, X axis refers to the object label.

After the implementation of the weighting factor, defined in equation (2.1.16), the average cost of test object and objects among the same class is compared with that of the most similar class with smallest cost. As shown in Figure 2.8, the y axis value represents the distance between the same class and the most similar class, and the x axis refers to the object labels. It is obvious that with the weighting factor, the distance between classes is larger than that without weight. Thus, this gap between these two lines gives more tolerance for object distortion or transformation in shape classification.
For the MPEG-7 database shown in Figure 2.3, my shape classification strategy has successfully classified all of the shapes. However, this strategy can only be applied on artificial object contours. For the shapes of objects in the real world, this shape classification technique hardly works. The reasons are as follows. First, it is impossible to extract the exact shape of a target object out from a complex scene. Second, the view point variance produces different shape contours for the same object. Finally, the target object may have only part of its shape represented in the image. Therefore, to solve the problem of object recognition, I have searched for more realistic and practical techniques, which are studied and analyzed in Chapter 3 and Chapter 4.
Chapter 3

Study of Object Identifier Based on Shape Information

In this chapter, an object identifier designed based on the shape feature of the object has been analyzed. It is proposed in [58], which employs the shape context descriptor to represent the object based on its shape features and then clusters the matching descriptors in the identification process. Afterwards, this technique has been performed on several real life complex images. Its efficiency and robustness have been tested. Moreover, the limitation of this method has also been discussed in the end of the chapter.

3.1 Shape Context Based Object Identifier

3.1.1 Shape Context Descriptor

Belongie [74] first proposed the idea of Shape Context to describe the characteristics of the object contour shapes. Before the Shape Context descriptor is constructed, it is required that
the edge map (collection of edge pixels) of the image is obtained by applying an edge detector. In our work, we applied Canny edge detector [84] to form the edge maps of all images.

Each pixel on the edge map is an edge point, on which a Shape Context descriptor will be build. A set of edge points \( \{ p_1, ..., p_m \} \) are used to represent the object \( P \), notated by \( P \equiv \{ p_1, ..., p_m \} \). This notation will be used throughout this work for reasons of simplicity. Nevertheless, each edge point is associated with a 2-D vector of its spatial coordinates, notated by \( p_i \equiv (x_i, y_i) \).

The Shape Context descriptor of an edge point \( p_i \) is constructed as a two dimensional histogram with each bin representing the number of edge points in a pre-defined specific area of \( p_i \)'s neighborhood. It is calculated as:

\[
H_k(p_i) = (h_1(p_i), h_2(p_i), ..., h_k(p_i))
\]

Where \( h_k(p_i) \) expresses the number of contour points in the \( k \) th bin, mathematically defined as:

\[
h_k(p_i) = \#\{ p_j \neq p_i \mid p_j \in P, p_j \in \text{bin}(k) \}
\]

The neighborhood of the Shape Context descriptor, as mentioned above, is a circle with its center at the pixel \( p_i \). This circle’s radius is represented as \( R \). Each bin of the histogram is a uniform partition of the circle in the log-polar space \((r, \theta)\). Instead of the Cartesian space, the log-polar space is applied in forming the Shape Context descriptor. This is because that the log-polar space can offer the shape descriptor the ability to focus more on the closer neighbors of the point of interest. The sampling rates of both the polar angle \( \theta \) and the logarithmic distance \( r \) from the edge point \( p_i \) determine the resolution of the circle (number of bins). It is assumed that there are \( N \) bins for the logarithmic distance and \( M \) bins for the polar angle, which defines the log-polar space \((r, \theta)\):
\[ r \equiv \{ r_i = \frac{R_i}{N}, i = 1, \ldots, N \} \]

\[ \theta \equiv \{ \theta_i = \frac{2\pi i}{M}, i = 1, \ldots, M \} \]

With these three parameters \( R, N, M \), the Shape Context descriptor can also be expressed as \( H_{R,N,M}(p_i) \). Therefore, in our work, by extracting a set of Shape Context descriptor \( H_{R,N,M}(p_i) \), each of which describes the shape characteristic of an edge point’s neighbor area, the shape feature of the object is represented as:

\[ SC_p \equiv \{ H_{R,N,M}(p_i) \mid p_i \in P, i = 1, \ldots, m \} \]

By intuition, it is noticed that the size of the neighborhood of the Shape Context descriptor will largely affect the performance of the matching and identification strategy. Consequently, this size must be set and examined carefully to obtain a good identification and detection result. According to the size of the neighborhood of the reference edge point, the descriptors can be defined as two categories: global and local shape context descriptors. A global shape context descriptor has a neighborhood which is large enough to cover the whole object. It is effective to detect the whole shape of the target object in a complex scene. The essential assumption of the application using the global descriptor is that the whole target object is present in the complex scene. This assumption can be unrealistic when deal with real world problems. When there is distortion or partial occlusion of the target object in the complex scene, the performance of the global descriptor is unreliable. Thus the second type of Shape Context descriptor, local descriptor is used to overcome this weakness. The local shape context descriptor catches the local shape features covered by the neighborhood of the reference edge point. This local shape features of the target object are identical to the prototype’s correspondent shape features even when the other parts of the target object are occluded or missing in the complex scene. Thus the local shape context descriptor is used under the
situation of object distortion and occlusion. Under this circumstance, the size of the descriptor need to be necessarily determined to extract the shape features which are most distinctive in detecting the correct target object in the complex scene.

The shape context descriptor is easily constructed and at the same time provides a robust performance in the task of image shape retrieval. It catches the shape feature of the object regardless of the object’s appearance in the image, including the translation, scale and orientation differences. The translation invariance is achieved because of the shape context descriptor’s structure. The tangent direction for each point on the edge map is assigned as the positive $x$-axis of the coordinate system, based on which the edge point’s shape context descriptor is constructed. In this way, the rotation invariance has been achieved for the shape context descriptor. For the scale invariance problem, we consider the situation in which the entire target object is in the complex scene and the neighborhood circle of the descriptor covers only the target object excluding other objects. Based on these assumptions, the global shape context descriptor can be applied. The radius $R$ of the log-polar $(r, \theta)$ space of the descriptor is normalized by the mean distance of all pairs of edge points in the shape edge map. For other circumstances in which the global shape context descriptor is not appropriate, there is another strategy used to tackle the scale invariance problem. For each edge point, multiple shape context descriptors are built with different radii. The optimum scale for the descriptor is estimated according to the matching cost between the matched points on the prototype object and the detected target object in the complex scene. The radius (scale) which yields the minimum matching cost is selected. And the matching strategy will be introduced in the following section.

Assume after the edge detection, a complex scene is described as a set of edge points $S \equiv \{ s_1, \ldots, s_n \}$, same as the prototype object $P$. To estimate the similarity between two objects’ shapes can be understood as to estimate the similarity between the two sets of shape context
descriptors. Therefore, in the work of [58], the object detection problem has been derived to finding a collection of edge points on the complex scene, whose shape contexts descriptors match the set of descriptors of prototype object with maximum similarity. For each prototype edge point in the collection, a matched point in the complex scene is decided according to the cost of matching these two points. The maximum similarity between two objects’ shapes means the minimum cost of matching the correspondent sets of edge points. The matching strategy is introduced later on, while the cost of matching two edge points is represented as the $\chi^2$ distance between their shape context descriptors. More specifically, to match a point $s_i$ on the scene $S$ to a point $p_j$ on the shape $P$, the cost $C_{ij}$ is calculated as:

$$C_{ij} = \frac{1}{2} \sum_{x=1}^{X} \left[ \frac{h_x(p_j) - h_x(s_i)}{h_x(p_j) + h_x(s_i)} \right]^2 \quad (3.1.1)$$

where $h_x(\cdot)$ stands for the number of edge points in the $x$th bin and $X$ is the total number of bins estimated as $X = N \times M$. The above expression yields an $L_P \times L_S$ cost matrix $C$, where $L_P$, $L_S$ are the number of edge points on $P$ and $S$, respectively.

Once the cost $C_{i,j}$ of matching edge points is at hand, for each point $p_j$, the corresponding point $s_{\alpha(i)}$ on the complex scene is decided based on the point mapping strategy $\alpha : S \rightarrow P$.

### 3.1.2 Many-to-One Edge Point Matching

To detect the target object from the real life complex scene, the shape feature of the object has been extracted by constructing the shape context descriptors. The next step is to match the descriptors from the complex scene to the descriptors of the prototype objects, which is the same to matching the edge points of the complex scene and the prototype. Intuitively, a
one-to-one matching strategy [98] would be suggested. However, it is not realistic with this task. The complex scene often contains additional objects, noisy background and all other types of signals which provide irrelevant edge points. A matching strategy is needed to prevent these irrelevant edge points from matching with the edge points on the prototype object. Moreover, part of the target object in the complex scene may be missing, or occluded by other objects. Under this situation, some of the edge points on the prototype will have no matches. At last, the complex scene may include several objects with shapes similar and/or identical to the prototype, therefore an edge point on the prototype is matched to multiple scene points. According to the discussion above, the one-to-one matching between the prototype points and the scene points needs to be abandoned, because it is restrictive to the problem and fails to detect multiple target objects in the complex scene. For the same reason, instead of the one to one matching, the authors in [58] have employed a many-to-one corresponding matching strategy.

As discussed above, a $L_p \times L_s$ non-negative cost matrix $C$ has been calculated, whose rows and columns correspond to the edge points collection $P$ and $S$, respectively. Afterwards a point pairs set $E$ with the size $(L_p + 1) \times L_s$ is introduced. The point pairs in set $E$ are the edge point index pairs, which represent all the possible matches between point sets $P$ and $S$. For example, $(i, j) \in E$ implies that the $i$th edge point from $P$ is matched to the $j$th edge point of $S$. If an index pair subset $A$ of the set $E$ is decided, the prototype edge points are matched to the scene points according to the subset $A$. Therefore the task has been evolved to select the subset $A$ satisfying an optimization criteria, which ensures the minimum accelerated costs of matches and set up later on.

It is first assumed that all edge point descriptors from the complex scene are matched to the prototype edge points, even if the points are of irrelevance. To deal with the irrelevant scene points, a “dummy” point is introduced adding to the set $P$. This “dummy” point changes the
dimensions of the cost matrix $C$ into $(L_p + 1) \times L_s$, by adding a new row with the cost $\varepsilon_d$ corresponding to the “dummy” point [58]. The value of $\varepsilon_d$ is set as the threshold for matching of the points. If the cost of two points is smaller than $\varepsilon_d$, the scene point will be matched to the dummy point. In this case, it is concluded that for the edge point on the complex scene, there is no existing available point on the prototype edge map and this edge point is disregarded.

As discussed above, to detect the target object in the complex scene, the shape contexts descriptors have been built for edge points both on prototype and complex scene. Then the cost matrix $C$ and points pair set $E$ is formed. Afterwards, there is a need to select a subset $A$, which matches the edge points from prototype and complex scene with most similarity. The subset $A$ is of size $L_s$, and represented as $A = \{(p_i, s_{a(i)}), i \in [1, L_s]\}$. The essential criteria for the selection of matching points set $A \subset E$ between the prototype and complex scene is to minimize the accelerated cost of each matching of points pair, denoted as

$$\sum_{i=1}^{n} C_{a(i)} \alpha(i).$$

The cost of matching has a constraint that it is a many-to-one match, which states that each edge point from complex scene is matched to only one prototype edge point while each edge point of prototype is matched to at least on scene edge point. This matching strategy is formulated as estimating a function $\alpha: \{1, \ldots, L_s\} \rightarrow \{1, \ldots, L_p + 1\}$ and each index in \{1, \ldots, L_p + 1\} can be matched more than once. If a matching index pair is directed by $\alpha(i) = L_p + 1$, the scene edge point $s_i$ is not matched to any prototype edge point but the “dummy” point.

According to the one-to-one assignment problem [98], this many-to-one matching is a modification with the extended cost matrix $C$ as the input and matching point pairs as the output of the assignment task. It is calculated as:
\[
\min \sum_{ij} C_{ij} x_{ij}
\]
\[\text{s.t} \quad \sum_{j} x_{ij} = 1, \forall i \quad (3.1.2)\]
\[\sum_{i} x_{ij} \geq 1, \forall j \quad (3.1.3)\]
\[x_{ij} = 0 \text{ or } 1, \forall i, j\]

In the equations, \(x_{ij} = 1\) states that scene point \(s_i\) is matched to prototype edge point \(p_j\).

When \(x_{ij} = 0\), the two points \(s_i, p_j\) are not matched. It is guaranteed by constraint in equation (3.1.2), that each edge point of complex scene is matched to only one prototype edge point. The constraint equation (3.1.3) makes sure that each edge point of prototype object can be matched to more than one scene edge point.

When points are matched, the above algorithm is simplified as follows. For each row \(i\) in the cost matrix \(C\), the column \(\alpha(i)\) with the minimum value of row \(i\) is selected and defined mathematically as:

\[
\alpha(i) = \arg\min\{C_{ij} : j = 1, \ldots, L_p + 1\}
\]

This matching strategy also solves the task of multiple target object detection in the complex scene. If more than one object in the complex scene are similar or identical to the prototype, the shape context descriptors estimated based on their shape features are also similar to the ones of the prototype. After the many-to-one matching, each edge points on the complex scene are matched to the correspondent prototype edge point with the most similar shape context. Then these matched points will be clustered according to their locations, as explained in the next section.
3.1.3 Clustering of Matched Points on Complex Scene

After the matching process discussed in the last section, for the edge points set \( \{ p_i \mid i = 1, \ldots, K \} \) on the prototype, a correspondent points set \( \{ x_{a(i)} \mid i = 1, \ldots, J \} \) has been located on the complex scene. In this section, the locations of these matched points on complex scene are used to identify the regions of interest, which may suggest the presence of target object in the complex image.

If the target object or its transformed version is present on the complex scene, after the matching process, it is expected that regions of dense and/or sparse distributions of matched points are located on the complex scene. At the regions where target object presents, the distributions are denser than those of the regions containing irrelevant objects or background on the complex scene. Thus the dense distribution indicates the possible presence of the target object, while sparse distribution indicates the existence of less similar object. The isolated points are usually mismatched and shall be disregarded. As a result, the matched points need to be partitioned according to their distributions.

In [58] the Subtractive Clustering [99] technique has been applied to partition the data set into separate groups. Assume between points in a group, the minimum similarity is \( \delta_{\text{min}} \), and the maximum similarity with the points from other groups is \( \beta_{\text{max}} \). The basic idea of clustering is to form points groups whose \( \delta_{\text{min}} \) is larger than \( \beta_{\text{max}} \).

Consider a data set \( X = \{ x_1, x_2, \ldots, x_n \} \) in the 2-dimensional space \( \mathbb{R}^2 \) where \( x_i \) is a vector of two entries representing the coordination of the \( i \)-th point. \( u_i \) and \( v_i \) are the first and second dimensional coordinates of point \( x_i \), respectively. Then the density function at point \( x_i \) is defined as:
\[ D(x_i) = \sum_{j=1}^{n} \exp \left[ -\frac{||x_i - x_j||^2}{(r_a / 2)^2} \right] \quad (3.1.4) \]

where \( r_a \) is a positive constant representing a neighborhood radius and \( ||x_i - x_j||^2 \) is the Euclidean distance between point \( x_i \) and \( x_j \). It is intuitively observed that the more neighbors a data point has, the larger the density value this data point has.

An iterated modification process is applied to choose the centroid of the clusters. Each time the data point with the largest density is selected as the centroid, \( x_{C_k} \). Then the density values of all points are updated according to the following equation:

\[ D^k(x_i) = D^{k-1}(x_i) - D^{k-1}(x_{C_{k-1}}) \exp \left[ -\frac{||x_i - x_{C_{k-1}}||^2}{(r_b / 2)^2} \right] \quad (3.1.5) \]

where \( r_b \) is a positive constant. The purpose of the modification is to eliminate the overlap effects of the identified cluster centers. At the \( k \) th round, the point \( x_i \) is assigned the density \( D^{k-1}(x_i) \) inherited from previous round \( k - 1 \), reduced by an amount inversely proportional to the distance between \( x_i \) and the cluster center \( C_{k-1} \) selected from previous round.

Therefore the points close to the cluster center will have significantly reduced density measures, which reduce the chance of being selected as new cluster center afterwards.

After being estimated, the clusters are refined using a multistage method. First the clusters contain non-informative shape features are eliminated. Then the clusters with sparse distributions of points are discarded according to the density metric explained in the section 3.1.4.
3.1.4 Object Identification

After clustering of the matched points on the complex scene, regions containing these points groups have been located on the image. The matched points with no close neighbor remain ungrouped. These regions may suggest the presence of the target object. However, they may also be mismatches clustered together. Therefore, a data mining process is applied to determine whether these regions contain the target object or part of the desired object.

The matches between the prototype and complex scene edge points is denoted as \( \{(p_i, s_{a(i)}) \mid i = 1, \ldots, J \} \), where \( J \) is the number of matched scene points. The partitioned clusters of points is represented as \( \{CS \mid w = 1, \ldots, W \} \), where \( W \) is the number of clusters.

The more matched points appeared in one region, the larger the possibility that the region contains the target object or part of the object. Contrarily, when the isolated points are matched to prototype edge points, it is only suggested that they appear to be mismatches. Therefore, the isolated matched points on the scene are eliminated.

For each cluster of points on the complex scene, a measurement called slope deviation is designed in [58] to analyze the shape information carried by the clusters, calculated as following equation:

\[
T = \frac{1}{n-1} \sum_{i=1}^{n} (t_i - \gamma_s)^2 \quad (3.1.6)
\]

where \( n \) is the number of matched scene points in the cluster. And \( t_i \) is the tangent of slope of the line formed by the point \((x_i, y_i)\) and the cluster center \((x_c, y_c)\). It is denoted as:

\[
t_i = \arctan \left( \frac{y_i - y_c}{x_i - x_c} \right) \quad (3.1.7)
\]

In equation (3.1.6), \( \gamma_s \) is the average of \( t_i \) of all points in the cluster, defined as:
\[ \gamma_s = \frac{1}{n-1} \sum_{i=1}^{n-1} T_i \]  

From the definition of \( T \), it is actually the deviation of tangents of all the lines connecting the cluster points and center point. If the points in the cluster are on a straight line and the center point would consequently be the center of the line, \( T \) would be close to zero.

From the information theory, it is known that a straight line carries the least information compared with other geometric shapes. Also straight lines are the common parts of shape edges. Thus the straight lines from the irrelevant object or background noise in the complex scene are highly likely matched to straight lines on the prototype, which lead to false object detection. Therefore, the clusters in which the contained matched points form straight lines need to be disregarded. This is done by set a threshold \( T_{\text{thresh}} \) for the measurement \( T \). If \( T \) is smaller than the threshold, the cluster will be eliminated as it is suggested that the cluster points are on a straight line. So the clusters remained shall satisfy the following condition:

\[ T > T_{\text{thresh}} \]

Apart from \( T \), another measurement called neighborhood density \( D \) is introduced in [58] as well. It is defined as:

\[ D = \frac{n}{A} \]

where \( n \) is the number of points in the cluster and \( A \) is the maximum distance between the cluster points and the center of the mass, calculated as:

\[ A = \max_i \sqrt{(x_i - x_{cm})^2 + (y_i - y_{cm})^2} \]  

where \((x_{cm}, y_{cm})\) are the coordinates of the center of mass, given by the following equations:
The neighborhood density $D$ measures the “crowdedness” of a cluster and describes the population of points per unit area in the cluster. The basic idea of the identification is to find a set of scene points whose shape features are similar to those of another set of points on the prototype. If two sets of points are homologous, they share the same spatial distribution. Therefore, if the scene points of a cluster are densely matched to the points of a neighborhood of the prototype edge points, the cluster represents itself as a candidate region enclosing part of the target object. The more matched points in the cluster, the highly possible that the cluster covers a part of the target object. According to above discussion, the density measure $D$ is important in determining the candidacy of the cluster. A threshold $D_{\text{thresh}}$ is set up and all the clusters need to meet the following condition:

$$D > D_{\text{thresh}}$$

Both of the thresholds, $T_{\text{thresh}}$ and $D_{\text{thresh}}$, are constants and defined experimentally.

### 3.2 Simulation of the Object Identifier based on Shape Context

#### 3.2.1 Configuration of the Identifier

To build the Shape Context descriptor, the edge map of the image needs to be detected first. In my work, the Canny edge detection method [84] has been applied. Instead of using only the

$$x_{cm} = \frac{1}{n} \sum_{i=1}^{n} x_i$$

$$y_{cm} = \frac{1}{n} \sum_{i=1}^{n} y_i$$
edge points on the shape contour, all extracted edge point are used to build for the descriptor. Thus the edges at inner part of the object also contribute to the descriptor. Some of these inner edge points may be yielded from the pattern features on the surface of the object. This provides the Shape Context descriptor the ability to catch the texture information on object’s surface to some extent.

The number of bins in the histogram of Shape Context descriptor is decided by the number of partitions on the log distance $r$ and polar angle $\theta$ in the log polar space of the descriptor. We follow the settings in [74], which sets the number of bins on $r$ to be 5 and on $\theta$ to be 12. Thus the total number of bins of the descriptor histogram is 60. The size of the Shape Context descriptor is of vital importance in the later matching and identification stage. In this work, a local shape context descriptor is used set as a circle covering the edge point’s neighborhood. Its radius $R$ is set to be 20% of the largest distance between edge points on the prototype object. In this way, when the target object in the complex scene is occluded or part of it is missing, the descriptors, which catch the shape information of the existing part of the target object, can still be matched to the correspondent points on the prototype image. To provide the shape context descriptor the ability to describe the shape information subject to rotation invariance, the tangent direction of each edge points is assigned to be the descriptor’s orientation, which is regarded as the positive $x$-axis of the coordinates system of the log-polar space.

In the process of detection of potential candidate region on the complex scene, the subtractive clustering has been applied to partition the matched scene points into groups, whose locations indicate the appearance of the target object. During subtractive clustering, the influence range of each cluster center determines size of the candidate region. Thus the size of the cluster needs to be appropriately defined. Intuitively, the higher the scale at which the target object appears on the complex scene, the larger the radius of the cluster influence should be. In my
experiments, the objects need to be detected out form a large scene consisting of many objects, in which the target object only appears in a small part of the image. Therefore, a relatively small cluster size has been set to guarantee the accurate location of the detected target object. For each cluster center, the region of influence is an ellipse with the major and minor radii set to be 20% of the width and the height of the data space of all matched scene points.

There are two thresholds in the object identification process. $T_{\text{thresh}}$ is used to determine whether clustered edge points form a straight line, and its value is set to be 0.1. For $D_{\text{thresh}}$, which stands for the threshold for cluster density, is set equal to 2.

### 3.2.2 Simulation Results

The object identification approach has been applied on a variety of images to detect objects with different features. It has been proved to be general and can be applied on various identification tasks. However, as test shows, this technique has its limitations.

In Figure 3.1, there is a prototype image of a red ipod and below it there is a complex scene (of size 448x299 pixels) containing several objects. The task is to detect the target object, the red ipod, in the complex image. The identification approach based on Shape Context is applied first. The edge map of the complex image is shown in Figure 3.2, and the points which are matched to their counterpart on the prototype image are highlighted in green. It is observed that the matched points are scattered over the complex scene and apart from the correct matches, they are raised from edge points of other objects and the background. The following process is to cluster these matched points to refine the results.
Figure 3.1  The prototype image is shown above and the complex image in which the target object needs to be detected is shown below.
Figure 3.2 The edge map of the complex scene, extracted by applying the Canny edge detector. The blue points in the image are the edge points, and the green points are the points which are matched to the edge points on prototype image.
The matched points are clustered into three groups. The cluster of points in the red circle denotes the presence of the target object.

The Subtractive Clustering [58] method is applied on the matched points, resulting in three cluster groups, as illustrated in Figure 3.3. Each cluster’s region of influence is marked by the ellipse circle. All the matched points not contained in these circles are discarded as incorrect matches. Each cluster suggests the presence of target object at the cluster’s location and needs to be verified by the slope deviation and cluster density measurement. The slope deviations for these three clusters are $T = [0.32, 0.02, 1.99]$ and the densities are $D = [3.83, 0.83, 0.57]$. According to the predefined thresholds, only the first cluster survives both of the verifying process. Therefore, the first cluster is the only candidate region containing the target object or part of it, illustrated as the region circled by the red ellipse in
Figure 3.3. And the target object is detected at this cluster’s location, which agrees with the actual scenario.

Figure 3.4 The image on the right shows the prototype edge points with the matched ones highlighted in green. The left image enlarges the cluster region where the target object is detected. Each of the red circles in both of the images represents the log-polar space used to form the shape context descriptor.

A closer view of the detected region is shown in Figure 3.4, with the prototype image on the left. The matched points in the cluster are highlighted in green, while their correspondent points on the prototype are also marked in green. An edge point’s neighborhood, incorporated as the log-polar space in the construction of the Shape Context descriptor, is drawn as the red circle in both of the images. It is observed that the size of the log-polar space enable the descriptor to extract the local shape and inner edge information. The radius drawn in the circle represents the orientation of the descriptor, which enables the descriptor to describe the shape of the object rotation invariantly. As illustrated in Figure 3.4, the target object in the complex image has been rotated 90 degrees.
This example of detecting the target object in the complex scene illustrates the Shape Context’s ability to catch the local shape information, robustly and rotation invariantly. Also the matching and identification strategy is shown to be simple and efficient. The identifier based on Shape Context has successfully detected the target object in Figure 3.1. However, there are limitations for this method as shown in the next simulation example.

Figure 3.5 The lizard above is a prototype and needs to be detected in the complex image below.
Figure 3.6  The identification result of applying shape context based identifier [58] to detect the toy lizard out from the complex scene. Each red circle contains a cluster of matched points, which are marked in green. The edge points of the scene are marked in blue.

On another image set shown in Figure 3.5, the shape context based object identifier [58] has also been applied. The prototype image contains a toy lizard and is of size 320x160 pixels. The complex image below contains a lot of objects and its size is 456x304 pixels. The result is shown in Figure 3.6, in which the edge points detected using Canny detector have been marked in blue, and there are four clusters of matched points in red circles with the matched points in green. It is observed that the four clusters detected by the identifier represent the wrong locations of the toy lizard. The approach constructed on the shape feature of the target object has failed in this task, which is to detect a texture rich lizard toy out from a complex scene. All the matched points are marked in green in Figure 3.7. Apart from the matched points located at where lizard toy actually is, all the other matched points on the other parts of the image are considered false matches. These false matches affect the Subtractive Clustering
[58] in the later stage, resulting with false clusters which suggest the wrong locations of the target object. These false matches are raised because the shape context descriptors extracted on the complex scene are sensitive to the distortion of the target object. In the complex and real life images, the target objects are usually represented themselves with many other objects and noisy background. In this situation, apart from the edge points estimated from the target object, there are many other edge points raised from other objects and noise in the complex scene. The shape context descriptor thus uses all these edge points to construct a histogram, which might be of huge difference compared with its counterpart on the prototype image. Also the descriptors calculated on other objects on the complex scene might be quite similar to the descriptors estimated on the prototype image. Therefore, the shape context descriptor lacks the discriminative power to distinguish the edge points on the target object from all the edge points on the complex scene.

Figure 3.7 The edge map of the complex scene shown in Figure 3.8. All of the matched points are marked in green.
From the examples of simulations, it is observed that the identifier based on shape information works under certain conditions. First, the target object is required to possess a clear and distinctive shape. Second, the object is not mingled with the background in the complex scene. However, for the images of the real world, these conditions can hardly be satisfied. Therefore, the object detector studied in this chapter is not suitable for the task of identifying target objects in the real world complex images.

Because the shape information is not reliable for object detection, in Chapter 4, I have analyzed and explained another object identification strategy, which employs the texture of the object to describe and localize the target object.
Chapter 4

Study of Object Identifier Based on Texture Feature

In this chapter, I have explained the technique of an object detector which uses the texture feature to describe and localize the target in the complex scene. The object identifier employs the SIFT descriptor to catch the texture feature of the object. Afterwards a voting strategy has been applied to estimate the potential appearance of target object in the complex scene. The simulation results are also illustrated in the section 4.2, in which the limitations of the detector are also discussed.

4.1 SIFT Descriptor and Object Identification

In this section we explained the construction of the SIFT descriptor and its application of object identification.
4.1.1 SIFT Descriptor

SIFT descriptor is proposed by Lowe [100], and has been applied in many areas. It has been proved to be a robust and reliable descriptor. SIFT stands for Scale Invariant Feature Transform, as it describes image features in a scale-invariant fashion. Compared in terms of performance with other descriptors [70], SIFT and SIFT based descriptors (PCA-SIFT [71], GLOH [70]) have achieved the best results under several situations, e.g. rotation, scale changes and image blur. Also Shape Context descriptor has a high score next to SIFT in the evaluation. The aim of this work is to compare the object detection methods based on the SIFT and Shape Context descriptors, respectively.

SIFT is constructed as a process which consists of two main stages: scale-invariant region detection and key point descriptor building. One characteristic of SIFT method is that it generates a large quantity of descriptors representing stable image features at different scales and locations. As we explain later, this property of SIFT method is essential in its object identification strategy, in which at least three features are needed to determine the presence of the target object in the image.

4.1.1.1 Scale Invariant Region Detection

The first stage of SIFT model construction is to locate the key-point, each of which represents a scale-invariant region. These regions are areas that are invariant to scale change of the image and are located by detecting the stable image features across all possible scales. To search for the stable features, a scale space function [101] is constructed by convoluting the image $I(x, y)$ with Gaussian function $G(x, y, \sigma)$, which is used as the scale-space kernel, as follows:
\[ L(x, y, \sigma) = G(x, y, \sigma) \otimes I(x, y) \]

where \( \otimes \) represents the convolution, and

\[ G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right) \]

In his work, Lowe [100] introduced a difference-of-Gaussian function which is derived from the above \( L(x, y, \sigma) \):

\[ D(x, y, \sigma) = (G(x, y, k\sigma) - G(x, y, \sigma)) \otimes I(x, y) \]

\[ = L(x, y, k\sigma) - L(x, y, \sigma) \]

where \( k \) is a constant multiplicative factor.

This function \( D(x, y, \sigma) \) closely approximates to the scale-normalized Laplacian of Gaussian, \( \sigma^2 \nabla^2 G \), which is required for true scale invariance as studied by Lindeberg [102].

After the scale space is constructed by applying different-of-Gaussian function, the local maxima and minima of \( D(x, y, \sigma) \) are selected as the key-points. Each key-point represents a region whose scale is the key-point’s located scale space level.

### 4.1.1.2 SIFT Descriptor Construction

After the detection of key-points with stable scale-invariant regions, the SIFT descriptor is estimated based on the scale-invariant regions. Each SIFT descriptor of a key-point has four properties attached to it: scale, orientation and coordinates in the 2D image. At the stage of scale-invariant region detection, the scale and 2D coordinates have been determined for each
key-point. Then the orientation needs to be assigned to each point. This is used to achieve the rotation invariance for the descriptor.

At the scale of the key-point, the neighborhood of the key-point on the Gaussian smoothed image $L$ is selected to compute the orientation. For each point $(x, y)$ in the neighborhood, the magnitude $m(x, y)$ and orientation $\theta(x, y)$ are calculated as follows:

$$m(x, y) = \sqrt{(L(x+1, y) - L(x-1, y))^2 + (L(x, y+1) - L(x, y-1))^2}$$

$$\theta(x, y) = \arctan \frac{L(x, y+1) - L(x, y-1)}{L(x+1, y) - L(x-1, y)}$$

Afterwards an orientation histogram is constructed based on the gradient magnitudes and orientation of each point in the neighborhood. The histogram is of 36 bins, each of which covers an angle of 10 degree. Each point contributes to the bin which corresponds to its orientation, weighted by its gradient magnitude and a circular-Gaussian window $G(x, y, 1.5\sigma)$. Then the orientation of the bin with the largest value is chosen as the orientation of the key-point.

After all the properties have been estimated for each key-point, the descriptor is easily formed. The SIFT descriptor is a 3D histogram of gradient locations and orientations. The key-point’s neighborhood, whose size is determined by the key-point’s scale, is divided into $n \times n$ regions. For each region, an orientation histogram of $m$ bins is constructed with contributes from each point in the region. Each sample point adds to the histogram with the value weighted by its magnitude and the same Gaussian window $G(x, y, 1.5\sigma)$. As a result, there are $n \times n$ histograms of $m$ bins to describe the key-point’s local scale-invariant region. The SIFT descriptor is an $n \times n \times m$ vector.
From the structure of construction, it is shown that SIFT descriptor is scale-invariant and rotation-invariant. It is also designed to adapt to other changes of conditions, e.g. illumination change, affine change, as discussed in [69].

4.1.2 Object Identification Based on SIFT descriptors

Since the SIFT descriptor catches the image feature and is highly distinctive, it can be applied in many areas. One of the most general applications is object detection in complex scenes [59, 103]. In this part of my work, the identification method based on SIFT descriptors is briefly presented.

The SIFT descriptors extracted from the prototype image are stored in the database first. Then the descriptors from complex scene are calculated and their nearest neighbors are searched for in the database, based on a matching strategy. Then on the complex scene, the matched SIFT descriptors are clustered using Hough transform. After that a least-squares solution is applied to each cluster to obtain the best affine projection parameters. The mismatches are eliminated according to these parameters. At last a probability model is calculated to determine whether the complex scene contains the target object or not.

4.1.2.1 Matching of SIFT Descriptors

For each key-point on the complex scene, its matched point is selected as the nearest neighbor in the database of key-points from prototype training images. The distance between the key-point SIFT descriptor is calculated using Euclidean distance as follows:

\[
D_y = \frac{1}{2} \sum_{x=1}^{X} \left( \frac{h_y(p_x) - h_y(s_x)}{h_y(p_x) + h_y(s_x)} \right)^2
\]
where $X = n \times n \times m$ is the number of bins of the SIFT descriptor. $h(x)$ stands for the value of $x$ th bin in the descriptor. $p_j$ and $s_i$ are the $j$ th and $i$ th key-points in the database and complex scene, respectively.

In the database of prototype images, there is a point with minimum Euclidean distance for each key-point. However, many of the key-points are extracted from the background noise or objects which are not desired for identification. Therefore, they should not be matched to any key-point in the database. A matching strategy is used to avoid this problem. Assume that for a key-point from the complex scene, its distance with its nearest neighbor in the database is $D_1$ and the distance with its second-nearest neighbor is $D_2$. To determine if the key-point has a match in the database, it needs to satisfy the following condition:

$$\frac{D_1}{D_2} < d$$

where $d$ is a ratio threshold. The basic idea behind this method is that if a key-point has a match in the database, its distance $D_1$ with its nearest neighbor should much smaller than the distance $D_2$ with the second nearest neighbor. If there is no match for the key-point, both $D_1$ and $D_2$ are distances with incorrect matches and the values of them should be almost the same. The distance of correct matches should be much smaller than those of the incorrect matches, even for the second nearest neighbor.

4.1.2.2 Hough Transform and Affine Parameters

As the experiments show, a large number of key-points are extracted in a normal image. Although the distance ratio technique discussed above has been applied, there are still many undesired key-points, which are raised from the background and irrelevant objects. Therefore, the Hough transform is used to cluster the key-points and eliminate all the undesired ones.
Each matched key-point on the complex scene would suggest a candidate region in which the target object appears. This candidate region is named object hypothesis. Each object hypothesis represents the target object in a different pose compared with the prototype image. As we discussed above, for each SIFT descriptor, there are four properties attached: scale, orientation and 2D coordinates. If a key-point from the complex scene has a correct match in the database, its object hypothesis’s pose, in terms of the relative location, scale and orientation to the prototype image, is predicted by the difference of these four properties of the two matched descriptors. The Hough transform is actually working as a voting system in which each match votes for its correspondent object hypothesis on the complex scene. Each match contributes its vote to its object hypothesis and the matches voting for the same hypothesis are clustered as a group. Since the matches are grouped according to their 2D locations, orientations and scales, a four dimensional voting system is formed to cluster the key-points. Each match votes for 2 closest bins in each dimension to avoid the boundary effect in bin assignment. In this way, 16 entries contribute to the Hough transform system for one match. Only object hypothesis with votes larger than three remain. This is because three sets of parameters are the minimum requirement to solve the affine transformation problem. As only four parameters are used to describe the 3D objects in the scene, there are object transformations which cannot be approximated by these four parameters. Thus, the bin size for each property needs to be large enough to tolerate some distortions.

The affine transformation is applied to approximate the 3D rotation of the target object in the image. Then the least square solution is used to estimate the best affine parameters. Assume a prototype point \((x, y)\) is matched to a key-point \((u, v)\) on the complex scene, their affine transformation can be modeled as:

\[
\begin{bmatrix}
u \\
v
\end{bmatrix} = \begin{bmatrix}
m_1 & m_2 \\
m_3 & m_4
\end{bmatrix}\begin{bmatrix}
x \\
y
\end{bmatrix} + \begin{bmatrix}
t_x \\
t_y
\end{bmatrix}
\]
\[
\begin{bmatrix}
m_1 & m_2 \\
m_3 & m_4
\end{bmatrix} = \begin{bmatrix}
\sigma \cos \theta & -\sigma \sin \theta \\
\sigma \sin \theta & \sigma \cos \theta
\end{bmatrix}
\]

where \([t_x, t_y]^T\) is the model translation parameter. \(\sigma\) stands for the scale change and \(\theta\) is the change of orientation for the object in the scene.

To solve the affine transformation, the equation is rewritten into:

\[
\begin{bmatrix}
x & y & 0 & 0 & 1 & 0 \\
0 & 0 & x & y & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & t_x & t_y & 0 & 1
\end{bmatrix}
\begin{bmatrix}
m_1 \\
m_2 \\
m_3 \\
m_4 \\
t_x \\
t_y
\end{bmatrix}
= \begin{bmatrix}
u \\
v \\
\vdots
\end{bmatrix}
\]

The above linear equation represents a single transform. Any new matches can be added into this equation. To solve it, at least 3 matches are required.

The above equation can also be represented in a matrix form as follows:

\[\mathbf{Ax} = \mathbf{b}\]

where \(\mathbf{A}\) represents the matrix formed by the key-points on prototype image. \(\mathbf{x}\) is the column vector of the affine parameters. \(\mathbf{b}\) is formed with the coordinates of the scene key-points.

The least square solution is applied in the above linear system, for the purpose of estimating the affine parameter vector \(\mathbf{x}\):

\[\mathbf{x} = (\mathbf{A}^\top \mathbf{A})^{-1} \mathbf{A}^\top \mathbf{b}\]

This solution provides the best affine projection parameter for mapping the cluster of scene key-points to the matched data points. For each matched pair of key-points, their changes of
parameters are checked with that of \( x \). If they do not agree, this match is removed from the cluster. Then the least solution is applied again on the cluster. This iteration terminates when every match in the cluster agrees with the affine parameters or there are less than three matches in the cluster. The clusters with less than three matches will be disregarded. After the above operation, the remaining clusters will have a set of affine parameters defining the candidate object hypothesis’s location, scale and orientation.

4.1.2.3 Probability Decision Model

After elimination of the incorrect matches and clusters, each of the remaining groups of matches present a candidate region on the image, with their affine parameters suggesting the presence of the target object in the complex image. To determine whether the cluster represents the target object, a probability model is used to make the decision [59].

Assume that \( C \) is a candidate cluster of matches connecting a scene region and a prototype object \( O \). The cluster \( C \) also predicts the target object’s location, scale and orientation in the image. Then the probability \( P(O \mid C) \) describes the likelihood of the \( O \)’s presence at the region determined by \( C \) on the complex image. According to Bayes’ theorem, \( P(O \mid C) \) is derived as:

\[
P(O \mid C) = \frac{P(C \mid O)P(O)}{P(C)}
\]

\[
= \frac{P(C \mid O)P(O)}{P(C \mid O)P(O) + P(C \mid \neg O)P(\neg O)}
\]

The value of \( P(C \mid O) \) is set to 1, because it is predicted that when \( O \) is in the image, all the key-points of \( C \) are observed in the complex image. \( P(\neg O) \) is also set to 1. This is because it is very rare for the target object to exist in the complex image at a specific pose determined by \( C \).
Then the conditional probability model is simplified as:

\[ P(O | C) \approx \frac{P(O)}{P(O) + P(C | \neg O)} \]

\( P(C | \neg O) \) is the probability of the key-points of \( C \) matching incorrectly to the points of \( O \), while \( O \) is not in the image. \( P(O) \) is the prior probability that the target object is in the complex scene. This simplified model can be interpreted that if \( P(C | \neg O) \) is much smaller than the prior probability \( P(O) \), the chance for \( O \) existing at the pose determined by \( C \) is very high.

The value of \( P(O) \) is approximately estimated as the ratio of the key-points in \( C \) to all the matched points on the complex scene.

The number of key-points in cluster \( C \) is denoted as \( k \), and \( n \) is the number of all key-points extracted in the projected object hypothesis region. If the probability of accidently matching a key point to the candidate object pose is \( p \), \( P(C | \neg O) \) can be defined as:

\[ P(C | \neg O) = \sum_{j=k}^{n} \binom{n}{j} p^j (1 - p)^{n-j} \]

This is an accumulative binomial distribution estimating the probability of incorrectly matching \( k \) points out of \( n \) candidates on the complex scene on which the object \( O \) is not present. The matching probability \( p \) is defined as:

\[ p = dlrs \]

where \( l, r \) and \( s \) is the likelihood of the matches’ agreement on location, orientation and scale with the cluster \( C \). \( d \) is the probability of selecting a random match into the cluster \( C \), calculated as the ratio of the matches in \( C \) to all the matches on the image.
Finally, the existence of target object $O$ in the complex image can be verified by the cluster $C$, if the value of $P(O|C)$ is larger than 0.95.

4.2 Simulation of the Identifier based on Texture Feature

In this part, we have tested and compared the performances of the two object identification strategies based on SIFT and Shape Context descriptor, respectively. Their results are described in details and analyzed.

4.2.1 Configuration of SIFT Descriptor and Detection Strategy

Because of the implementation of difference-of-Gaussian space, the key-points and their correspondent neighborhoods on the image are extracted subject to scale-invariance. Afterwards the SIFT descriptor is estimated using the gradient magnitudes and orientations of each point covered by the key-point’s neighborhood. It is a histogram vector of size $n \times n \times m$, where $n \times n$ implies that the key-point’s neighborhood is divided into $n^2$ regions and $m$ stands for the number of orientation bins in each region. In our work, $n$ is set equal to 4 and $m$ to 8, resulting in a descriptor vector of 128 bins.

After the detection of key-points and construction of SIFT descriptors, the key-points from prototype object and complex scene are to be matched based on the ratio of nearest and second nearest distance. The threshold verifying the matches is set equal to 0.8. After the matching process, all the matches are going to be clustered using Hough transform. The voting space of Hough transform is of four dimensions, which represent clusters’ variations upon location, scale and orientation. For orientation, the bin size is of 30 degree. A factor of 2 is
used for scale bin size. For the locations, a quarter of the maximum size of the projected prototype image is used.

After solving the least square solution and discarding the irrelevant clusters of matches based on affine parameters, the remained clusters are verified by a probability model \( P(O | C) \).

Before calculating \( P(O | C) \), the probability \( p \) needs to be decided, which tells how likely a key-point is accidentally matched to the candidate object pose. It is defined as \( p = \text{d}l\text{rs} \).

According to [59], the difference of location should be within 20% of the projected region size. The orientation change has a constraint of 30 degrees. Therefore, \( l = 0.2 \times 0.2 = 0.004 \) and \( r = 30 / 360 = 0.085 \). For scale difference, \( s \) is set to be 0.5, a relatively relax constraint.

### 4.2.2 Simulation Results of SIFT Based Object Identification Strategy

Firstly, the SIFT based identifier has been applied on image set shown in Figure 3.5. The prototype image contains a toy lizard and is of size 320x160 pixels. The complex image below contains a lot of objects and its size is 456x304 pixels. After the detection and extraction of SIFT features, 159 key-points have been generated on prototype and 819 on complex image. Afterwards 52 matches have been formed and put into the voting system of Hough transform to be clustered into groups. 9 clusters are detected and after the operation of least square solution to eliminate the incorrect matches and clusters, only one cluster of 18 matches remains. The target object has been correctly detected by this cluster, with the probability \( P(O | C) \) equals 0.99. The results have been shown in Figure 4.1, in the complex image a parallelogram is drawn as the boundary of the prototype image after the affine transform. The circles in the prototype and complex image represent the matched SIFT features of the last key-points cluster, which is used to calculate the parameters of the affine transform and verify the presence of the target object.
Figure 4.1  The circles in the images indicate the SIFT features used to identify the presence of the target object. The outer parallelogram shows the boundary of the target image under the affine transform used for recognition.

On the image set shown in Figure 3.1, the object detector based on SIFT descriptor is also applied for the identification of the target object. In Figure 4.2, SIFT features extracted from the complex and prototype image in Figure 3.1 are shown. On the complex image (size of 448x299 pixels), 342 key-points have been constructed scale invariantly. On the prototype
image (size of 115x171 pixels), 21 key-points have been constructed. As a fair amount of key-points have been located, it is expected that the target object in the complex scene could be identified easily. However, after matching these key-points and clustering the matches using the Hough transform method, there is only one set of matches left, which is shown in Figure 4.3. It can be observed that three SIFT features are grouped together, all of which are matched to the same key-point on the prototype. It is obvious that the cluster of key-points indicates the wrong location of the target object and the scales of the SIFT features on the complex image are quite different from the ones on the prototype. In this task, the SIFT descriptor based identifier fails in detecting the target object.

During the identification, the matching of the SIFT features plays a significant role as it provides the potential candidates for the next stage of Hough transform. If there were not enough matches, it is difficult to form clusters in which the properties (location, orientation and scale) of the matches agree. To find out the reason of the strategy’s failure, all matches of key-points from prototype and complex image have been drawn and illustrated in Figure 4.4. On the complex scene, there are 26 matches and only four SIFT features extracted at the location of the target object have been matched to the prototype image. All of the four matches have been regarded as incorrect matches as they do not form a cluster in the Hough transform. Because there is no match indicating the presence of the target object, the object could not be detected in the complex image.
Figure 4.2 The SIFT features extracted from the complex and prototype image. Each circle represents one SIFT descriptor with the key-point as the circle center. The descriptor’s scale is denoted by the size of the circle and orientation is the direction of the radius.
Figure 4.3 In the left image, clustered SIFT shape features have been located, with their correspondences on the prototype object marked in the right image.

Figure 4.4 The matches of key-points of SIFT features from prototype and complex image have been shown. Each green line connects a pair of matched key-points. The green points indicate the locations of the key-points.
As observed from the examples of simulations, the number of SIFT features extracted from the lizard are eight times of those extracted from the ipod. Therefore there are much more matches for the lizard than the ipod in the complex images. The existence of the target object is identified by the clusters formed by these matches. Because there are clusters of enough matches for the lizard, it is detected with ease. For the ipod, under the condition of rare matches, the identifier does not function well.

From the above two examples, it is demonstrated that the quantity of the SIFT features is essential for the object identification based on SIFT descriptors. However, for the objects with less texture feature on the surface, e.g. ipod, they could not generate sufficient quantity of SIFT features for their identification in the complex scene. Therefore, it is concluded that the SIFT descriptor based identifier is not suitable for the task of identifying the texture-less objects.

### 4.3 Conclusion

The performances of the identifier have been evaluated and analyzed in the experiment. For the texture rich prototype object, a large number of SIFT features are extracted. The large quantity of descriptors ensures that there are sufficient matches to vote for a potential pose of the target object in the complex image. Under this situation, the SIFT based object detection method has been proved to be robust and reliable. However, if the task is to detect a texture-less object out from the complex scene, this strategy usually fails. Only a small number of SIFT features are extracted as a result of the texture-less surface of the object. These limited quantity of SIFT features leads to insufficient matches to vote for the presence of the target
object in the complex image. Therefore, the texture-less objects are not detected by the SIFT features.

While for the Shape Context based identifier explained in Chapter 3, the object with distinctive shape and interior edges are detected with confidence. Nevertheless, under the situation where the target object’s contour shape have been occluded or mixed with other objects or background noise in the complex image, the strategy has failed to identify the target object. This is because the Shape Context descriptor only considers the shape information. If there was no reliable shape to be caught, the Shape Context descriptor is constructed based on the wrong shape information. Consequently, incorrect matches were formed from these inaccurate descriptors on the complex image. The target object can hardly be detected and localized by these incorrect matches. The Shape Context based identifier is not suitable in detecting the target object with distorted or missing shape information.

An object in the real world bears all types of information, for example, shape, texture surface and spatial layout of each part of the objects. Utilizing only one aspect of the information is neither realistic nor reliable in describing the object. The identification strategy incorporating only one type of object feature performs well only in the specific tasks which the identifier is designed for. However, when the object carries different features, these identifiers fail to cope with the changes. To solve the problem of detecting a general object in the real life images, an identification strategy needs to consider and incorporate all types of object information.
Chapter 5

Object identification System Employing Multiple Types of Image Features

In this chapter, a novel object identification strategy is introduced. The aim of the identifier is to detect and localize the target object in a complex scene with one prototype image. Recently there is a trend of image learning and parameter training for the object recognition techniques. However, the training process always requires large set of example images and the learning are often quite time consuming. Moreover, the training procedure results in excessive number of parameters. Many applications require the object detection in a complex scene with only one prototype image, like the high speed action recognition, automatic passport control and image retrieval from the web. Also the requirement for real time object recognition indicates that the object identifier needs to be simple and efficient. Therefore, in this part of my thesis, I introduce a novel object detector, which identifies the target object in the complex scene with only one prototype image by the capture and employment of multi-type image features. The feature descriptors are simplified and can be estimated from the image instantly to meet the
requirement of real time recognition. In addition, the identification process utilizing these feature descriptors are also easy and costs little time to estimate.

The objects usually represent themselves in the image with multi-type image features, and two of the most important features are shape and texture. The first stage of the proposed identification strategy employs these two types of image features to describe the objects. Each type of the feature descriptors extracted from the images is then employed to estimate a similarity measure. It is illustrated that by simply summing these two kinds of similarity measures, each of which corresponds to a specific type of image feature, the target object has a larger probability to be detected. At last, a likelihood map is constructed based on the similarity measurement, and the target object is identified according on this map.

5.1 Capture of Object Features

To design a successful and efficient object identification system, the first step is to extract and describe the object’s features, which are later used to measure the similarities between different objects. Many successful descriptors have been constructed and their implementation and evaluation are shown in the literature [70]. Two of the main objectives in designing a successful descriptor are to obtain high discriminative power and invariance to transformations. However, as stated in the work of [48], there is a trade-off between the discriminative power and invariance. The author in [48] built a system to learn this trade-off and selected a combination of descriptors which best suits the specific object classification problem. Following the trend of descriptor combination [48, 53, 56, 57], different types of image descriptors are extracted and employed in the proposed object identifier.
An object in an image usually contains various heterogeneous types of information, such as texture, shape and color. Two of the most significant features of the object are its shape and texture information. This section explains the implementation and modification of two types of descriptors which focus on shape and texture features, respectively.

5.1.1 Texture Extraction

This part of my thesis explains the capture of the texture feature by the modified SIFT descriptor. Its performance, which has been demonstrated in various pieces of work [70], shows that it is a robust and successful texture descriptor. Many other types of descriptors (e.g. PCA-SIFT [71], GLOH [70]) are also built based on it. The construction of a SIFT descriptor involves two steps, namely the localization of the scale-invariant key-points and the descriptor histogram building.

In the first step, the points which indicate the scale invariant regions are localized. A scale space is formed by applying the different-of-Gaussian function. Then the local maxima and minima of the scale space are selected as the key-points, which represent regions with scale assigned as the key-points’ located scale space level. After the first stage, the SIFT descriptors are built on these scale-invariant regions. A region is divided into $4 \times 4$ parts, and for each part a histogram of gradient orientations is formed, where the angles of the gradients are quantized into 8 orientations. Thus, the SIFT descriptor is a histogram with 128 bins.

In my work, instead of detecting the scale-invariant regions, the image is divided into rectangular patches of equal size. The histograms of SIFT descriptor are constructed for all image patches across the whole prototype and complex image. Therefore, all these SIFT descriptors are of the same scale. These histograms of SIFT are the simplified version of the original SIFT descriptor. Also for convenience, the orientations of all descriptors are set as zero.
In this way the simplified SIFT descriptors are built across the whole image with the same standard. The simplified SIFT descriptors computed on the prototype and complex image are represented mathematically by the following functions:

\[
S_p = [s^1_p, s^2_p, ..., s^n_p] \in \mathbb{R}^{l_{SIFT} \times n_p} \tag{5.1.1}
\]

\[
S_c = [s^1_c, s^2_c, ..., s^n_c] \in \mathbb{R}^{l_{SIFT} \times n_c} \tag{5.1.2}
\]

where \(n_p\) and \(n_c\) is the number of image patches on the prototype and complex image, on which the SIFT descriptors are constructed. \(l_{SIFT}\) is the number of bins in simplified SIFT descriptor’s histogram. \(s^i_p\) and \(s^i_c\) are column vectors of length \(l_{SIFT}\) and stand for the modified SIFT descriptor computed on the \(i\)-th image patch of the prototype and complex image, respectively.

In the original SIFT descriptor, only the texture features around the scale-invariant key-point is captured, while the texture features of the pixels outside this region are missing. After the alternation, although all the texture information on the image is captured, the scale invariant property of the SIFT descriptor is lost. This is an example of the trade-off between the discriminative power and invariance ability of the descriptor [48]. However, the detected scale-invariant regions are not of any use in the identification strategy detailed in the next section. Therefore, the invariance has been traded for the discriminative power here. Also, as shown by many studies [57, 75, 76], the methods which capture image features densely outperform the ones only utilizing key-point based features in the task of object classification.

As explained in [57, 75, 76], if the densely computed features were to put into a feature space of fine bins, the distribution of descriptors would follow a power-law (i.e., long-tail or heavy-tail distribution). This implies that the extracted features are mostly located in the low density area (the descriptors are infrequent) in the feature space and are quite isolated from each
other. Therefore the techniques only employing key-point based features entail huge information loss. In [57], the author found that the unison of all low-discriminative descriptors offers a significant discriminative power. Following this observation, in my work the SIFT descriptors are computed densely across the image and employed collectively in the similarity measurement explained in section 5.2.

5.1.2 Shape Representation

How to catch the shape information of an object is explained in this section. In contrast to the simplified SIFT descriptor constructed to capture the texture features of the entire image, local shape descriptors are built for each image patch. To extract the shape information, a popular and practical idea is to employ the distribution of edge orientation [68, 70, 72, 73], without the precise knowledge of the corresponding edge positions. Another idea is to describe the local shape around a particular edge point using the sparse shape features, e.g. edges of the shape. The best example of this idea is Shape Context [74] descriptor, which captures the geographic distribution of the edge points around a key-point’s divided neighborhood. This technique has been employed in many applications [58]. Similar to the original SIFT descriptor, Shape Context is formed around a particular key edge point, together with all of its neighboring edge points, which may be raised from the background noise, contributing to the construction of the descriptor. This makes Shape Context extremely sensitive to the changes in the background noise. Furthermore, in the complex scene, another common distraction arises from the features of other objects and the background noise. Thus, Shape Context is not suitable for the object detection in the complex image.

Based on the above argument, I have used a histogram of edge orientations to represent the local shape features on an image patch. It is named Histogram of Orientated Gradients (HOG)
The orientations of the edge points are quantized into $M$ bins. Each edge point votes to the bin whose angular range covers its gradient orientation, weighted according to its gradient magnitude. Therefore, each bin in the histogram then represents the number of edge points whose orientations are located within a certain angular range. The HOG descriptors extracted from the prototype and complex image are noted as follows:

$$H_p = [h_p^1, h_p^2, ..., h_p^n] \in \mathbb{R}^{l_{HOG} \times n_p}$$  
(5.1.3)

$$H_c = [h_c^1, h_c^2, ..., h_c^n] \in \mathbb{R}^{l_{HOG} \times n_c}$$  
(5.1.4)

where $n_p$ and $n_c$ is the number of image patches on the prototype and complex image. $l_{HOG}$ is the number of bins in HOG’s histogram. $h_p^i$ and $h_c^i$ are column vectors of the length $l_{HOG}$ and stand for the HOG descriptor computed on the $i$-th image patch of the prototype and complex image, respectively.

Compared with other shape representation techniques, HOG has several advantages. It captures the local shape information efficiently. Based on the structure of its construction, HOG achieves easily a certain degree of invariance to local geometric and photometric transformations. It is tolerant to minor translation, rotation or scale changes if they are within the size of local spatial or orientation bin size. To calculate the similarity between two set of image patches, this property is of vital importance. Because there are minor scale, translation and rotation changes of the target object in the complex scene, which makes it impossible to have the grid cover the target object in the same manner as the prototype. Thus for one image patch from the prototype image, even the most similar image patch on the complex image can hardly cover exactly the same part of target object. This requires the descriptor to be able to tolerate the minor geometric transformations. Therefore, HOG descriptor has been selected to represent the shape feature on the images.
5.2 Identification Strategy

In the previous section, on the prototype and complex image, the dense shape and texture features have been extracted by HOG and SIFT descriptors, respectively. These feature descriptors form a density space with a distribution of long-tail [57] and contain high discriminative power collectively. The next stage is to utilize the collection of features to detect the target object in the complex image.

In most work of object recognition based on feature-extraction, Euclidean distance or $L_1$ distance are often employed, either for nearest-neighbor finding or similarity measuring. Recently, attention has been paid to techniques measuring similarity based on correlation metrics [66]. In the studies of object classification [77-79] and subspace learning [80], this technique has been shown to outperform the conventional Euclidean distance or $L_1$ distance. Therefore, the similarity measurement based on correlation metric is applied in my work, which is explained and verified in this section.

5.2.1 Correlation Metric

Because the image features are represented by vectors of feature descriptors, as explained in section 5.1, the prototype image $P$ and complex scene $C$ can be considered as two random variables. In this way, to measure the similarity between the two images is the same to estimate the correlation metric between the two variables. There are many ways to calculate the correlation metric, and the cosine similarity metric is employed in my work.
Correlation refers to the quantity measuring the extent of interdependence between variables. In statistics, it refers to the strength and direction of a linear relationship between two random variables. The most common and standard correlation coefficient is Pearson’s correlation coefficient. Another popular correlation coefficient is cosine similarity [80].

Assume that for two random variables \( X \) and \( Y \), there are \( n \) available measurements, denoted as \( x_1, x_2, \ldots, x_n \) and \( y_1, y_2, \ldots, y_n \). Then the Pearson’s correlation coefficient is estimated as:

\[
\rho(X, Y) = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}}
\]

(5.2.1)

where \( \bar{x} \) and \( \bar{y} \) are the means of measurements of \( X \) and \( Y \).

Based on the measurements, the cosine similarity of \( X \) and \( Y \) is denoted as:

\[
\gamma(X, Y) = \frac{\sum_{i=1}^{n} x_i y_i}{\sqrt{\sum_{i=1}^{n} x_i^2 \sum_{i=1}^{n} y_i^2}} = \cos \theta \in [-1, 1]
\]

(5.2.2)

The cosine similarity value \( \gamma(X, Y) \) ranges from -1 to 1. \( \gamma(X, Y) \) equals -1 when \( X \) and \( Y \) are exactly opposite. The result value 1 means \( X \) and \( Y \) are exactly the same. When \( \gamma(X, Y) = 0 \), the two variables are independent.

It is observed that when the measurements of variables have zero means, cosine similarity equals Pearson’s correlation coefficient. However, the cosine similarity is more discriminative than Pearson’s correlation. This is because the centered measurements carry less information than the original ones and the zero or small measurements affect the computation of
measurement means [66]. Therefore, to fulfill the requirement of more discriminative power in object identification, cosine similarity is applied.

The prototype image \( P \) and complex image \( C \) are considered to be random variables, represented by the matrices of descriptors, \( S_P, S_C, H_P, \) and \( H_C \), which are sets the SIFT and HOG descriptors generated from the prototype and complex image. Each descriptor vector in the matrices represents a measurement. The similarity between \( P \) and \( C \) is measured based on their shape or texture feature, each of which forms a separate similarity measure for the two images.

HOG descriptors have been constructed to densely capture the local shape information of the images. Thus, the shape similarity between two images is computed by calculating the cosine similarity between \( H_P \) and \( H_C \):

\[
\gamma_H = \frac{\sum_{i=1}^{n_h} h_p^i \cdot h_C^i}{\sqrt{\sum_{i=1}^{n_h} ||h_p^i||^2 \sum_{i=1}^{n_h} ||h_C^i||^2}} \in [0,1] \tag{5.2.3}
\]

where \( h_p^i \) and \( h_C^i \) are the \( i \)-th descriptor in \( H_P \) and \( H_C \), respectively. \( \langle \cdot \rangle \) represents the inner product of two vectors. \( n_H \) is the number of HOG descriptors computed on two images, which are of the same size. The value of \( \gamma_H \) ranges from 0 to 1, because the values of the vector histograms of \( h_p^i \) and \( h_C^i \) are all positive. When \( \gamma_H \) equals 0, \( H_P \) and \( H_C \) are independent. If the value of \( \gamma_H \) is 1, \( H_P \) and \( H_C \) are the same.

By connecting all vectors of the matrices to form two single vectors, the equation (5.2.3) can be rewritten in the same way as equation (5.2.2). The cosine similarity actually measures the angle difference between two vectors, and ignores the scale change on magnitude. Then this metric has the advantage of being insensitive to outliers, which the traditional Euclidean
distance lacks. In [80], the author builds two new feature-extraction algorithms based on the cosine similarity metric. While in [66], the author introduced a similarity measure called ‘Matrix Cosine Similarity’ (MSC), which is exactly the same as cosine similarity by just converting the matrix into a single vector.

The texture similarity measure is calculated in the same way by applying SIFT descriptor sets, $S_p$ and $S_c$:

$$\gamma_s = \frac{\sum_{i=1}^{n_s} s_p^i \cdot s_c^i}{\sqrt{\sum_{i=1}^{n_p} ||s_p^i||^2 \sum_{i=1}^{n_r} ||s_c^i||^2}} \in [0,1] \quad (5.2.4)$$

where $s_p^i$ and $s_c^i$ are the $i$-th descriptor in $S_p$ and $S_c$, respectively. $n_s$ is the number of SIFT descriptors. The value range of $\gamma_s$ is the same as that of $\gamma_h$.

Finally, to combines shape and texture features together, the total similarity between prototype image and complex scene are estimated as follows:

$$\gamma = \frac{1}{2} (\gamma_h + \gamma_s)$$

$$\gamma = \frac{1}{2} \left( \frac{\sum_{i=1}^{n_h} h_p^i \cdot h_c^i}{\sqrt{\sum_{i=1}^{n_p} ||h_p^i||^2 \sum_{i=1}^{n_r} ||h_c^i||^2}} + \frac{\sum_{i=1}^{n_s} s_p^i \cdot s_c^i}{\sqrt{\sum_{i=1}^{n_p} ||s_p^i||^2 \sum_{i=1}^{n_r} ||s_c^i||^2}} \right) \in [0,1] \quad (5.2.5)$$

The value of $\gamma$ ranges from 0, meaning two images are completely independent, to 1, meaning two images are exactly the same. The summation in equation (5.2.5) enables the similarity measurement to estimate the similarity from two types of image features, namely the shape and texture information. In addition, apart from shape and texture, this summation can also include other types of features which are significant for the target objects, e.g., color,
spatial lay-out. If one type of the object feature has been distorted by the background noise or irrelevant objects in the complex scene, the similarity measure could still distinguish the target object by other types of object features. For example, when the target object is occluded or part of its shape contour is missing, the similarity measure could still rely on the texture to identify the target on the complex scene. Consider another situation in which the target object does not bear much texture feature, or the texture could not offer sufficient discriminative power for the target object, the similarity measure could still separate the target object according to its shape feature. The logical reasoning of the implementation of summation is also justified theoretically in section 5.2.2. Additionally, the simulation results in section 5.3 approve the effectiveness of this approach.

After the calculation of the similarity measure, a ‘resemblance map’ (RM) [66] is to be generated for the complex image. The examples of the resemblance map are shown in the next section. It is an image map consisting of image patches, whose values indicate the likelihoods of presence of target object in the complex scene. On the complex scene, each image patch, together with its neighboring patches, forms an image window, which is of the same size of the prototype image. Therefore, a set of overlapping image windows are generated by shifting the window to the right down corner with single column image patch each time. For the \(j\)-th image patch, a measure value \(\gamma_j\) is assigned, representing the similarity measurement between the image window \(C_j\) centered at the \(j\)-th image patch and the prototype image \(P\). To construct the ‘resemblance map’, instead of simply using the similarity measure \(\gamma_j\), a mapping function is used:

\[
\psi(\gamma_j) = \frac{\gamma_j^2}{1-\gamma_j^2} \quad (5.2.6)
\]
It is shown in [66] that the ‘resemblance map’ based on $\psi(\gamma_j)$ offers more contrast, this is because the results of $\psi(\gamma_j)$ are of a more dynamic range ($\psi(\gamma_j) \in [0, \infty]$) than the original $\gamma_j (\gamma_j \in [0, 1])$. The impact of applying $\psi(\gamma_j)$ is illustrated in the examples of Figure 5.1 and Figure 5.2, which provide the PDF histograms of image patches’ values of the ‘resemblance map’, constructed with $\gamma_j$ and $\psi(\gamma_j)$, respectively.
This ‘resemblance map’ only provides us with an image containing patches with values indicating how much each area is similar to the prototype image. Intuitively, people may choose the patch with largest value as the location of the target object. However, this is not practical when the target object is not in the complex image at all. Thus a strategy of two stages is developed to decide and locate the presence of the target object. First, a threshold \( \gamma_T \) is set empirically to be 0.1 for the total similarity measure \( \gamma_j \). For \( \gamma_T \), the choice of such a small value is due to the transformation of the target object in the complex image, as well as the shifts of patch locations when estimating the cosine similarity between two images. If there exists an image patch with values larger than \( \psi(\gamma_T) = \frac{\gamma_T^2}{1-\gamma_T^2} \approx 0.01 \), the target object is decided to be contained in the complex image.

Figure 5.2    The PDF histograms of values of \( \psi(\gamma_j) \) on the ‘resemblance map’.
5.2.2 Theoretical Justification

The object detection strategy has been explained in the previous sections. It is a simple approach compared with other identifiers which may employ a sophisticated training stage or complicated feature matching strategy. However, it is an efficient and robust identifier, and a theoretical justification derived in this section verifies the logic reasoning of this simple method.

In the works of [57, 66, 80], the optimal Bayes decision rule has been employed to justify the proposed techniques approximately. Inspired by these studies, it is shown that our method can be derived from the naïve-Bayes approach. Given a prototype image $P$, the task is to find the most similar image among a set of overlapping image windows $C_i$ generated from complex scene. It is known [81] that estimating the maximum-a-posteriori (MAP) probability minimizes the average classification error. Because the image windows $C_i$ are uniformly distributed, the MAP is reduced to maximum likelihood (ML) decision rule. Thus the task is noted as:

$$C_i = \arg \max_j p(C_i \mid P) = \arg \max_j p(P \mid C_i) \quad (5.2.7)$$

The prototype image $P$ and complex image window $C_i$ are represented by the sets of feature descriptors, $\overline{S}_p$, $\overline{H}_p$, $\overline{S}_C$ and $\overline{H}_C$, which are normalized descriptors and represented as:

$$\overline{S}_p = [\overline{s}_p^1, \overline{s}_p^2, ..., \overline{s}_p^m], \quad \overline{S}_C = [\overline{s}_C^1, \overline{s}_C^2, ..., \overline{s}_C^m]$$
$$\overline{H}_p = [\overline{h}_p^1, \overline{h}_p^2, ..., \overline{h}_p^m], \quad \overline{H}_C = [\overline{h}_C^1, \overline{h}_C^2, ..., \overline{h}_C^m]$$

where $m$ is the number of image patches generated on $P$ and $C_i$. Each descriptor is normalized as:
\[
\overline{s}_p^m = \frac{s_p^m}{\sqrt{\sum_{j=1}^{m}||s_p^j||^2}}, \quad \overline{s}_C^m = \frac{s_C^m}{\sqrt{\sum_{j=1}^{m}||s_C^j||^2}} \]
\[
\overline{h}_p^m = \frac{h_p^m}{\sqrt{\sum_{i=1}^{m}||h_p^i||^2}}, \quad \overline{h}_C^m = \frac{h_C^m}{\sqrt{\sum_{j=1}^{m}||h_C^j||^2}} \]

Though occasionally satisfied in real life, for convenience, it is assumed that different types of features sets are independent from each other. Therefore, the ML decision rule is rewritten as:

\[
C_i = \arg \max \ p(S_p, H_p | S_C, H_C) = \arg \max \ p(S_p | S_C) p(H_p | H_C) \quad (5.2.8)
\]

In order to obtain useful result, the descriptors are assumed to be independent from each other. Then equation (5.2.8) is transformed as:

\[
C_i = \arg \max \ p(S_p | S_C) p(H_p | H_C)
\]

\[
= \arg \max \ p(s_p^1, s_p^2, ..., s_p^m | S_C) p(h_p^1, h_p^2, ..., h_p^m | H_C) \]

\[
= \arg \max \ \prod_{j=1}^{m} p(s_p^j | S_C) p(h_p^j | H_C) \quad (5.2.9)
\]

To solve the equation (5.2.9), it is needed to compute the probability density \( p(s_p^j | S_C) \) and \( p(h_p^j | H_C) \). Because the descriptors are generated densely on the image, a Parzen density estimation is applied to approximate the local probability density of individual SIFT and HOG descriptors. For SIFT descriptor, its individual probability density is estimated as:

\[
p(s_p^j | S_C) = \frac{1}{m} \sum_{k=1}^{m} K(s_p^j - s_C^k) \quad (5.2.10)
\]

where $K(.)$ is the Parzen kernel function, typically a Gaussian:

$$K(s_p, s_C^j) = \exp\left(-\frac{1}{2\sigma^2}\|s_p - s_C^j\|^2\right) \quad (5.2.11)$$

In [57], it is shown that employing only the nearest neighbor is sufficient for the approximation of estimation equation (5.2.10). This is due to the long-tail property of the feature space. The author in [46] proposed to use the spatially nearest neighbor and qualitatively, the resulting estimate is quite similar to the original one. Therefore in my work, the same theory applies and the spatially corresponding descriptors are utilized to compute $p(s_p | S_{C_j})$:

$$p(s_p | S_{C_j}) \approx \exp\left(-\frac{1}{2\sigma^2}\|s_p - s_C^j\|^2\right), \quad j = 1, \ldots, m \quad (5.2.12)$$

As in the work of [46], the $\log p(S_p | S_{C_j})$ can be approximated as:

$$\log p(S_p | S_{C_j}) = \sum_{j=1}^{m} \log \left(p(s_p | S_{C_j})\right)$$

$$\approx -\frac{1}{2\sigma^2} \sum_{j=1}^{m} \|s_p - s_C^j\|^2$$

$$= -\frac{1}{2\sigma^2} \sum_{j=1}^{m} \left(\|s_p\|^2 + \|s_C^j\|^2 - 2s_p^j s_C^j\right)$$

$$= -\frac{1}{2\sigma^2} \sum_{j=1}^{m} \left(\frac{\|s_p\|^2}{\sum_{j=1}^{m} \|s_p\|^2} + \frac{\|s_C^j\|^2}{\sum_{j=1}^{m} \|s_C^j\|^2} - 2s_p^j s_C^j\right)$$
\[
= -\frac{1}{2\sigma^2} \left[ 2 - 2 \frac{\sum_{j=1}^{m} s^i_j * s^i_{c_i}}{\sqrt{\sum_{j=1}^{m} ||s^i_j||^2} \sqrt{\sum_{j=1}^{m} ||s^i_{c_i}||^2}} \right]
\] (5.2.13)

For \( \log p(H_p | H_{c_i}) \), it is derived in the same way and expressed as:

\[
\log p(H_p | H_{c_i}) = -\frac{1}{2\sigma^2} \left[ 2 - 2 \frac{\sum_{j=1}^{m} h^i_j * h^i_{c_i}}{\sqrt{\sum_{j=1}^{m} ||h^i_j||^2} \sqrt{\sum_{j=1}^{m} ||h^i_{c_i}||^2}} \right]
\] (5.2.14)

Then equation (5.2.9) is boiled down as:

\[
C_i = \arg \max_i p(S_p | S_{c_i}) p(H_p | H_{c_i})
\]

\[
= \arg \max_i \left( \log \left( p(S_p | S_{c_i}) \right) + \log \left( p(H_p | H_{c_i}) \right) \right)
\]

\[
= \arg \max_i \left( \frac{1}{2\sigma^2} \left[ 2 \frac{\sum_{j=1}^{m} s^i_j * s^i_{c_i}}{\sqrt{\sum_{j=1}^{m} ||s^i_j||^2} \sqrt{\sum_{j=1}^{m} ||s^i_{c_i}||^2}} + 2 \frac{\sum_{j=1}^{m} h^i_j * h^i_{c_i}}{\sqrt{\sum_{j=1}^{m} ||h^i_j||^2} \sqrt{\sum_{j=1}^{m} ||h^i_{c_i}||^2}} \right] - 4 \right)
\]

\[
= \arg \max_i \frac{1}{2} \times \left[ \frac{\sum_{j=1}^{m} s^i_j * s^i_{c_i}}{\sqrt{\sum_{j=1}^{m} ||s^i_j||^2} \sqrt{\sum_{j=1}^{m} ||s^i_{c_i}||^2}} + \frac{\sum_{j=1}^{m} h^i_j * h^i_{c_i}}{\sqrt{\sum_{j=1}^{m} ||h^i_j||^2} \sqrt{\sum_{j=1}^{m} ||h^i_{c_i}||^2}} \right]
\]

\[
= \arg \max_i \frac{1}{2} (\gamma^i_S + \gamma^i_H)
\] (5.2.15)

where \( \gamma^i_S \) and \( \gamma^i_H \) are the similarity measure between \( P \) and \( C_i \) computed with SIFT and HOG descriptors, respectively.
The above equations clearly demonstrate that to estimate the ML decision rule in equation (5.2.7), it is equivalent to compute the cosine similarity measures using equation (5.2.5), which combines the shape and texture features.

### 5.2.3 Scale and Rotation Invariance

Because the simplified SIFT and HOG descriptors are tolerant to minor image transformation, the proposed object identifier is able to handle modest scale and rotation variation. However, it is desirable for the detection strategy to possess the capability of recognizing the target object under large scale and orientation transforms. In this part of my work, a method is designed to enable the proposed detection system to detect the target objects representing themselves with different scales and orientations in the complex image.

To cope with the large orientation change of the target object in the complex image, a set of images are constructed by rotating the prototype image by 30 degrees each time. Afterwards, this set of 12 rotated prototype images are used to build a set of ‘resemblance maps’ with the complex scene. Each of them represents the likelihood map of the target object’s appearance at a particular angle in the complex image. Afterwards the map which contains the image patch of the largest value of $\psi(\gamma_j)$ is selected and used to decide the existence of the target object, as explained above.

For the scale variation of the target object, a similar strategy is applied. A pyramid of query images is built by scaling the prototype image. Then each query image is employed in the detection system to compute a ‘resemblance map’ with the complex image. Therefore, a pyramid of ‘resemblance maps’ is constructed with each level representing a different scale. The level holding the largest value of $\psi(\gamma_j)$ is considered as the potential scale at which the target object appears.
5.3 Experiments and Results

In this part of my work, the performance of the proposed approach is tested on various types of images under different conditions. The aim of the method is to identify and localize the target object in the complex image. If the target object is detected in the complex scene, a bounding box is drawn around the object of interest. Compared with the two object detection strategies [46, 57] described in the second part of my thesis, it is shown that the technique proposed in this chapter is more robust and efficient than these two techniques which identify the appearance of the target object based on the matching of corresponding key-points. It is also illustrated that when the target object is under large translation, rotation and scale changes, the detector is capable of localizing the prototype in the complex image.

5.3.1 Implementation of Shape and Texture Descriptors

The images tested by the proposed method are transformed into gray scale images. This is because that the SIFT and HOG descriptors are generated using gray scale images. For the image patch where the local descriptors are generated, its radius is set to be 9 pixels. The HOG descriptor is estimated on the edges extracted by Canny edge detector [84]. In the construction of the HOG, its orientation range is set to be [0, 360], which is more discriminative than using the range [0, 180] (where the contrast sign of the gradient is ignored). Regarding the histogram of the HOG descriptor, the number of orientation bins is set to be 8. As mentioned in section 5.1.1, the simplified SIFT descriptor has 128 bins. All of the SIFT descriptors’ orientations are set to be 0.
5.3.2 Representative Simulations

Firstly, the detection method is applied to the same simulation in [58], which is a military application of detecting a helicopter in a complex scene. The prototype of a helicopter is shown in Figure 5.3(a), and the same helicopter with part of it being occluded is presented in Figure 5.3(b). Figure 5.3(c) is the complex image in which the same size target object needs to be identified.

The descriptors are generated densely on the image patches of the prototype images, which are illustrated in the Figure 5.4 and Figure 5.5. Each circle on the image represents the image patch on which SIFT and HOG descriptors are generated. The lines connecting the circle centers and circles represent the orientations of the simplified SIFT descriptors. The descriptors are extracted only from the image patches which cover the prototype helicopter. This is because the blank image patches around prototype object affect the calculation of similarity measurement by introducing irrelevant feature descriptors. After the estimation of the similarity measures between the prototype and image windows, the identification results are shown in Figure 5.6, in which the target objects are localized by the green bounding boxes. Compared with the approach proposed by [58], in which the matched key-points are grouped to form a set of candidate clusters suggesting the appearance of the target object, only one image patch is selected in my approach indicating the location of the target object.

To demonstrate the accuracy and reliability of the detection method, the ‘resemblance map’ has been drawn to show the similarity measures between the helicopter and complex image. The likelihood map which only employs the texture information is illustrated in Figure 5.9. It is observed that besides the image patch, where the helicopter actually is, there are several other image patches with large similarity values in the lower part of the scene, indicating the possible appearances of the helicopter. Judging their relative locations on the complex image, they are from the trees which possess similar texture feature as the helicopter. Thus the
texture features of the helicopter are not distinguished from the background scene. While in Figure 5.7, on the map employing the shape information, only the image patch where the helicopter appears holds a similarity value much larger than the rest of the patches. The difference between the two similarity map’s distributions is also displayed in Figure 5.8 and Figure 5.10, which clearly demonstrate that for the helicopter in the complex image, its shape features are more discriminative than its texture features. Because both shape and texture features are incorporated, the object identification approach is still capable of detecting the prototype helicopter. Finally the likelihood map combining both shape and texture features are shown in Figure 5.11, where the location of the target helicopter is successfully indicated by the image patch with the largest similarity measure.

![Image](image.png)

Figure 5.3 (a) The prototype image of a helicopter. (b) The prototype image which contains part of a helicopter. (c) The complex image in which the target object of helicopter needs to be identified.
Figure 5.4  The image patches which cover the prototype helicopter. The descriptors are generated densely on these image patches. Each circle is an image patch on with the SIFT and HOG are build. The lines connecting the circle centers and circles represent the orientations of each SIFT descriptor.
Figure 5.5  The image patches which cover the prototype partially-occluded helicopter. The descriptors are generated densely on these image patches. Each circle is an image patch on with the SIFT and HOG are build. The lines connecting the circle centers and circles represent the orientations of each SIFT descriptor.
Figure 5.6 The appearance of the target object is detected and localized by the green bounding box. (a) The prototype helicopter is identified by the bounding box. (b) The helicopter partially occluded is also identified.
Figure 5.7  The ‘resemblance map’ of similarity measurements between the prototype of helicopter (Figure 5.3(a)) and image windows on complex scene (Figure 5.3(c)), constructed with only shape features (HOG descriptor).

Figure 5.8  The distribution of similarity measures on the likelihood map employing only shape information (HOG descriptor).
Figure 5.9  The ‘resemblance map’ of similarity measurements between the prototype of helicopter (Figure 5.3(a)) and image windows on complex scene (Figure 5.3(c)), constructed with only text features (SIFT descriptor).

Figure 5.10  The distribution of similarity measures on the likelihood map employing only texture information (SIFT).
Figure 5.11 The ‘resemblance map’ of similarity measurements between the prototype of helicopter (Figure 5.3(a)) and image windows on complex scene (Figure 5.3(c)), estimated using both shape (HOG) and texture features (SIFT).

All the tests were simulated in Matlab running on a Dell laptop with an 8G RAM and Intel Core i7 CPU working at 2.67 GHz. For the picture set shown in Figure 5.3, after the estimation of the descriptors, it costs 0.71 second for the multi-type feature identifier to detect the object, while the algorithm in Chapter 3, which is designed on Shape Context descriptor, takes 21.383 seconds to finish the task. And the SIFT based detector explained in Chapter 4 takes 1.021 second to find the correct location of target object in the complex scene. The method introduced in this Chapter is less time consuming than the other techniques discussed in the previous two chapters. This has also been observed in all the other simulations.
After illustrating the result of detecting the helicopter on the synthetic complex image, the identification approach is applied on searching for the target objects in the real practical pictures. An example is shown in Figure 5.12, in which the prototype image of bear toy’s face (Figure 5.12(a)) needs to be identified and localized in the complex image (Figure 5.12(b)). It is observed that the complex image contains many objects and large background noise. The shape information of the prototype image is distorted by the edges which are raised from the objects but the target object and the noise of the background, as shown in Figure 5.13. The result of this distortion is illustrated in Figure 5.14, where the image patch with the largest similarity measure is not at the location of the target object. However, the texture features of the prototype object offer high discriminative power in the detection process, as shown in the ‘resemblance map’ estimated based on SIFT descriptor (Figure 5.15), where target object is correctly localized by the image patch with largest similarity. The likelihood map using both shape and texture features are illustrated in Figure 5.16 and the final recognition result is shown in Figure 5.17, with the bounding box suggesting the existence of the bear.
Figure 5.12  (a) The prototype image of the face of a toy bear. (b) The complex scene in which the prototype needs to be detected.
Figure 5.13  (a) The edge map of target toy bear. (b) The edge map of complex image.
Figure 5.14 The likelihood map of similarity values between the prototype image (Figure 5.12(a)) and image windows of complex scene (Figure 5.12(b)), measured only with shape features (HOG descriptor).

Figure 5.15 The likelihood map of similarity values between the prototype image (Figure 5.12(a)) and image windows of complex scene (Figure 5.12(b)), measured only with texture features (SIFT descriptor).
Figure 5.16  The likelihood map of similarity values between the prototype image (Figure 5.12(a)) and image windows of complex scene (Figure 5.12(b)), estimated based on both shape (HOG descriptor) and texture features (SIFT descriptor).

Figure 5.17  The target image has been successfully identified by the bounding box in the complex scene.
The identification strategy has been designed to detect target object under large rotation and scale changes. So a simulation of detecting objects under large rotation is presented below. The prototype images of different objects (lens cover, ipod and mobile phone) are shown in Figure 5.18. The complex scene in which these objects need to be identified and localized is illustrated in Figure 5.19. It is observed that the ipod and mobile phone are rotated by about 30 and 60 degrees, respectively. To detect the rotated target object, the proposed method rotates the prototype images by a certain degree and creates a pile of ‘resemblance map’ for each orientation. For instance, the rotated images of ipod are shown in Figure 5.20, where the object is rotated anti-clockwise by 30 degrees each. Afterwards, 12 ‘resemblance maps’ are constructed, each of which represents the likelihood map of the similarities between the complex image and a prototype image of ipod rotated with a certain angle. According to the decision criteria, the target ipod is detected with a rotation of 240 degree anti-clockwise, as shown on its likelihood map (Figure 5.21), on which the ipod’s location has a much larger value than the surrounding area. The detection results of all the prototype objects are demonstrated in Figure 5.22, where location of each target object is marked with bounding box of different colors.
Figure 5.18  (a) Prototype image of a lens cover. (b) Prototype image of an ipod. (c) Prototype image of a mobile phone.
Figure 5.19  The complex image in which the prototypes in Figure 5.18 need to be detected.
Figure 5.20   A set of images of iPod rotated by 30 degrees each.
Figure 5.21  The ‘resemblance map’ of similarity measures between complex image (Figure 5.19) and the ipod rotated by 240 degrees anti-clockwise.

Figure 5.22  The detection results of the prototype objects (Figure 5.18). Each objec is located with a bounding box of different color.
Chapter 6

Discussion and Conclusion

My thesis focuses on the study and investigation of object recognition techniques based on the representation of local image features. These techniques often involve roughly three stages of operations. The first is to extract stable and reliable local object features from the database images. The second stage is to find correspondent image features via certain strategies, e.g., training of the identifier parameters and similarity estimation. The final stage is to verify the existence of the target object by certain procedure using the measurements of the feature similarities.

According to the generalization of the object recognition techniques, the extraction and description of the image features are of vital importance. Of all the heterogeneous features of an object, the shape information is an essential one. A literature review of the shape representation and description techniques is presented in Chapter 1.

Chapter 2 of this thesis addressed the problem of object recognition and classification based on shape representation. The research has focused on the process of shape matching and resulted in an efficient, correspondence-based shape classification algorithm for 2D boundaries. In this method, shapes are described globally using the Shape Context, which is a shape feature descriptor. Then matched points are detected by strategy of cost ratio between
the nearest and the second nearest neighboring points, followed by a Gaussian filter applied to filter the cost of matched points. After the summation of the output of the filter, the similarity value between each class is calculated to classify the object. In addition, the performance of the classification algorithm has been improved by the weighting strategy using the Harris corner measure. The algorithm was tested on the MPEG-7 shape database and had a very good performance. The ideas presented are more relevant to generic shape classification and retrieval problems which have insufficient knowledge to construct a priori models. So there is a need to investigate a learning strategy which could automatically build a model for each class with training objects.

Apart from the shape information, another important image feature is texture of the object, which also represents the object’s characteristics. A rich literature of descriptors has been published, which either extract the shape or texture feature of the image. The state-of-the-art object recognition approaches based on these descriptors have been discussed in Chapter 1.

From Chapter 3, the focus of this thesis is narrowed to the object identification techniques. To investigate and analyze the efficiency and reliability of the object detector based on local image features, two identifiers have been studied and compared. Both of the identifiers rely on a single type of feature descriptors to represent and store the characteristics of the prototype objects. In order to solve the problem of detecting the object out from a complex scene, in which plenty of irrelevant objects and noise may occlude and distort the target object, not only the feature descriptors are required to be able to catch the properties of the object precisely and robustly, they are also demanded to be discriminative enough with each other to enable an accurate retrieval in the vast database. Considering the changes of the target object in the complex scene, including scale, orientation, perceived point and location etc., the descriptors need to be constructed in a way which is invariant to all these transformations. Two descriptors, shape context and SIFT, both fulfill the above requirements and have been
successfully applied in many areas in these days. The shape context descriptor describes the shape features of the object, while the SIFT descriptor captures the texture information. The results of the simulation illustrate the limitation of both methods. Neither of the identifier achieves the goal of detecting a general object in a complex scene. For SIFT descriptor based identifier, the texture-less object could hardly be recognized, while the shape feature based identifier performs poor when the target object is messing with other objects and noise in the complex scene. Both of the identifiers only operate under specific conditions. The object identification strategies employing single type of image features could only capture the correspondent features on the objects. If the target object is rich with this feature and this type of feature distinguishes the target object in the complex scene, the identifier could detect the target object. However, objects in the real life image represent themselves with heterogeneous features and their main features vary from each other. Therefore, the object identifier constructed on a single type of image features could not detect the general objects.

Consequently, it is thought that by combining different types of descriptors, the target object could be easily detected. However, the identifiers are always designed according to characteristics of their corresponding feature descriptors, as the ones studied in Chapter 3 and Chapter 4. This results in quite different identification strategies and raises the question of how to combine the descriptors in a way which could take full advantage of each type of image features. To tackle this problem, in Chapter 5, I have introduced a novel object identification approach, which employs the cosine similarity measure to build a ‘resemblance map’. The prototype and complex images are divided into small image patches, on which the histogram-based descriptors, SIFT and HOG, are modified and utilized to capture the texture and shape features of the objects, respectively. In this way, the features of the images are densely extracted and the employment of these features collectively offers far more significant discriminative power than the key-point based detector. For each image patch on the complex image, an image window of the same size as the prototype image is established with its
neighboring patches. The similarity between each image window and prototype image is computed by the proposed resemblance measure which calculates the cosine similarity of their SIFT and HOG descriptors. Then by assigning each image patch its similarity value, a likelihood map is formed based on the shape and texture features of the images. Besides these two features, other types of features can also be incorporated by adding their cosine similarities into the formation of the likelihood map. After the estimation of the ‘resemblance map’, the appearance of the target object is decided and localized by the image patch whose similarity value passing a certain threshold. The method is also designed to be scale and rotation invariant. The usage of cosine similarity has been justified theoretically and derived from a naïve Bayes decision rule. The identification method is applied on various images and objects of different characters, e.g. shape or texture rich. The results have verified the robustness and efficiency of the detector, even under large rotation and scale changes.
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