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I 

Introduction 

Since the introduction of ultrasound as a means to extract in a noninvasive way 
information from within the human body, echography has achieved a firm position 
among the other medical imaging techniques. Especially the real-time technique which 
enables the display of movement by the tissues (e.g. the heart) has made echography 
an indispensable diagnostic tool. 

Because the nature of the ultrasound radiation is completely different from the other 
kinds of radiation used in medical imaging, such as e.g. X-ray, the information obtained 
about the tissues is also of a completely different nature. Ultrasound images display local 
differences in the acoustical (i.e., mechanical) properties of the tissue, whereas e.g. X-
ray images essentially display the absorption of the radiation by the tissue. Therefore, 
the information obtained from echographic examinations often is complementary to 
information obtained with other imaging techniques. 

An important advantage of ultrasound over the radiation used for the other imaging 
techniques is that it does not cause any damage to the interrogated tissues if employed 
at the low intensities that are customary for diagnostic echographic equipment. The 
reason for this is that ultrasound is a non-ionizing kind of radiation. This property makes 
echography the ideal diagnostic imaging modality for screening, follow-up examinations, 
e.g. for the monitoring of treatment, as well as for obstetrical diagnosis. 

Apart from the ability of displaying anatomical structures such as the outline of 
organs and bloodvessels, echographic images also display the soft tissue that constitutes 
these structures. This property has raised a continuing interest in the exploration of the 
possibilities of quantitative analysis of images of such tissues. The field of scientific in­
vestigations on this topic and, more generally, the study of the interaction of ultrasound 
with biological tissue is called "Ultrasonic Tissue Characterization". It's goal is to ex­
tract information from the echo signals, which is additional to the information depicted 
in the ultrasound image, in order to find correlations of the quantified parameters with 
the condition of the tissues. 

1 The Sound Field 

The most frequently used technique for ultrasonic imaging is the pulse-echo method. 
A transducer transmits a sound pulse into a medium and then receives the echoes 
originating at acoustic inhomogeneities in the medium. The transducer is systematically 
translated in lateral direction (i.e., perpendicular to the soimdbeam) and again a pulse 
is transmitted. The echoes that are received then stem from a part of the medium, that 
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2 CHAPTER I 

is increasingly different the more the beam is translated. In the echographic system the 

so-called "radiofrequency" echo signals are amplified depth dependently to compensate 

for the attenuation in the medium, after which the envelope is detected. Displaying 

the envelope signals corresponding to consecutive transducer positions produces η two-

dimensional acoustical image of the medium, called the B-modc image. 

The transducer consists of a piezo-electric material which is excited in a thickness-

mode vibration by an electric impulse, thus generating a sound pulse of short duration. 

The reverse occurs at reception: if the sound pressure of an echo deforms the piezo­

electric material it generates an electric signal. The acoustic transmission pulse has to 

be of a short duration, or equivalently, the spectrum of the pulse has to be broadband, 

to obtain a reasonable resolution. The acoustic pulse consists of a high frequency carrier 

with an envelope which can often be approximated by a Gaussian: 

р(і) = ^ і = < Г < ' - ' ° ) 2 / 2 ' ? с о 8 27г/с< (1) 

where σι — the standard deviation of the envelope, 

t = time 

fc = the central (or carrier) frequency. 

The corresponding amplitude spectrum then also has a Gaussian shape 

P(f) = - J = e-tf-MV"? (2) 

where σ/ = the standard deviation of the spectrum (f/Ci = 1/2π) 

ƒ •= frequency. 

Central frequencies of 2 up to 15 MHz are used in diagnostic ultrasound. Each pulse 

propagates through the medium following a specific beam pattern, or sound field, the 

characteristics of which are determined by the waveform of the pulse and the physical 

dimensions of the transducer. Medical transducers are usually focussed to improve 

the resolution in the lateral direction. In this study only one kind of transducer was 

considered, namely the circular single element transducer having a spherically curved 

surface to focus the sound beam. Figure 1 shows the beam patterns of such a transducer 

used in continuous wave (CW) and in pulsed transmission modes. The positions of the 

interference maxima and minima in the CW mode depend on the frequency. In the 

pulsed mode the CW beam patterns corresponding to the frequencies present in the 

spectrum of the pulse are superimposed, whereby the interference maxima and minima 

are smoothed. The beam patterns of figure 1 were numerically calculated using the 

computer simulation program by Verhoef [1]. 

2 Interaction of Ultrasound with Tissue 

When biological tissue is insonated, echoes are caused by interfaces between parts of 

the tissue with different acoustical properties. If these interfaces are large compared 

to the wavelength of the ultrasound specular reflection and refraction, obeying SnelPs 

laws, will occur. Such large interfaces are formed, for example, by the organ boundaries 
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Figure 1: a) The sound field of a circular single-element focussed transducer 

used in CW mode, b) The sound field of the same transducer in pulsed mode. 

and the larger bloodvessel walls. The echoes from these boundaries are usually strong 

because the differences in acoustical properties are large, and because the interface acts 

as a mirror reflecting a large fraction of the acoustic energy back to the transducer 

(if incidence was at a right angle). Reflection and refraction are (almost) frequency 

independent mechanisms. 

If the size of the insonated structures is smaller than the wavelength, scattering 

will occur. Such small acoustical inhomogeneities are, for example, formed by the 

microvasculature and the collagen meshwork within the organs. At high frequencies 

also scattering at a cellular level may be present. The echoes caused by scattering are 

usually relatively weak because the local differences in acoustical properties forming the 

inhomogeneities are small. Furthermore, scattering is omnidirectional, so only a small 

portion of the energy is backscattered and received by the transducer. The frequency 

dependence of the scattering intensity can be modelled by a ƒ " behaviour, where the 

power η may vary from 0, for scatterers with sizes of the order of a wavelength, to 4, 

for scatterers much smaller than the wavelength. 

If ultrasound propagates through a medium the pressure amplitude decreases with 

increasing penetration depth. This attenuation is caused by absorption, scattering, re­

flection, refraction and diffraction. In a medium consisting of only small inhomogeneities 

reflection and refraction are absent and the scattering contributes only a few percent 

to the attenuation at frequencies of 5 MHz or less [2]. Absorption mechanisms that 

are known are viscosity, heat conduction and several kinds of relaxation mechanisms 

[3]. The decrease in amplitude is exponential with the distance ζ traveled through the 

medium: .Б(г)(:) exp[—a(/)z]. The attenuation coefficient a ( / ) is frequency dependent: 

at high frequencies the attenuation is stronger than at low frequencies. The model gen­

erally used for the frequency dependence of the attenuation coefficient in soft biological 

tissues is a linear relationship: a(/) = /?ƒ, which is only adequate if the echo signals 
are relatively narrowband. 
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Figure 2: a) Transducer insonating a tissue containing four point scatterers. 
b) Summation of the echoes ai a single point of the transducer. 

The velocity of sound propagation, the attenuation coefficient and the scattering pa­
rameters are examples of physical parameters which are dependent on the type of tissue. 
If the acoustical properties of a tissue change due to a disease then the value of these 
parameters may also change. Measurement of these parameters from the pulse-echo 
signals, caused by reflection and backscattering may therefore be useful. In addition, 
changes in the condition of the tissue may be revealed by the texture with which the 
tissue is displayed in the B-mode image. Application of texture analysis methods may 
therefore also yield useful parameters to detect or to differentiate diseased conditions. 

3 The Echo Signal (Acoustic Speckle) 

The physical phenomena underlying the interactions of ultrasound with tissue, can be 
described by modelling the tissue as a homogeneous medium, with or without attenua­
tion, and with a constant sound velocity. The scattering inhomogeneities are modelled 
as randomly distributed discrete scatterers, which according to Huygens' principle act 
as secondary sources, producing spherical wavefronts. Examples of organs that are well 
described by this model are the liver, the spleen, and the thyroid. 

The generation of echo signals is further explained using figure 2. This figure shows 
how a transducer transmits a pulse and four point scatterers are irradiated. The pulse 
reaches the scatterers at different times depending on the distance traveled from the 
transducer. The scatterers, acting as secondary sources, produce spherical wavefronts. 
The echoes from the scatterers arrive at the transducer face where linear summation 
of the pressure waves occurs and, therefore, interference takes place at every point of 
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the surface (Fig. 2b). The transducer is a phase sensitive receiver, therefore t h e con­
tributions of all points of the surface are summated to produce the r e s u l t a n t rf echo 
signal. If the differences in arrival times of the echoes are smaller than the d u r a t i o n of 
the pulse, it is not possible to distinguish the contributions of the individual s c a t t e r e r s . 
So the exact number and the relative positions of the scatterers cannot b e e x t r a c t e d 
from the echosignal, nor from its amplitude demodulated form, the envelope. I n reality 
many more scatterers than depicted in figure 2 will simultaneously c o n t r i b u t e t o the 
echo signal. The volume in which these scatterers are contained is called the i s o c h r o n o u s 
volume. Now the pulse propagates through the tissue, so the position of the i s o c h r o n o u s 
volume changes with time. As time passes, different collections of scatterers a t increas­
ing distances from the transducer contribute to the echo-signal. If the s c a t t e r e r s are 
randomly positioned, the echo signal will be stochastic. The texture with w h i c h tis­
sues, consisting of a random collection of scatterers, are displayed in B - m o d e images 
has been shown to be analogous to laser speelde [4,5]. In general, speckle w i l l always 
occur if monochromatic radiation is used and a phase sensitive receiver is e m p l o y e d . 
Although the transmitted pulses are of short duration the ultrasound r a d i a t i o n h a s still 
a relatively short bandwidth. The echographic texture is, therefore, often r e f e r e d to as 
acoustic speckle. The first and second order statistical characterization of l a s e r speckle 
[6] was successfully applied to acoustic speckle [4,5,7]. 

Since most homogeneous tissues are well described by the model m e n t i o n e d above 
the echo signals from such tissues have a random character. Analysis of t h e s e t issues 
must, therefore, be performed using statistical methods. To obtain accurate a n d s table 
estimates of the parameters a region of the tissue of sufficient size is needed f r o m which 
independent samples can be taken and averaged. Therefore, any analysis of t h e signals 
will only yield global measures describing the tissue. A decrease in the size of t h e region, 
for example to produce so-called parametric images of the tissue, will also d e c r e a s e the 
accuracy with which the parameters can be estimated. If parametric images a x e to be 
produced a compromise has to be found between the resolution of the i m a g e a n d the 
accuracy of the estimated parameter. 

Recently an extended model was proposed for the tissue that constitutes t h e liver. 
The liver cells are organized in lobules, cylinder-like structures which are closely packed . 
The collagen rich triangular cylinders between the lobules (portal triads, t r i a d s of Kier-
nan) constitute a, more or less regular, hexagonal structure from which a c o h e r e n t 
backscattering may be obtained. Within the lobules the liver cells, cappilaries a n d inter­
stitial spaces form a random collection of scatterers, from which a random b a c k s c a t t e r i n g 
is obtained. Also in muscles a regular structure is present formed by the c o l l a g e n o u s 
sheaths that surround the muscle fibers. A method weis proposed [8] to e s t i m a t e quan t i ­
tatively the ratio of the echo intensities caused by random and coherent b a c k s c a t t e r i n g 
and the average distance between the structured scatterers. 

4 The Diffraction Effect 

As the pulse propagates through the tissue, not only the position but also t h e s i z e and 
shape of the isochronous volume changes with time. This is caused by the d e p t h depen -
cence of the sound field (cf. Fig. 1), due to the focussing and the edge diffraction d u e to 
the limited size of the aperture. For this reason the properties of the echo s igna l d e p e n d 
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s t r o n g l y on the distance of the transducer to the scatterers. This depth dependence is 
c a l l e d the "diffraction effect". In order to obtain reliable and reproducable estimates 
of t h e attenuation coefficient, the scattering properties and the texture parameters a 
c o r r e c t i o n has to be applied to reduce, or even remove, this depth dependence. 

5 On This Thesis 

I n chapter II the texture of B-mode images of tissues consisting of randomly distributed 
d i s c r e t e scatterers is investigated, using realistic computer simulations and tissue mim­
i c k i n g phantoms. The depth dependent influences of the diffraction and of the atten­
u a t i o n on the texture are quantified using first and second order statistical analysis 
m e t h o d s . Also the influence of tissue itself on the texture was investigated. The con­
c l u s i o n is drawn that if the number density of the scatterers is large only the average 
a m p l i t u d e is sensitive to the properties of the tissue. The histogram of the amplitudes 
ca .n then be described by a Rayleigh probability density function, i.e., "fully-developed 
s p e c k l e " occurs. If the number of scatterers is relatively low (sub-Raylcigh) then also 
t h e second order texture parameters depend on the tissue. 

In chapters III, IV and V an alternative way of processing the radiofrequency echo 
s i g n a l s is explored. Conventionally only the envelope information of the echo signals is 
u s e d for imaging and the phase information is discarded. Using the derivative of the 
i n s t an t aneous phase, the instantaneous frequency can be calculated, and this may be 
u s e d to produce a new kind of images, which are called "FM images". Since the rf signals 
a . re not frequency modulated we prefer the term "Phase Derivative (PD) images". The 
p h a s e derivative is unstable, therefore, some stabilization method must be employed. 
I n chapter III PD images are produced using several stabilization techniques, yielding 
i m a g e s which are typical for the technique used. The influence of the strength of the 
s tabi l iza t ion on the images is investigated and an optimal stabilization is choosen for 
e a c h technique. In chapter IV computer simulated PD images are used to explore the 
diffraction effects on the PD texture. Also the question to which extent the tissue itself 
h a s influence on the PD texture is investigated. In chapter V a theoretical description 
o f the statistical properties of the texture of PD images is given. The influence of 
s tabi l izat ion and the further processing of the phase derivative to produce the PD 
i m a g e s are taken into account. 

Chapter VI is devoted to the detection of focal lesions. A systematic study is pre­
s e n t e d of several kinds of gray level coding of the echo amplitude. The influence of the 
c o d i n g on first and second order statistics and on lesion detectability is investigated 
b y using simulated and measured echograms obtained from homogeneously scattering 
m e d i a and from a scattering phantom containing contrasting lesions. 

Chapter VII is a report on a clinical study on tissue characterization. Rf data 
o f the human liver were acquired in vivo by using a custom-designed data-acquisition 
sy s t em that is connected to a mechanical sector scanner. A method is proposed to com­
p e n s a t e for the diffraction effects and for the influence of attenuation to obtain depth 
independent estimates of the parameters. Several methods to estimate the attenuation 
coefficient are compared. The potential of using the attenuation coefficient and param­
e t e r s obtained by analyzing the texture of the corrected B-mode images to discriminate 
between normal and diffusely diseased tissues is explored. 
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II 

Texture of B-mode Echograms: 3-D Simulations 
and Experiments of the Effects of Diffraction and 

Scatterer Density 

B.J.Oosterveld J.M.Thijssen W.A. Verhoef 

B-mode echograms were simulated by employing the impulse response method in trans­
mission and reception using a discrete scatterer tissue model, with and without attenu­
ation. The analytic signal approach was used for demodulation of the rf A-mode lines. 
The simulations were performed in 3-D space and compared to B-mode echograms 
obtained from experiments with scattering tissue phantoms. The average echo ampli­
tude appeared to increase towards the focus and to decrease beyond it. In the focal 
zone, the average amplitude increased proportionally to the square root of the scatterer 
density. The signal-to-noise ratio (SNR) was found to be independent of depth, i.e., 
1.91 as predicted for a Rayleigh distribution of gray levels, al though a minimum was 
found in the focal zone a t relatively low scatterer densities. The SNR continuously 
increased with increasing scatterer density and reached the limit of 1.91 at relatively 
high densities ( > 104 cm" 3 ) . The lateral full width at half max imum (FWHM) of the 
two dimensional autocovariance function of the speckle increased continuously from the 
transducer face to far beyond the focus and decreased thereafter due to the diffraction 
effect. The lateral FWHM decreased proportionally to the logari thm of the scatterer 
density at low densities and readied a limit at high densities. Introduction of attenua­
tion in the simulated tissue resulted in a much more pronounced depth dependence of 
the texture. The axial FWHM was independent of the distance to the transducer to 
a first approximation and decreased slightly with increasing scatterer density until a 
limit was reached at densities larger than 103 c m - 3 . This limit was in agreement with 
theory. The experiments confirmed the simulations and it can be concluded that the 
presented results are of great importance to the understanding of B-mode echograms 
and to the potential use of the analysis of B-mode texture for tissue characterization. 

Key words: Acoustic speckle; attenuation; B-mode echogram; B-scan; diffraction; 
random scatter; texture. 

1 Introduction 

Since the adven t of gray scale echography [1], it has b e c o m e ev iden t t h a t t e x t u r e of 

B-mode echograms ob ta ined from p a r e n c h y m a t o u s o r g a n s (e .g . , l iver, kidney, p a n c r e a s , 

thyro id) may reveal t h e pathological s t a t e of these o r g a n s . Add i t i ona l ly focal lesions 

can often be d e t e c t e d due t o local changes of t h e t e x t u r e c o m p a r e d to t he s u r r o u n d ­

ing heal thy t i ssue . T h e textural p a r a m e t e r s are qua l i t a t ive ly exp res sed by t e r m s like: 

9 
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hyper-, or hypoechoic, coarse, or fine granular and regular, or irregular. These terms 
refer to the subjective evaluation of the first order and second order statistical character­
istics of the texture. Apart from the question whether or not the textural changes reflect 
histological changes, or alternatively more macroscopic tissue alterations, it would be 
highly significant to investigate to what extent echographic images can reveal anatomic 
alterations of the tissue, or the reverse, to what extent the texture is determined by 
the physical properties of the employed radiation, i.e., the physics of the production of 
ultrasound and of the registration of echograms. The latter question has met increasing 
interest during the last years. 

Burckhardt [21 and Abbott and Thurstone [3] considered the analogy of B-mode 
texture to laser speckle and derived the first order statistics (Rayleigh probability dis­
tribution) from the theory existing to describe the latter phenomenon [4]. These authors 
arrived at the conclusion that the first order statistics are independent of the aperture 
of the echographic system (i.e., the transducer). It can be deduced from their work 
that the actual distribution of the point-like scattering sites within a tissue does not 
influence the first order statistics (average echo level and signal-to-noise ratio) as long 
as the number of scatterers within the effective beam diameter is very large and the 
scatterers are randomly distributed in three dimensional space. 

Bamber and Dickinson [5] investigated the texture produced by an inhomogeneous 
continuum model. This work was extended later on to the investigation of the second 
order statistics [6], but it was still confined to a two dimensional description of both the 
sound field and the tissue. 

Flax et al. [7] made an analysis of B-mode texture generation also based on a two 
dimensional description and they compared second order statistics of the rf images to 
those of video (i.e., demodulated) images. They arrived at the description of the first 
order statistics in terms of the number of point scatterers inside the beam area, the 
scattering strength and the spectrum of the transmitted ultrasound pulse. The average 
echo amplitude level appeared to be proportional to the square root of the number 
of scatterers. The average spacing of amplitude maxima in the axial direction was 
shown to be inversely proportional to the bandwidth of the transducer. The lateral 
width, as described by the autocorrelation function of the video echogram, decreased 
with increasing number of scatterers to a lower limit equal to the autocorrelation of the 
rf point response. The latter result thus makes clear that not only the average echo 
amplitude but also the fineness of the (lateral) texture depends on the density of the 
scattering sites. A further result was that the lateral texture continuously increased 
with penetration depth. 

Smith et al. [8] used tissue phantoms containing various densities and sizes of dis­
crete scatterers to measure B-mode echograms. These authors employed a Fraunhofer 
directivity function in a narrow band description of the sound field and compared the 
experimentally derived lateral autocorrelation function of the texture to the theoret­
ical predictions. The results showed a reasonable correspondence apart from a large 
deviation for small distances to the transducer face. However, a continuous increase of 
the lateral size of the texture was apparent. A systematic dependence of texture size 
on the number, or size, of the scatterers was not observed. Wagner et al. [9] gave a 
theoretical description of the axial and lateral autocovariance functions of the texture 
in the focal zone of a transducer. The derived dimensions of the so-called speckle cell 
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(as opposed to resolution cell, or two dimensional point spread function) showed a very 

simple relationship to the aperture size, the center frequency and the bandwidth of the 

transducer. The model predictions corresponded well with the results obtained from a 

tissue phantom both for the first order and the second order statistics. 

Foster et al. [10] performed a more realistic simulation by employing the impulse 

response method [11] to calculate numerically the B-mode images from a three dimen­

sional tissue model. They considered the first and second order statistics of the B-mode 

echograms in the focal zone of three different kinds of transducers and found an excel­

lent correspondence between the results of the simulations and of experiments with a 

tissue phantom. 

Recently, Smith and Wagner [12] recalibrated their speckle size values published 

before [9] to the more convenient full width at half maximum (FWHM) dimensions 

as employed by Foster et al. [10] and they found a close correspondence between the 

simulations and measurements by the latter authors and the predictions derived from 

their theory [9]. 

It may be concluded from literature that for a large scatterer density the texture of 

B-mode echograms is mainly determined by the physical properties of the transducer 

employed: the lateral speckle size by the diameter, the focal length, and the central 

frequency, the axial size by the bandwidth. The involvement of attenuation, which is 

frequency dependent, has not been investigated so far, and it must be remarked that the 

evidence discussed was obtained from B-mode images based on a linear amplification of 

the echo amplitudes. This condition is not met in commercial equipment, in which log 

compression and various kinds of postprocessing is contained. 

Tn this paper, a realistic three dimensional simulation of a transducer with a weight­

ing of the surface velocity [13] is employed to estimate the B-mode echogram from a 

3-D discrete scatterer tissue model. The first and second order statistics of the texture 

are investigated systematically and quantitatively as a function of the distance to the 

transducer and of the scatterer density. The influence of a linear-with-frequency atten­

uation on the second order texture parameters has been explored. The results of the 

simulations have been compared to measurements made with gelatine-carbon powder 

phantoms and to m vitro obtained data from human liver. Furthermore, a comparison 

has been made with predictions based on the theoretical model of Wagner et al. [9] in 

the focal zone of the transducer. Thus a full picture is presented of the diffraction effects 

on the texture of B-mode echograms, which completes the analysis of diffraction effects 

in the estimation of attenuation and sound velocity presented by the authors elsewhere 

[14]. 

2 T h e o r y 

2.1 The pulsed sound field of a circular transducer (Fig. 1) 

The sound pressure in an observation point Ρ in front of the circular transducer is 

obtained from the velocity potential Φ(τ, t) by 

p(r,t) = pTMr,t), (1) 
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Figure 1: Geometry of the fociused trans­

ducer and definition of the symbole 

whereas Ф(г, t) can be obtained from the Rayleigh surface integral 

Φ(Γ-ί) = / / 
Vn{xo,t -r'/c) 

2nr' 
dS, (2) 

with f = location vector of observation point Ρ 

vn = normal surface velocity 

t — time 

¿Ό = location of surface element of transducer 

r' = distance of Ρ to surface element dS. 

Equation (2) can be written as a convolution product 

Ф(г,0 = 1»(<)*Л(г,<), (3) 

where * denotes a convolution and ·υ(ί) = time function of transducer pulse and 

•ƒ(«„)<(*-r'/c) 

s 

h(f,t) = ff: 
2*r' 

'-dS, (4) 

with f(x) = weighting function of surface velocity 

i(.) = Dirac function. 

Combining equations (1) and (3), it follows that 

P(r,t) = p ^ - * h(f,t). (5) 

Hence, the sound field can be calculated by estimating first h(r,t) and subsequently 

multiplying the result by the first derivative of the time function v(t) and by the den­

sity of the medium p. The calculation can be generalized to curved transducers with 

an arbitrary axisymmetric velocity weighting function [13]. The reverse problem of re­

ception of a spherical wave from a point scatterer can be described by the same set of 

equations. It is then possible to calculate the impulse response of the transducer and 

again of the rf waveform. If the electro-acoustical and the reverse impulse responses of 
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the piezomaterìal are normalized the rf output voltage of the transducer resulting from 
a cloud of point scatterers can be given as (when assuming the Bom approximation to 
be applicable, and only first order scattering to be present) 

«(*) = Σ ? ^ * 4r„i) * fjTitt) * ад.*). (β) 

with τ, — location of j-th scatterer 

¡.с{г,,і) = scatterer impulse response 
/ιΓ(7^,ί) and ht(fj,t) = transducer impulse response at reception and 

transmission, respectively. 

Assuming isotropic scattering and taking f,c(f},t) = 1, equation (6) reduces to 

e(<) =P^*í{ht{ft,t)*hr(fi1i)}, (7) 

In practice, the term pdv(t)/dt in equations (6) and (7) has to be estimated by measuring 
the echo waveform obtained from a small target at focus. For this condition, hi and hT 

are ¿-functions of time. Taking the Fourier transforms of equation (7) yields 

Ε(ω) = ріш іи,) £ { Я , ( г - » Я г ( г „ и , ) } . (8) 

The attenuation in tissues is generally described by 

Α(τ],ω) = εχρ{-2μν]ω/2π), (9) 

with μ the attenuation coefficient (Np/cm.MHz). Hence, in an attenuating medium the 

resulting spectrum will be 

І 

Εα(ω) = ριων(ω)ΣΗ<(τ„<*>)Ητ(ν},ω)Α(Γ„ω). (10) 

ι 

Calculation of the rf output by taking the inverse of equation (10) would result in rather 
time consuming calculations if large scatterer densities are considered. In the presented 
simulations a different approach is taken based on the observation that for a Gaussian 
envelope of v(t) the linear-with-frequency attenuation results in a downward shift of the 
center frequency which is proportional to the travelled distance. This frequency shift 
was accomplished in the time domain on the waveform v(t) at an average distance z* 
of the simulated B-mode slices of 0.5 cm depth zone, i.e., 

^•"-те І̂̂ ^М*--^"}· (n) 

2.2 Stat ist ics of B-mode echograms 

2.2.1 First order statistics 

Many rf traces were generated in the simulation program by translating the cloud with 
respect to the transducer in the lateral direction. Then the analytic signal was calculated 
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by taking the Hilbert transform of e(<). Finally, the demodulation was accomplished by 
a calculation of the modulus of the analytic signal. When it is assumed that e(i) is a 
random phasor, due to the large number of scatterers in a 3-D volume contributing to it 
at every moment after transmission, then it can be shown, that the probability density 
function of the amplitude after demodulation is [2,3] 

р(Л) = ^ е х р | - ^ } ( A > 0 ) , (12) 

with о-2 the signal power. This probability distribution function is known as the Rayleigh 

distribution function and it can be shown that 

μ\ = σ2π/2 

σ\ = σ 2(2-7Γ/2) (13) 

in which μΑ — mean amplitude 

er,! = standard deviation of the amplitude. 

Hence, 

PAIGA = 1.91 ( = signal-to-noise ratio, SNR). (14) 

This property of equation (12) shows that the SNR of a medium containing a large 

number of scatterers is independent of the transducer and of the properties of the 

medium. Because the signal power is proportional to the number of scatterers, it follows 

from equation (13) that the average amplitude level is proportional to the square root 

of this number [7]. 

2.2.2 Second order statistics 

The analysis of the second order statistics was confined to the autocovaríance function 
(ACVF), which is a measure of the average size of the speckles in the B-mode image 
[15,9]. Since it has to be expected that the spatial properties in lateral (x) and axial 
(г) directions differ, the two-dimensional ACVF was calculated: 

ACVF{x,y)= JJdx'dz'{A{x',z')-{A)}{A{x' + x,z'+z)-{A)} (15) 
region 

with A = amplitude 

(A) = mean value of the amplitude in the region involved. 

An example of a 2D-ACVF of a slice of a B-mode echogram (2 χ 0.5) cm is shown in 

figure 2a. 

Every ACVF was characterized by the full width at half maximum (FWHM) sizes 

of its cross sections through the origin in lateral and axial directions, as shown in figure 

2b. 

A theoretical description was given by Wagner et al. [9]. They considered a tissue 

model with a large number of uniformly distributed, discrete, ideal scatterers. For 

the case that the time waveform of the transducer had a Gaussian envelope and the 

impulse response of the transducer may be separated in a part depending on the lateral 

coordinate and a part depending on the axial coordinate, the following expressions were 
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Figure 2: a) Quasi three dimensional plot 

of a two dimensional autocovanance function 

(iD-ACVF). b) Definition of Full Width at 

Half Maximum (FWHM) of a cross section 

through the two dimensional autocovariance 

function. 

found for the FWHM's of the ACVF of the B-mode speckle in the focal zone of the 

transducer [12]: 

AF 
FWHM| a l = 0 . 8 0 — with D' = D/1.08 

FWHM« = 2.17σΙ = 1.63σ( = 0.26/σ/ 

(16) 

(17) 

with F = focal distance of the transducer 

D = diameter of the transducer 

at, at and af = standard deviation of the Gaussian sound pulse in the spatial 

(mm), time (/xs) and frequency (MHz) domains respectively 

( F W H M M in mm). 

In discrete form, the ACVF in equation (15) can be written as [16] 

U-\i\-lIt-tii-l 

c u u ( i , i ) = 
KM 

Σ £ {u(m,n)-(u)}{u(m+i,n+j)-{u)}, (18) 

n=0 

in which i i(m,n) is a two dimensional array of amplitudes in the χ and ζ directions 

respectively. Because c u u may be considered as a convolution of и(тп, η) with w( —m, —n), 

the ACVF can be easily calculated in the frequency domain after a Fourier transform: 

Ст{и>в,ш.) = CT(w.,w.)ff>..«.) = \и{шш,ия)\', (19) 

with С and U being the Fourier transforms of c u u and u(m,n), respectively. After 

transforming 0„ν{ωχ,ωζ) back to the spatial domain, the cross sections in t h e χ and г 

directions are taken. 
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3 Tissue phantoms and experimental techniques 

T h e basic material of the tissue phantoms consisted of degassed and distilled water 
in which 5 percent gelatin was solved at 60oC. A powder of very fine carbon grains 
(~ 30/im diameter) was stirred through the material after which the cylinder (plexiglass) 
containing the material was slowly rotated during the coagulation for 4 to 6 hours. 
T h e dimensions of the phantom were 6 cm diameter and 8 cm height. The density of 
scatlerers was approximately 10Б c m - 3 , the sound velocity in the phantom was 1526 ± 1 
m/s, and the attenuation (1.7 ± 0.2)10 - 2 Np/cm.MHz. The measurements described in 
section 4.1.2 were performed with a focussed transducer (Picker) with fc = 5.6 MHz, 
σ/ = 1.1 MHz (almost Gaussian envelope, cf. Fig. 3), diameter 13 mm, and geometric 

focus 7.25 cm. The experiments of section 4.2.2 were performed with a transducer 

(Picker) with fc = 3.5 MHz, oy = 0.72 MHz, diameter 19 mm, and geometrical focus at 

9 cm. The transducers were connected to a transmitter/receiver system (custom made, 

bandwidth 30 MHz, dynamic range 40 dB). The rf signal was linearly amplified and low-

pass filtered (15 MHz, fourth order Chebyshev filter). The signal was digitized with a 50 

MHz sampling rate and intermediately stored in a transient recorder (Biomation 8100). 

T h e digitization errors were reduced by time averaging 92 rf sweeps while systematically 

changing the DC offset over 23 digitization levels during this procedure. The transient 

recorder was software controlled by a P D P 11/34 computer (Digital Equipment). The 

B-mode echograms were measured by using a scanning system (computer controlled 

XYZ system, resolution 1 μπι) which made a linear scan of 161 rf lines in steps of 0.125 

m m . The rf lines were then software demodulated and stored for further processing. 

During the scanning, the tissue phantom was placed in a temperature controlled water 

tank at 20 oC. The rf signals were always obtained from the same, windowed, slice of 

the material 0.5 cm below the top surface and 0.5 cm thick. When the measuring 

distance was changed the transducer was moved accordingly from, or to, this slice. The 

attenuation over the small depth range of the slice was neglected. 

t ime (μ5) Irequíficy {MHZ) 

Figure 3: Echo waveform (a) and amplitude apectrum (b) of the transducer 

used in the experiments with center frequency fc = 5.6 MHz. 
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4 Results 

4.1 First and second order speckle stat ist ics as a function of depth (diffrac­

tion effects) 

4.1.1 Simulations 

The simulated transducer had the following characteristics: velocity surface weighting 

function constant ( = 1 ) , diameter 2a = 13 mm, focus at 8 cm, central frequency fc = 5 

MHz, bandwidth aj = 1.0 MHz (Gaussian). A plot of the if waveform and the spectrum 

are shown in figure 4. The tissue was modelled with a sound velocity of 1500 m/s and 

a scatterer density of 1000 c m - 3 . The B-scans were simulated at mutual distances of 2 

cm from 2 to 16 cm depth range and each B-scan consisted of 161 Α-scan lines. The 

Α-scans covered an area of 2 cm lateral and 0.5 cm axial. The tissue volume involved 

in the calculations was rectangular, with dimensions: (10 x 2 χ 0.8) cm. The B-mode 

pictures, obtained after normalization of the gray scale, are displayed in figure 5a. 

The results of the first order statistics are shown in figure 6. Figure 6a shows the 

average echoamplitude levels versus depth and it will be evident that a maximum is 

reached at, or slightly before, the focus. The SNR ( = /¿¿/«тд) in figure 6b displays a 

slight decrease before the geometrical focus and approached the Rayleigh distribution 

limit (1.91, cf. section 2) for small and for large depths. The dip around the focus has to 

be explained by the decrease of the beam cross section in that region, whereby the total 

number of scatterers in the resolution cell volume becomes too low to obtain Rayleigh 

statistics. 

The second order statistics are displayed in figure 7. The FWHM of the lateral ACVF 

as shown in figure 7a increases monotonically until far beyond the focus and decreases 

at still larger depths. This is a quite unexpected result, but, as will be discussed further 

on, it is confirmed by experiments. The decrease might qualitatively be explained by 

the rapid growth of the insonated volume (and thereby of the number of scatterers 

involved) beyond the focus, which as in the near zone yields a finer interference pattern. 

The FWHM of the axial ACVF (Fig. 7b) remains constant over the whole distance to 

a first approximation. 

It is tentatively concluded from these results that the SNR and the axial FWHM 

are constant with depth, if the scatterer density is high enough (i.e., > 1000 c m - 3 ) . 

О 1 о ю ?o 
lime (μ8) irtfQuency (MHz) 

Figure 4: Echo waveform (a) and amplitude spectrum (b) of the simulated 

transducer with fe = 5.6 MHz. 



18 CHAPTER II 

Figure 5; B-mode scans (after gray level normalization) of a cloud of scatterers 

in a medium without attenuation at several distances to the transducer. The 

transducer is radiating from left to right. Dimensions: lateral χ axial = i.O 

χ 0.5 cm (161 χ 33^ samples), a) Simulations, b) Experiments using the 5.6 

MHz transducer. 

В 

X > 

с 

V 

istance to transducer (cm) 

f^lRh 

a simulations 
χ experiments 

distance to transducer (cm) 

Figure 6: First order statistics of simu­

lated and measured B-mode scans as a func­

tion of distance to the transducer, a) Aver­

age amplitude, μ A , b) Signal-to-noise ratio, 

SNR= μΑ/σΑ. 
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e Simulation» 
ж eopenrnenls 
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dislance to transducer (cm) distance to transducer (cm) 

Figure 7: Second order aiatiatics of simulated and meatured B-mode i cam as 

a function of distance to the transducer. FWHM of the tD-ACVF in lateral (a) 

and axial (b) directions. 

The average amplitude and the lateral FWHM depend greatly on distance and hence 
display a large diffraction effect. 

4.1.2 Experiments 

The experiments were performed with the set-up and the transducer as given in section 

3. The B-mode echograms of the scans at 2 , 4 , . . . , 16 cm are shown in figure 5b. The 

results obtained for the average echo level are shown in figure 6a. As can be seen 

the experimental data points correspond closely to the emulations. On the contrary, 

the experimental SNR data (Fig. 6b) are much different from those of the simulations, 

although the trend is the same: a dip just in front of the focus. The short and long 

distance limits of the experimental data are well below the Rayleigh limit (1.65 instead 

of 1.91). A possible explanation may be that during the coagulation of the gelatin, 

some clotting of the carbon particles has occurred, thereby decreasing the scatterer 

density. The FWHM curves contradict this explanation. It can be seen in fìgure 7a 
that the lateral ACVF is lower than that for the simulations and has the same trend. 
Narrower ACVF's can be expected if the scatterer density is larger instead of lower! 
The axial FWHM values of the experiments (Fig. 7b) show a lower value before focus. 
The differences are small (15 percent) but statistically significant, as follows from the 
error bars given with the data points. Furthermore, the experimental data in figure 7b 
are much lower than those obtained from the simulations. 

4.1.3 Attenuation 

The data points of the simulations in figure 7a were recalculated after insertion 
of an attenuation slope constant of 0.1 Np/cm.MHz by using the linear-with-depth 
shift of the center frequency of the (Gaussian) spectrum (cf. section 2). The B-mode 
echograms resulting after gray scale normalization (i.e., ideal TGC) are shown in figure 
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Figure 8: Simulated B-mode scans (after gray level normalization) of a cloud of 
scatterers in a medium without attenuation (a) and a medium with attenuation 
0.1 Np/cm.MHz (b), at several distances to the transducer. The dimensions are 
the same as in figure 5. 

8b, together with those of the original data (like Fig. 5a) in figure 8a. It will be evident 
that a very dramatic effect on the lateral aspect of the texture is achieved by introducing 
attenuation. This is also quite clear in figure 9a in which the lateral ACVF width is 
drawn. Over a distance of 16 cm, a four fold increase of the FWHM is caused by the 
diffraction plus attenuation. The most striking feature of figure 9a is that the slope 
of the curves is steepest around the focus, the region preferred by ultrasonographers 
because of the good lateral resolution (for specular reflectors!) but apparently with the 
least constant lateral texture. The axial FWHM is not influenced very much by the 
attenuation (Fig. 9b). 

4.2 First a n d second order statist ics as a function of scatterer density 

4.2.1 Simulations 

The simulations were performed by using the performance characteristics of the trans­
ducer employed in the experiments: weighting function of the surface velocity (1 — 
(xo/o)4), fc = 3.5 MHz, af = 0.72 MHz, diameter 2a = 19 mm, geometric focus 10 cm. 
The time waveform of the transmission pulse and the logarithmic spectrum are shown 
in figure 10. The simulated tissue (c = 1500 m/s, no attenuation) was localized in the 
geometrical focal zone. The density of scatterers was changed from 100 to 19000 cm - 3 . 
In order to diminish the uncertainty of the results, six B-scans were simulated for each 
density value. Six results for the first and second order statistics were thus obtained and 
the mean and standard deviation were estimated. The average figures together with the 
standard deviation thus obtained will be presented. The clouds of scatterers covered a 
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5 10 15 
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Figure Θ: Second order statistics of simulated В-mode scans as a function 

of distance to the transducer comparing a medium without attenuation with a 

medium with attenuation 0.1 Np/cm.MHz. FWHM of the ZD-ACVF in lat­

eral (a) and axial (b) directions. The increase with distance of the centroid 

wavelength, due to the attenuation, is also plotted in (a). 

rectangular volume of (6 x 2 χ 0.8) cm 3 {x, y, ζ directions). The B-mode echograms are 

constructed from 161 scan lines over a 2 cm width and a 0.5 cm depth (cf. Fig. 11). 

The average echo amplitude and the SNR versus scatterer density are shown in 

figures 12a and 12b, respectively. Since the density is plotted on a logarithmic scale 

figure 12a displays the expected square root dependence to the density (cf. section 2) 

over the range investigated. From figure 12b it becomes evident that the limit of 1.91 

(Rayleigh distribution) will be reached for densities larger than 104 c m - 3 . The results 

of the ACVF analysis are presented in figures 13a and 13b. The FWHM values of 

the lateral ACVF (Fig. 13a) decrease to a good approximation proportionally to the 

logarithm of the density up to the highest density 19000 c m - 3 simulated. At higher 

densities, the lateral FWHM reaches a limit set by equation (16): FWHM| 0 ( = 1.96 

A 

Λ 

amplitude 

1 , 
20 

frequency (MHz) 

Figure 10: Echo waveform and amplitude spectrum of the 3.5 MHz, D =19 

mm transducer, focussed at 9 cm, (Picker). 
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Figure 11: Simulated B-mode scans (after gray level normalization) of clouds 

of scatterers with several densities, positioned in the focal zone of the 3.5 MHz 

transducer. The dimensions are the same as in figure 5. 

mm. This result of course indicates the usefulness of the lateral texture characteristics 

as a tissue typing parameter. This statement is however counterbalanced to a large 

extent by the result shown in figure 7a from which it has to be concluded that the 

lateral ACVF is greatly influenced by the diffraction of the transducer. The FWHM 

values of the axial ACVF (Fig. 13b) indicate that at densities larger than 1000 c m " 3 

the limit set by the bandwidth of the transducer is reached. Equation (17) yields a limit 

for the FWHM o a . = 0.38 mm. This may indicate that the axial ACVF is not a good 

indicator of histologic tissue characteristics. 

4.2.2 Experiment 

Only one experiment was performed using the tissue phantom (cf. section 3). The 

characteristics of the employed 3.5 MHz transducer were slightly different from those 

used in the simulations (cf. section 3, section 4.2.1., Fig. 10). A number of 6 independent 

B-scans were registered and the following results were obtained: 

SNR = 1.7 ± 0 . 1 

Е\ НМы = 1.68 ±0.06 mm 

F W H M a x = 0.365 ± 0.025 mm. 

As in figure 6b, the SNR value is lower than would be expected from a scatterer density 

of 10Б c m - 3 . Due to the difference in focal distances between the simulated (F = 10 cm) 

and experimental ( F = 9 cm) transducers, the value for the lateral ACVF could not be 

directly compared. For the experimental transducer (cf. section 3), equation (16) yields: 

FWHM|0( = 1.76 mm, which is comparable with the experimental value of 1.68 ± 0.06 

mm. 

The axial FWHM is in good agreement with the theoretical value mentioned above. 
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scatterer densily (cm 3) 

Figure 12: First order statistics of simulated B-mode scans as a fuction of the 
density of the scatterers. a) Average amplitude, with drawn line displaying the 
theoretical square-root dependence ¡7], b) SNR, with theoretical limit of 1.91 set 
by Rayleigh statistics. 
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Figure 13: Second order statistics of simulated B-mode scans as a function of 
the density of the scatterers. FWHM of the ÊD-ACVF of the B-mode scans in 
lateral (a) and axial (b) directions. 
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5 Discussion 

5.1 D e p e n d e n c e of t exture parameters on distance to the transducer: diffrac­
t ion effects 

The mean echo level appeared to increase monotonically towards the focus and to de­
crease beyond it. Several effects could explain this observation. The energy contained 
in the transmitted sound pulse remains constant, while the diameter decreases till the 
focus and increased beyond it. Therefore, the intensity increases until the focus and the 
inverse beyond it [17]. Furthermore, the number of scatterers contained in the pulse 
is subjected to the same but inverse proportionality. Since the backscattered intensity 
is proportional to this number, the effects of beam diameter and number of scatter­
ers cancel each other out. The last effect concerns the inverse proportionality of the 
backscattered intensity that is received by the transducer to the square of the distance 
of the scatterers to the transducer. Therefore, it is to be concluded that the amplitude 
(mean) should be inversely proportional to the distance to the transducer. This depen­
dency is observed only beyond the focus. The signal-to-noise ratio versus distance to the 
transducer displayed a minimum at focus (Fig. 6b). This minimum has to be explained 
by the decreased number of scatterers contained in the smaller pulse volume in the focal 
zone. This explanation is supported by the observation that both in the near field and 
the far field, the limit set by the Rayleigh distribution is reached. It may be concluded, 
that an in vitro investigation of the effective number of scatterers contained in a bio­
logical tissue can be optimally performed in the focal zone of a transducer. In in vivo 
conditions, small beam distortions by intermediate tissues might very much influence 
the pulse volume and hence the reliability of the results. 

The axial FWHM of the 2D-ACVF showed a small but significantly lowered value 
in the region until th«· focal zone (Fig. 7b). An explanation for this behaviour could 
not be conceived, although it might be possible that at higher scatterer densities than 
employed in this study the theoretical constancy of the axial FWHM (9] will be better 
conserved. Insertion of the bandwidth of the transducers employed in the experiments 
and in the simulations into equation (17) yields the theoretical values of FWHM e c = 0.24 
mm and FWHM,,* = 0.26 mm, respectively, at the focal zone. The value of 0.26 mm 
is approximately 11 percent lower than that of the simulated points. The density of 
scatterers used in the simulations, however, was only 1000 cm - 3 , which satisfies only 
marginally Rayleigh conditions, whereas the theoretical value is found at very large 
densities. So the results of section 4.2 show that this difference of the densities can 
explain the difference between theory and simulations. For the experimental transducer 
the theoretical value is 12 percent higher than the experimental F W H M « values. This 
is almost the same correspondence as was found by Smith et al. [12] in the comparison 
of their theoretical values for the focal zone to the simulated and experimental values 
based on the work of Foster et al. [10], although the scatterer density they used was 
much higher (simulations: 3.3 104 cm - 3 , experiments: 6.6 104 cm - 3 ) . 

The lateral FWHM of the 2D-ACVF increases from the transducer face to far be­
yond the focus. The assumption of a proportionality of the lateral width of the speckle 
to the distance to the transducer [8] is only confirmed in the focal region. The mini­
mum lateral FWHM found in this study is of the order of two times the wavelength. 
Furthermore, the curves as found are sigmoid shaped, both for the experiments and for 
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the simulations. The experimental curve in figure 7a is lower than that f o r t h e simula­
tions. The employment of equation (16) for the lateral FWHM at the f o c u s y ie lds for 
the employed transducer: FWHMIoi = 1.27 m m (experiments), and F W H M | o i = 1.59 
mm (simulations). These values reasonably correspond to the data at f o c u s in figure 
7a. The difference of 0.3 mm appeared to be found at all depths. This o b s e r v a t i o n is 
not easily understood, but it should be kept in mind that the scatterer d e n s i t y in bo th 
situations differs, so part of the explanation might be found in this d i f fe rence . 

The two striking effects of attenuation on the lateral FWHM versus d e p t h curve 
(Fig. 9), i.e., the strongly increased lateral size of the texture and the d i s a p p e a r a n c e of 
the decrease at large depths may be mentioned again. The value of 0.1 N p / c m . M H z ( = 
0.87 dB/cm.MHz) may be relatively large, but even for an attenuation coef f ic ien t t h a t 
is half of this value the influence may still be called considerable. 

5.2 D e p e n d e n c e of t ex tu re p a r a m e t e r s o n s c a t t e r e r d e n s i t y 

The average echo amplitude level appeared to be proportional to the square r o o t of t h e 
density, as predicted by Flax et al. [7] from random-walk theory. This p r o p e r t y m a k e s 
the average echo amplitude a useful texture parameter for tissue c h a r a c t e r i z a t i o n . T h e 
SNR reached the limit for a Rayleigh probability density function of 1.91 a t dens i t i es 
above 104 cm - 3 , or 10 m m - 3 . This density is somewhat higher than the effect ive dens i ty 
of scatterers contributing to backscattering in the low megahertz frequency r a n g e in t h e 
liver [18]. Cloostermans et al. [19] observed in carefully controlled in vitro e x p e r i m e n t s 
with human liver biopsies a value of 1.1. The transducer they employed had a work ing 
frequency of 7.5 MHz, a focal distance of 6 cm, a bandwidth of 4 MHz and a d i a m e t e r 
of 19 mm. In figure 12b a SNR of 1.1 is found at 125 c m - 3 for the simulated 3 . 5 M H z 
transducer. The important quantity involved is the number of scatterers w i t h i n t h e 
insonated volume. This volume is about 25 times smaller for the transducer e m p l o y e d 
by Cloostermans than for our transducer. Therefore the density number of 1 2 5 shou ld 
be multiplied by 25 in order to obtain a situation comparable to the one in figure 12b. 
At the thus obtained density (3000 cm - 3 ) a value of 1.87 would have been f o u n d for 
our transducer. This value is almost at the limit (1.91) for high densities, t h e r e f o r e 
3.5 MHz transducers are not suited to discriminate microstructural changes b y S N R 
measurements. 

The axial FWHM appeared to become independent of the scatterer density a t va lues 
above 103 cm - 3 . Dickinson [6], who employed the inhomogeneous con t inuum m o d e l 
observed an irregular, but, on the average, constant FWHM when the a u t o c o r r e l a t i o n 
length of the model was changed. Unfortunately, all his figures were given in a r b i t r a r y 
units, so it is not possible to compare the results quantitatively to those given i n this 
study. The limit value of the axial FWHM for large densities should for the e m p l o y e d 
transducer be 0.38 mm, when equation (16) given by Smith and Wagner [9,12] i s u sed . 
This value is almost identical to the limit shown in figure 13b. 

The lateral FWHM appeared to decrease proportionally to the logarithm o f t h e 
density over a rather large range. The limit set by theory, equation (16), is 1 .96 m m . 
The experimental value is lower, but this is to be expected. Dickinson [6] d i d no t 
observe a monotonie relation between the lateral ACVF and the correlation d i s t a n c e . 
Transferring this result to the density data, it has to be expected that a decrease o f t h e 
FWHM should be observed at very low scatterer densities. The FWHM of the A C V F 
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of t h e lateral point spread function appeared to be however 3.5 mm, which is on the 

c o n t i n u o u s line in figure 13a, so the prediction by Dickinson is not confirmed. 

5 . 3 O t h e r d e p e n d e n c i e s 

A l t h o u g h not explicitly investigated in this article several other dependencies can be 

p o i n t e d out based on literature, but which may need further investigation. 

T h e diameter of the transducer and the beam diameter (nonfocussed transducer) will 

i n f l u e n c e the average reflectivity level because the number of scatterers is proportional 

t o t h e area of the cross section. The average echo amplitude is proportional to the 

s q u a r e root of this number and therefore proportional to the diameter. The SNR may 

b e dependent on the diameter for low scatterer densities. The axial FWHM is for 

r e l a t i v e l y high scatterer densities independent of the diameter. The lateral FWHM is 

a t focus proportional to the diameter [6,9,10,12]. 

T h e center frequency of the transducer governs the focal diameter [17] and thereby 

t h e lateral FWHM [9,10,12]. The axial FWHM is independent of the center frequency. 

B e c a u s e of the frequency dependence of the focal diameter, the average echo amplitude 

w i l l also be dependent on the center frequency. The SNR will only depend on this 

f r e q u e n c y for low scatterer densities. 

The bandwidth of the transducer will influence the axial FWHM [9] in a predictable 

wa-y. Because the focal diameter is also dependent on the bandwidth (pulsed model), a 

s m a l l influence will be present on the lateral FWHM. 

Both the simulations and the experiments were based on a sound field undisturbed 

b y the scattering of intermediate tissues. In in vivo conditions, however, distortion is 

t o be expected by subcutaneous tissue layers. This influence has to be the subject 

o f further studies prior to application of the results presented in this study to clinical 

e c h o g r a m s . 
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III 

Phase-Derivative Imaging I: Methods and 
Stabilization Analysis 

R.L. Romijn B.J. Oosterveld J.M. Thijssen 

The potential of using the phase derivative (PD) for echographic imaging was investi­
gated. The PD data were calculated by four methods: zero crossing (ZCS) with squelch 
addition, analytic signal either with squelch addition (ASS) or with employment of a 
Wiener kernel (ASW), and unwrapped phase (UNP). The large peaks which occur in 
an unprocessed PD signal were "stabilized" by some kind of smoothing algorithm. The 
effects of the amplitude of the squelch signal and of the degree of smoothing were 
systematically investigated for experimental and simulated one and two dimensional 
RF echograms. The optimal pictures obtained for all four PD estimation methods 
were compared to the amplitude modulated (AM) image obtained from the same RF 
data. It is concluded that three different PD images can be derived: AM dominated 
(ZCS, ASS), mixed AM-PD (ASW) and pure PD (UNP) images. Some preliminary 
conclusions regarding the potential of PD imaging for medical diagnostics were drawn. 
These conclusions were based on quantitative first order statistics and on a qualitative 
assessment of second order statistics of the PD image texture. 

Key words: FM imaging; instantaneous frequency; Phase derivative imaging; 
ultrasound. 

1 Introduction 

Conventional B-mode imaging is concerned with the envelope information contained in 

the recorded echo lines. The resolution and statistical properties in the depth direction 

of these images are mainly dependent on the bandwidth, which is inversely proportional 

to the time duration of the individual echoes. Additionally the instantaneous frequency 

might be employed as an information source as well. For instance, a smoothed version 

of this instantaneous frequency can be used to estimate the attenuation of ultrasound 

in biological tissues. Several methods to achieve this have been devised: zero-crossing 

density [1,2], peak shift of the amplitude spectrum [3], short-time Fourier analysis [4] 

(centroid shift of the spectrum) and smoothed phase derivative [5]. The latter method 

will be discussed more extensively in this paper. 

The instantaneous frequency has been used in a somewhat different context, i.e., 

imaging the first derivative of the instantaneous phase of the echographic signals with 

respect to time [6,7]. For bandlimited and frequency-modulated signals, this method 

is equivalent to frequency demodulation. However, echographic signals basically result 

29 
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from two kinds of interactions of ultrasound with tissue: pure reflections which, de­
pending on the sign of the impedance discontinuity, are either zero phase or ±7r-shifted 
phase, and backscattering from a large number of small diffractive scatterers. In the 
latter case, which holds for most parenchymal tissues, the resulting signal can be de­
scribed as a "speckle" pattern due to interference at the transducer face. Apart from the 
frequency shift caused by attenuation, it will be shown, that echographic signals can be 
more properly described as phase modulated signals rather than frequency modulated 
signals. 

Imaging of the phase derivative might potentially be useful in revealing structural 
characteristics of tissues, which can be obscured in the envelope signal. For instance, 
constructive and destructive interferences will occur at random when the echoes arrive 
from gradually-deeper tissues and the corresponding phase jumps are not always clearly 
resolved in the envelope signai. This statement is equivalent to saying that the analytic 
signal that can be calculated for the echogram also has zeroes in the lower half complex 
plane [8]. This statement can be extended to the following: if an analytic function has 
no zeroes in the bounded lower half plane, then Ihe original signal in the complex time 
domain will have only real zeroes (as follows from the Hermite-Biehler Theorem [8]). 
This means that the signal in real time is a real-zero signal as well, i.e., the signal can 
be completely characterized, except for a multiplicative constant, by its zero crossings. 
A technique to transform a signal into a real-zero signal has been used for some time 
in speech and communication technology and consists simply of the addition of an 
adequately-defined sine wave, the so-called "squelch" [8-10]. The method applies only 
to bounded and bandlimited signals. For this class of signals, it can be shown that a 
real-zero signal results if the amplitude of the squelch is larger than the maximum signal 
amplitude and its frequency larger than the highest signal frequency. This method has 
been introduced in medical ultrasound by Ferrari and colleagues [6,7] and elaborated 
by Seggie and Komaili [11-13]. These authors investigated the zero-crossing method to 
estimate the instantaneous frequency. 

Another method for this estimation, also discussed by Ferrari [14] and Seggie [12], is 
the time derivative of the phase of the analytic signal. This derivative is quite unstable 
for two reasons: phase jumps may be discontinuous with time and, for small signal 
amplitudes, a recurrent undefined state is approached [13]. A "stabilization" may be 
achieved by adding a squelch signal, as mentioned above. A different approach for sta­
bilizing the phase derivative has been proposed by Mesdag [5]. This author introduced 
a Wiener kernel, which contains an adjustable stabilization term. His first results were 
very promising, both for imaging purposes and, when using higher stabilization, for 
estimating the frequency shift due to attenuation. 

In this paper, the three cited techniques: zero crossing estimation and phase deriva­
tive, both with the addition of a squelch signal, and the phase derivative with Wiener-
kernel stabilization, are systematically investigated and the results compared to a fourth 
method: phase unwrapping followed by smoothing and differentiation with respect to 
time [15]. It will be evident that stabilization in this method is achieved by adequate 
low-pass filtering of the phase signal. Conclusions are drawn with regard to the most 
preferable stabilization approach for each method and to the optimality for the purpose 
of imaging. The results of the stabilization study were used in the investigation of beam 
diffraction effects on first and second order gray scale parameters of two-dimensional 



PHASE-DERIVATIVE IMAGING I 31 

phase-derivative (PD) echograms as described in a companion paper [16,17]. 

2 Generation of echographic data 

2.1 M e t h o d s 

Echographic R F signals were obtained in three different ways: 
1. Radiofrequency echogram (1 line) obtained from a tissue-mimicking phantom, 

containing two low-amplitude regions. Transducer (Picker): 3.5 MHz center frequency, 
-6 dB bandwidth: 1.7 MHz, no TGC. Sampling frequency was 50 MHz. 

2. Simulated 2-dimensional echogram: 161 lines, linearly scanned, of a scattering 
medium without attenuation. Density of scatterers 1000 per cubic centimeter, scattering 
volume in the focal zone of the transducer. Transducer characteristics as in 1. The 
simulation program calculated the echogram by using the impulse response method 
[18-20]. Sampling frequency was 50 MHz. 

3. Echogram (2D) of a tissue-mimicking phantom (RMI). A volume was scanned 
which contained a low-contrast cylindrical region. Transducer and transmitter/receiver 
as in 1. 

3 Instantaneous frequency estimation methods 

3.1 Zero-crossing method 

As described in the Introduction, the zero-crossing method yields a reliable instanta­
neous frequency estimate if a real-zero signal is available. This is achieved by adding a 
squelch signal to the original echogram: 

x(t) = e(t) + A, cos(27r/.i) (1) 

where e(i) = echogram 
A, = squelch amplitude A, > max |e(i)| 
ƒ, = squelch frequency f, > fmax. 

The zero-crossings of x(i) are estimated and the instantaneous frequency is obtained 
by taking the inverse of the time intervals between the zero crossings. 

The radiofrequency echogram from a phantom (Methods 1) is shown in trace 1 of 
figure 1. The envelope is drawn as well, whereas the two low amplitude regions can 
be seen in the left and central parts. The instantaneous frequency signal was obtained 
after addition of a squelch signal of 5 MHz with amplitude increasing from 1 to 121 
percent of the maximum of the envelope in traces 2 through 6. The average frequency 
was subtracted and then the signals were rectified and subsequently smoothed by a 
0.4 /is cosine window. It will be evident that the peaks corresponding to destructive 
interference gradual disappear with increasing squelch amplitude. This is of course due 
to the fact that for low envelope levels, the instantaneous frequency is almost identical 
to the squelch frequency. Because of the subtraction of the mean frequency the resulting 
frequency signal tends to zero. Apart from details in the "texture", it can be concluded 
that a high squelch amplitude yields an "instantaneous frequency", or PD, signal which 
is equivalent to the original signal after amplitude demodulation. 
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Figure It Trace 1: RF echogram of tiaue phantom with two low amplitude re­
gions; AM drawn on top of the rf. Traces 2 throttgh 6: PD echogram» estimated 
by zero-crossing method (ZCS); squelch signal increasing from 1 to 111 percent 
of maximum AM level. 

In conclusion, the addition of a squelch signal does not bring about the desired 
improvement in the PD estimate by completion of the set of zero crossings. On the 
contrary, the AM information dominates the PD echogram at full squelch amplitude 
levels (91, 121 percent in Fig. 1), with only minor differences in amplitude contrast and 
axial resolution as compared to the conventional AM image. The phase information at 
higher amplitude levels is practically identical to the variations in the envelope due to 
the phase effects. 

3.2 P h a s e d e r i v a t i v e of t h e a n a l y t i c signal and squelch addit ion 

The envelope and the phase of a bandlimited signal can be obtained from the analytic 
signal, a(t) [21,22]: 

a(t) = e(t) + jë(t) 

where ë(<) = e(<) * ¿ = Hilbert transform. 
Then the envelope and the phase follow from: 

WOI = yje>(t) + è'(t) 
ë(t) 

4>(t) arctan 
e(t) 

(2) 

(3) 

(4) 

The phase derivative (instantaneous angular frequency, frequency modulation) is 
then calculated by differentiation of equation (4): 
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Figure 2: Same as figure 1, PD estimated by analytic signal method and squelch 

addition (ASS). 

m e(t)ë'(t) - e'[t)ë(t) 

Ht)\2 (5) 

Equation (5) shows that the phase derivative becomes unstable if e(t) approaches 
zero. The formula that results if a squelch signal is added can be found in [13]. The 
squelch signal yields a kind of stabilization of the phase derivative [11,12]. 

The method is illustrated by figure 2. As in figure 1, trace 1 in this figure shows 
the original RF signal and its envelope. The second trace shows the result of the PD 
after addition of a squelch signal with an amplitude of 1 percent of the maximum 
envelope. Apart from small details, this trace is identical to trace 2 in figure 1, i.e., 
phase transitions are quite well displayed because of smoothing after rectification of 
the PD signal and preliminary subtraction of the mean frequency (squelch + signal). 
The effects of increasing the squelch amplitude are similar to those described for the 
zero-crossing method. 

In conclusion, the analytic signal method that includes a squelch signal to estimate 
the PD signal yields results which are practically identical to those of the zero crossing 
method. The conclusions formulated there apply to the analytic signal method plus 
squelch. 

3.3 Phase derivative of the analytic s ignal and stabi l izat ion by Wiener ker­
nel 

In contrast to the two methods discussed above, stabilization of the phase derivative, or 
instantaneous frequency, is now achieved α posteriori. Therefore, the PD, as estimated 

by the analytic signal method as described in the previous section, is further processed 

by multiplication with a Wiener Kernel. This method was introduced by Mesdag [5] 
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Figure 3: Same аз figure 1, PD estimated by analytic tignai method and 

Wiener Kernel (ASW). Traces 2. through 6: ¡tabilization factor in WK increas­

ing from 1 to 61 percent. 

and proceeds as follows: 

m 
Ф'(і) if |o(<)| > e 

(6) 

where ф'(І) = new estimate of P D 

a>c = angular center frequency of ultrasound pulse 

ε = stabilization factor. 

The first right hand term of this equation is similar to a Wiener filter (in the frequency 

domain), where ε 2 then stands for the noise power [21]. 

As in the previous two methods, the PD is subsequently rectified and smoothed by 

a 0.4 μ* cosine window. 

The potential of the method is illustrated in figure 3. Trace 2 shows again almost 

pure phase information. Comparison with the corresponding traces in figures 1 and 2 

leads one to conclude t h a t the Wiener kernel yields a higher "contrast" of the phase 

transitions, even at the very low stabilization factor of one percent. The increase of 

this factor to levels over 30 percent produces a quite obvious enhancement of the PD 

at high levels of the envelope, while preserving the phase information in the "texture". 

Moreover, the resolution and the contrast are better than in the AM echogram. 

In conclusion, the analytic signal method with Wiener kernel produces well-preserved 

phase information at ampli tude levels which depend on the stabilization factor in the 

kernel. The contrast and "sharpness" of texture contours are also superior to those 

obtained by the previous methods. 
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3.4 Phase derivative from unwrapped phase 

The alternative method to estimate the phase derivative from equation (4) is to calculate 

the phase as a function of time explicitly and then perform a differentiation with respect 

to time. The phase signal can be written as 

ф(і)=шсі + (і) (7) 

where 0(<) = stochastic phase term due to backscattering. Therefore, 

ф'(і) = wc + \і). (8) 

Standard algorithms to calculate the phase angle from equation (4) are modulo 2π. 

Therefore, a continuous phase versus time function can only be obtained if the disconti­

nuities produced by the algorithm at multiples of 2π are removed by a reset procedure, 

which is known as "unwrapping" [23]. This technique was developed for the calcula­

tion of phase spectra by DFT algorithms, but was applied to the present problem by 

the authors. The remaining discontinuities caused by the unwrapping were removed by 

a variable length smoothing window (cosine). The phase versus time signal was then 

differentiated with respect to time (Eq. 8), wc was subtracted and the resulting signal 

was rectified. As before, the final processing step was a smoothing by a 0.4 ^s sliding 

cosine window that suppressed the large transients caused by the differentiation. 

The quality of the PD signal produced by this method can be evaluated from figure 

4. It is obvious that the resulting PD with only little smoothing prior to rectification 

(trace 2) is almost identical to the corresponding trace in figures 1 through 3. Therefore, 

the discontinuities caused by the unwrapping are of minor importance. Nevertheless, 

the variable smoothing of the unrectified PD, as shown in traces 3 through 6, produces 

remarkable effects. It is evident that the phase information is preserved and that the 

effects at low envelope magnitudes (i.e., high PD peaks) are gradually suppressed. The 

final trace (6) shows a PD signal that contains almost no amplitude information. The 

phase information present in trace 6 displays constructive and destructive interference 

effects equally well. 

In conclusion, the unwrapped phase method produces a PD echogram that almost 

exclusively contains phase information and no amplitude information. The deleterious 

effects caused by very low, or zero, echo amplitude levels may be prevented by additional 

amplitude weighting, or "hard" thresholding. 

4 First order statistics of P D images 

4.1 Zero crossing method 

The 2-D R F echogram that was simulated as described in section 2 was processed 

with five different amplitudes of the squelch signal, ranging from 1 to 121 percent, as 

before. The histograms are shown in the left column of figure 5. It can be observed 

that the histogram changes from almost exponential for the original PD data (1 percent 

squelch amplitude) to a "Rayleigh"-like curve at high amplitudes of the squelch signal. 

Summarizing statistical parameters are depicted in the right column of figure 5. The 

top three graphs show a gradual decrease of the frequency range involved which starts 
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Figure 4: Same as m figure 1, PD estimated by unwrapped phase method 

(UNP). Traces 2 through 6: primary smoothing window length from 1 to 21 

samples (50 MHz). 

HISTOGRAM STATISTICAL PARAMETERS 
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Figure 5: First-order statistics of 2-D phase derivative image obtained from 

simulated rf data, ZCS method (Fig. 1). Left column: histograms obtained 

from PD images with increasing squelch amplitude. Right column: histogram 

parameters. Note different abscissas. 
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Figure β: Same ai figure S for ASS method (Fig. 2). 

at 31 percent squelch amplitude. The mean over standard deviation, which is the "pixel 

signal-to-noise ratio" of the images, remains almost constant, although the highest value 

is found at 121 percent. It may be concluded, therefore, that a small enhancement of the 

available information is obtained by using the theoretically-optimum squelch amplitude. 

The ultimate value of the SNR equals 1.71, which is very close to the limit obtained for 

the amplitude-coded B-mode images [19,20] and which corresponds to the value for a 

Rayleigh probability distribution [21]. 

4.2 Analyt ic signal method and squelch addit ion 

As was indicated in the previous section, this method yields practically identical 

results as the zero crossing method. Again, the results at a 31 percent squelch amplitude 

level are not monotonie with respect to those obtained at 1 percent level. The statistical 

measures (Fig. 6) confirm the observations that may be made from the histograms. 

4.3 Analyt ic signal method and Wiener kernel 

The histograms shown in the left column of figure 7 display a tendency to less skew-

ness which is more subtle than in the two previous cases. In addition, the histograms 

become significantly smoother at the higher stabilization levels (46 and 61 percent, re­

spectively). The right column in figure 7 displays a gradual decrease of the frequency 

span of the images, whereas the pixel signal-to-noise ratio remains constant at 1.58 over 

the whole range of stabilization levels, from 1 to 61 percent. Therefore, increasing the 

stabilization improves just the accuracy of the SNR estimates, while no bias is present 

in this method. 
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Figure 7: 5ar7ie a« figure 5 for ASW method (Fig. 3). 

4.4 U n w r a p p e d phase m e t h o d 

As remarked in the previous section, the stabilization applied to this method produces 
just a smoothing without the introduction of any influence of amplitude information. 
One might expect, therefore, a gradual decrease of the skewness of the histogram with 
increasing smoothing level (cf. Fig. 8, left column) and a corresponding decrease of the 
mean and standard deviations. The latter decrease becomes obvious from the graphs 
in the right column of figure 8. The SNR, on the other hand, displays only a minimal 
tendency to increase, reaching a final value at a 21-point window length (i.e., 0.4 με) of 

the predifferentiation smoothing filter. The shape of the histograms does not change in 

the same way as in the other three methods. As can be seen, the low levels are preserved, 

which shows as a steep increase at these levels, but the peak of the histogram broadens. 

In other words, the tendency for a change from an exponential to a Rayleigh-like pdf is 

not found for this estimation method. 

4.5 Conclus ion 

The addition of an optimal squelch signed yields a small improvement of the SNR of 

the PD images. The pdf approaches a Rayleigh distribution, which is expressed in 

an increeise of the SNR value. It is questionable whether a PD estimation technique 

involving a squelch signal is relevant to imaging. The first-order statistics of the PD 

images obtained with the Wiener kernel, as well as with the unwrapped phase method, 

confirm the observations made in the foregoing section. 
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F i g u r e 8: Same at figure 5 for UNP method (Fig. 4)· 

5 2-D phase derivative (PD) images 

In this section, the images obtained from a simulation of a homogeneous and isotropically 

scattering medium and from a tissue phantom are shown and qualitatively evaluated. 

For a quantitative study, the reader is referred to a subsequent publication [17]. 

Figure 9 displays four rows of five images, all from the same simulation. Each row 

illustrates the effects of increasing degrees of stabilization from left to right (Section 

3). In the top row, the results from the zero crossing method are shown, where the 

amplitude of the squelch is expressed as the percentage of the maximum R F amplitude 

over the whole picture. At 1 percent (leftmost picture in top row), a pure PD echogram 

is obtained; at 91 and 121 percent, the influence of the squelch is completed. The 

latter two pictures are rather similar to conventional (AM) B-mode images; whether the 

difference is significant cannot be decided visually. At intermediate squelch amplitudes, 

an "anomaly" occurs, which is quite evident at 31 percent. This phenomenon needs 

further exploration. 

The second row from the top displays the images obtained by the analytic signal 

method and addition of a squelch. The differences from the top row are very small and 

may be insignificant. 

The third row gives the results from the analytic signal method with a Wiener kernel. 

The stabilization factor ε (Section 3, Eq. (6)) is given as a percentage of the highest 

amplitude level. As before, the leftmost picture shows a pure PD echogram. In this row, 

the changes are gradual from left to right and the rightmost image displays an "AM-like" 

texture. However, the lateral "speckle" size (vertical in the images) is obviously much 

smaller than in the two top rows at high stabilization. This observation is in addition 

to the ones made in the previous sections regarding the axial texture characteristics. 
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Figure 9: S-D PD images obtained from simulated rf data. Top row: ZCS 
method: squelch amplitude from 1-121 percent. 2nd row: ASS method: squelch 
amplitude from 1-121 percent. 3rd row: ASW method: stabilization from 1-61 
percent. Bottom row: UNP method: smoothing window length 1-21 samples. 

The fourth row (bottom) was obtained by the "unwrapped phase" method and the 
stabilization factor points to the length of the smoothing window as expressed by the 
number of signal samples involved (sampling rate 50 MHz). The pictures display a grad­
ual coarsening of the texture in the direction of depth (horizontal) as can be expected 
from the increasing smoothing and small changes in the contrast. The pictures are quite 
different in texture from the "optimally-stabilized" images, i.e., the two rightmost of 
the other three rows. This observation confirms the one made in the previous sections 
regarding the 1-D echograms (i.e., axial direction only): this method produces images 
exclusively based on PD information. 

A more adequate qualitative comparison between AM imaging and the various kinds 
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Figure 10: Top row: AM image and optimum PD images of four estimation 
methods for simulated data. Bottom row: same for data obtained from tissue 
phantom. 

of PD images may be made with figure 10. In the top row, the results are shown which 
were obtained from the simulated data; in the bottom row, the results are from the 
data measured in the tissue-mimicking phantom. In the top row, the similarity already 
assumed becomes evident from the AM, i.e., envelope-detected image (ENV) and the 
images from the methods employing a squelch stabilization (ASS, ZCS). The Wiener 
kernel method appears not only to yield a diminished lateral "speckle" size but also an 
increased "speckle" contrast. In the lower row, the most salient picture is the rightmost 
one, which was obtained by the unwrapped phase method. It may be clear that the low 
amplitude "cysts" are completely absent. Further conclusions that may be drawn from 
section 3 are not clearly evident. 

6 Discussion 

In this paper, a heuristic approach has been followed to assess the potential of phase-
derivative imaging, or FM imaging as it is sometimes called. The main conclusion from 
the comparitive study of four estimation methods is that a choice can be made between 
three different images: AM-dominated PD, mixed AM-PD and pure PD. The diagnostic 
value of these possibilities is not fully assessed in this paper. Some conclusions with 
regard to this question are evidenced nevertheless. The mixed AM-PD images produced 
by the analytic signed with Wiener kernel method display a smaller lateral width of the 
"speckle" and also good outlining of lesions, both by gray level contrast and by spatial 
resolution. These properties could be highly relevant in producing a valuable alternative 
to conventional AM B-mode images. The AM-dominated PD images, on the other hand, 
do not possess these qualities and are therefore less likely candidates for this purpose. 
The pure PD images, produced by the phase unwrapping method, are so different from 
AM images that intuitive conclusions can not easily be made. It is clear, however, that 



42 CHAPTER III 

amplitude (i.e., gray level) contrast is removed completely. Only if this information is 

replaced by a new parameter, would one expect any diagnostic value for the detection 

and differentiation of focal lesions. A likely candidate is a local instantaneous frequency 

contrast caused by the different backscattering transfer function of the lesion compared 

to that of the surrounding tissue. Evidence regarding the importance of PD images for 

the detection and differentiation of diffuse lesions may arise from a quantitative study 

of the first and second order statistics, which is described in a companion paper [17]. 

The data presented in this paper did not involve the possible effects of beam diffrac­

tion and attenuation. It may be anticipated, however, that in the process of image 

construction, problems will arise. The PD data are corrected for the mean frequency 

before rectification. Since beam diffraction influences the mean frequency in a nonmono­

tonic fashion when passing from the transducer face towards the focus and beyond [18], 

this effect has to be estimated for every transducer employed, and then accounted for. 

The attenuation produces a monotonie decrease of the center frequency with increasing 

depth [23,24]. Correct P D imaging, therefore, necessitates estimation and subsequent 

correction for the attenuation coefficient of the tissue prior to image formation. 
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IV 

Phase-Derivative Imaging II: Effects of Beam 
Diffraction and Scatterer Density 

B.J. Oosterveld R.L. Romijn J.M. Thijssen 

The potential of using the phase derivative (PD) of the radiofrequency echograms for 
producing two-dimensional grey scale images was further investigated. The PD images 
were produced by five différent algorithms, which according to the results described in 
the companion paper yield PD images dominated by the amplitude (envelope, ENV), 
mixed PD-AM images and pure PD images. These images are termed according to their 
algorithms: ZCS, zero crossing counter with squelch; ASS, analytic signal with squelch; 
ASW, analytic signal with Wiener kernel; UNP, unwrapped phase; and SAS, smoothed 
analytic signal. The rf data were obtained from simulations and from experiments 
with a tissue mimicking phantom. PD images were analysed by calculation of the first 
and second order grey level statistics: mean level, signal-to-noise ratio (SNR) and the 
full width at half maximum (FWHM) of the autocovariance functions (ACVF). These 
parameters were systematically investigated for a range of depths with respect to the 
transducer and a range of scatterer densities of the insonated medium. The UNP 
and SAS images do not suffer much from the diffraction effect but do not display much 
information about the scatterer density either. The ASW and ASS images qualitatively 
display beam diffraction effects similar to those of the AM images, with the exception 
of the mean value which is at the minimum in the focus, where the AM yields a 
sharp maximum at that depth. The mean and the SNR of the ASW and ASS images 
increase with increasing scatterer density and saturate at a density of 5000 cm - 3 . The 
mean value of the envelope, however, displays a square root dependency over the whole 
range. The axial and lateral FWHM of the ACVF of the UNP and SAS methods 
are not significantly dependent on the scatterer density and decrease with increasing 
density for the ASW and ASS images, as was observed in the envelope images. It 
may be concluded that ASW and ASS methods produce PD grey scale images which 
are equally well suited for the diagnosis of diffuse diseases of parenchymal tissues as 
conventional AM images. The smaller "speckle" size of the ASW images might be 
advantageous, for the detection of focal lesions, but the lesion contrast is found to be 
much lower than for the ENV. 

Key words: Acoustic speckle; B-mode echogram; diffraction; FM imaging; frequency 
demodulation; Phase Derivative (PD) imaging; scattering; texture; 
ultrasound. 

1 Introduction 

The employment of the phase information in rf echo signals to construct a new type of B-
mode images is receiving increasing interest. A few clinical studies in which commercial 
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frequency demodulation systems were used have even been published [1,2]. Some time 
ago, we started investigating various methods to obtain what we call "phase derivative" 
(PD) images and reported preliminary results [3,4]. Optimization of the stabilization 
methods and a comparison of the information content in the images produced by these 
methods have been reported in a companion paper [5]. 

The probability density function of the phase derivative or instantaneous frequency 
was derived by Rice [6] and recently by Broman [7] and Angelsen [8]. Rice also gave 
expressions for the autocorrelation function and the power spectral density. These only 
apply to the pure phase derivative. The estimate of the phase derivative, however, 
necessitates involvement of a stabilization, which will unavoidably affect the statistics 
of the phase derivative. Furthermore, we have chosen to use the rectified centralized 
phase derivative and to apply a smoothing operation before the imaging. This will 
affect the statistics even more. In the third paper in this series [9], we will derive 
expressions for the statistical properties of this kind of images. The analysis of the first 
order statistics in our first paper [5] revealed some quantitative insight in the statistical 
texture characteristics of echographic PD images. 

In this paper, we discuss other interesting questions, which were investigated for 
conventional B-mode images and reported on by the present authors [10-12]. These 
concern the sensitivity of the PD images to the inhomogeneity of the sound beam due 
to focussing and diffraction ("diffraction effect"), and to the information contained in the 
images regarding the density of the scattering structures within the insonified medium. 
It is this latter question, that should be addressed in order to be able to assess the 
potential clinical relevance of PD imaging techniques. 

2 Estimation of PD Echograms 

In a companion paper [5], we described four different methods for estimating and sta­
bilizing the phase derivative. In addition to these methods, a fifth method will be 
discussed here which was originally proposed by Angelsen [8] for the estimation of the 
frequency shift in Doppler signals (FM demodulation). 

One can distinguish three different methods for estimating the phase derivative from 
the rf-signals: 

• First, the estimation of the inverse of the time between successive zero crossings. 

• Second, the estimation of the instantaneous phase from the rf signal e(<) and its 
Hilbert transform ë(t) after unwrapping of the phase. One can determine its time 
derivative: 

• In the third method, the derivation is performed first on the arctangent which 
yields: 

_ e(t)ê>{t)-e4t)ê{t) 

*w-—KOP— (2) 

where o(i) = e(<) + jë(t) is the analytic signal corresponding to e(i) and |o(i)| is 
the envelope. We refer to this method as the analytic signal method. 
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Stabilization of equation (2) is necessary because the envelope |o(i) | can become 

very small or even zero. Three stabilization techniques were used: addition of a squelch 

signal, weighting with a Wiener Kernel and smoothing. We investigated five combi­

nations of estimation and stabilization of the phase derivative. For imaging purposes, 

each method was followed by the estimation and subsequent subtraction of the average 

instantaneous frequency followed by full wave rectification and low-pass filtering. 

1. Zero crossing density with the addition of a squelch signal (A, sin(u>,<)) that is 

abbreviated as ZCS. As can be seen in figure 1, the time intervals (τ) between the 

zero crossings were estimated and the inverse of the intervals was then calculated 

(i.e., the instantaneous frequency). 

2. Analytic signal method with the addition of a squelch signal (A, sin(a>,i)) abbre­

viated as ASS (figure 1, second column from left). The method proceeds with the 

calculation of the Hilbert transform of the resulting signal, e(i) + A, sin(ii)<i) fol­

lowed by the calculation of the envelope |a( i) | and the phase derivative according 

to equation (2). 

3. Analytic signal method with a weighting by a Wiener Kernel (ASW). This method 

is illustrated in the third column from the left in figure 1. Since the first part of 

the calculations is identical to the one used in the previous method (ASS), this 

part is left open in the scheme. After the estimation of </>'(t) using equation (2), 

the centre frequency of the pulse of the employed transducer (u)c) is subtracted 

and the result is then multiplied by a "Wiener" kernel as given in equation (6) in 

[5]: 

^ J J î ^ W i ) - « „ ) + « « i f | a ( O I < e 
ф'(1) = (3) 

0'(t) if |o(0l > e 

where ф'(і) = stabilized estimate of the phase derivative, 

e = fraction of the maximum signal amplitude. 

4. Unwrapped phase method (UNP), which is shown in the right column of figure 1. 

The instantaneous phase is estimated by taking the ratio of the Hilbert transform 

and the original rf signal and applying the arctangent operator as in equation (1). 

"Unwrapping" of the phase signal is necessary because of the modulo 2π output 

of the algorithm. Stabilization is achieved by low-pass filtering the unwrapped 

phase prior to derivation. 

5. Smoothed analytic signal method (SAS). In this method, the denominator and the 

numerator of equation (2) are smoothed separately before the division is performed 

[17,18]: 
. (e(t)ê-(t)-e'(t)ê(t)) 
ф = — ш ч — · w 

where (.) denotes a smoothing operation. The stronger the smoothing, the more 

effective the stabilization will be. 
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Figure 1: Block diagram of the five methods of estimating the Phase Derivative 

(PD) echograms from the rf data. ZCS = zero crossings counter with squelch 

signal addition, SAS = smoothed analytic signal method [17]. ASS = analytic 

signal method with squelch addition, ASW = analytic signal method with Wiener 

kernel, UNP = unwrapped phase method (cf. [5]). The addition of the squelch 

signal to ASS is shown between brackets. The low-pass filters before the divisan 

in SAS do not apply to the ASS and ASW. 
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We concluded before [5] that both methods using squelch stabilization, ZCS and 

ASS, produce identical PD images. Since our results confirm this conclusion, we only 

reproduce the images and results of the ASS method in the figures. 

3 Methods 

The data employed in this study consisted of rf echograms obtained by computer sim­

ulation or by experiment. 

3.1 Simulat ions 

The computer simulated rf data were obtained by using the software package developed 

at our laboratory [13]. This package consists of a part which simulates ultrasound 

production and reception by a focussed transducer (impulse response method [14,15]) 

and a part that simulates a three-dimensional volume containing randomly distributed 

point scatterers. Two-dimensional line scans were produced by changing systematically 

the position of the transducer in a single plane with respect to the medium. The 

statistical properties of the B-raode scans obtained were verified by experiments [11], 

which showed that the simulations are realistic. 

In the simulations, a circular single element transducer was employed with the fol­

lowing characteristics: centre frequency 5 MHz, standard deviation of the Gaussian 

spectrum 1 MHz, diameter 13 mm, focus at 8 cm and uniform surface velocity weight­

ing function. The medium had a 1500 m/s sound velocity, no attenuation, and contained 

randomly distributed point scatterers with an average volume density as indicated with 

the results of the simulations. The simulated rf signals were sampled at 50 MHz. 

3.2 Exper iments 

The effects caused by beam diffraction and focussing were investigated by the registra­

tion of rf-echograms from a tissue-mimicking phantom. The phantom was identical to 

the one employed in the former study on B-mode echograms [11]. It consisted of a 5 

percent gelatin base material in which carbon powder (30 μιη) was stirred before the 

congealing. The density of the scatterers weis approximately 105 c m - 3 , the sound ve­

locity was 1526 ± 10 m/s, and the attenuation 0.15 ± 0 . 0 2 dB/cm.MHz. The transducer 

(Picker) had a diameter of 13 mm and the focus at 7.25 cm. The central frequency 

was 5.6 MHz and the "standard deviation" of the Gaussian spectrum was 1.1 MHz. 

The transducer was connected to a custom-made transmitter/receiver with a 30 MHz 

bandwidth. The rf signals were low-pass filtered by a 15 MHz 4th-order Chebyshev 

filter. The signals were digitized by a transient recorder (Biomation 8100) with a 50 

MHz sampling rate (8 bits). The measurements were performed in a tank containing 

degassed distilled water at room temperature. The rf signals were time windowed at a 

depth 0.5 cm below the top surface of the phantom. The shift in the central frequency 

due to the attenuation in the phantom ( Δ / « 0.01 MHz) was neglected. 

The various methods of producing PD echograms are illustrated by a clinical exam­

ple: liver echogram of a healthy subject. This echogram was obtained with a mechanical 

sector scanner (Sonoline 3000, Siemens) employing a 3.0 MHz transducer. The data ac-
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quisition was performed with a custom-made online system [16] at a digitization rate of 

12 MHz (8 bits deep). 

A squelch frequency of 8 MHz was employed in the simulations and experiments 

with the 5 MHz transducer. For the in-vivo example, a squelch frequency of 3.0 MHz 

was used, the centre frequency of the returned echo signals decreasing from І.9 MHz to 

1.6 MHz. The amplitude of the squelch signal was taken 120 percent of the maximum 

amplitude of the rf signal. The stabilization term in the Wiener kernel (ASW method) 

was taken at 30 percent of the mean signal power. The smoothing of the unwrapped 

instantaneous phase (UNP) was performed by a 21 point sliding cosine window (duration 

0.4 ¿is). In [5], these figures were estimated to yield optimal PD images. The final 
smoothing operation (low-pass filter) on the rectified PD was performed by the same 
21 point cosine window: 

1 Г / 9 - т г т і \ 1 

(5) w{n) = - l - c o s ( - ^ j ] , 

with N = 21. 

The first and second order statistics of the PD images were calculated from the 

"grey level" histograms (mean, and mean over standard deviation, SNR) and from the 

autocovariance functions (ACVF). The two-dimensional ACVF is defined as: 

R(x,y)= jJdX'dz'{A(x',z') (A)}{A(x, + x,z' + z)-(A)}, (6) 
area 

where A stands for the echo amplitude when the envelope is considered, or, in the 

present case, for the rectified and smoothed PD. 

4 Results 

4.1 First and Second Order Statist ics as a Function of D e p t h (Diffraction 
Effects) 

4.1.1 Simulations 

The PD images obtained from the simulated two-dimensional rf data are shown in figure 

2 (increasing depth from left to right). The amplitude demodulated images indicated 

by ENV are shown as well. A general trend can be visually appreciated that applies 

to the series produced by all the methods: just as in the envelope images, the lateral 

width (vertical) of the "speckle" increases with increasing depth. The eventual changes 

of the mean grey level cannot be appreciated, because each image was normalized to 

Figure 2: Simulated grey scale images displaying the effects of beam diffraction 

and focussing. The size of each image is 2 cm m the lateral (=vertical) direction 

and 0.5 cm in the axial direction. The transducer is on the left transmitting to 

the right. The distance from the transducer to the tissue are from left to right 

¿,4,6,8,10,12,14,16 cm indicated in the figure, a) envelope (ENV), b) ASW, c) 

ASS, d) UNP, e) SAS. 
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fil in the 64 grey levels of the display system. Furthermore, ASW echograms display 
a lateral speckle size smaller than that of the envelope or any of the other PD images. 
Finally, the UNP and SAS methods produce a texture that is different from that in all 
the other methods shown in figure 2 ("spaghetti-like"). 

We observe that the UNP method produces the purest PD images. In the other 
methods, envelope information is mixed to some extent with the PD information. The 
SAS images are closest in appearance to the UNP images. The ASW method incorpo­
rates envelope information to a "medium" extent. The ASS images are so much like the 
envelope images, that one has to conclude that not much PD information is left after 
the stabilization by a squelch signal. 

Following this qualitative description of the most obvious characteristics of the PD 
images and of the effects of beam diffraction, we discuss the quantitative data of the first 
and second order statistics. The effects of beam diffraction on the first order statistics 
can be appreciated from figure 3. The analytic signal methods (ASS, ASW and SAS) 
display a trough in the depth range of the mean PD level at, or around, the focus as 
does the SNR vs. depth. As can be seen, the average of the envelope peaks at the focal 
distance, where the SNR has a minimum as well The transient behavior of the mean of 
the envelope was attributed to the enhancement of the local intensity by focussing. The 
minimum of the SNR in focus was explained by the decrease of the sampling volume 
below a limit where the number of scatterers produces fully developed speckle (i.e., a 
Rayleigh pdf, with SNR = 1.91). These explanations may be applicable to PD images, 
because, as will be discussed below, the mean and SNR of the PD also depend on the 
sratterer density. The underlying mechanism is most probably the influence of echo 
amplitude inherent in the "stabilization" methods employed in the estimation of the 
PD. 

The second order statistics are shown in figure 4. The axial FWHM of the ACVF 
appears to be fairly independent of depth for all the PD estimation methods (figure 
4a). The PD data parallel the envelope data, but are 20 to 30 percent larger. The 
lateral FWHM data (figure 4b) gradually increase from a depth of 2 cm till beyond the 
focus (at 10 cm) and then stabilize, while the envelope data display a small decrease at 
large distances. The lateral size of the speckle of the ASW is of the order of 15 percent 
smaller than the ASS and the envelope. The UNP and SAS methods yield apparently 
an even smaller lateral size. This observation is not consistent with figure 2, where the 
lateral extent is shown to be larger. The explanation for this discrepancy is the strict 
processing of the autocovariance along the linear axial and lateral directions, while the 
UNP and SAS methods yield curled speckles. 

4.1.2 Experiments 

The effects of beam diffraction and focussing were investigated also by measure­
ments with a tissue phantom. (Fig. 5). The results regarding the envelope of these 
measurements were in close agreement with the simulations, although in the previous 
publications [10-12] a density of 1000 cm"3 was used for the latter. As can be seen in 
figure 5a, the mean PD value does not change consistently with increasing depth. The 
UNP method produced mean values which are approximately 60 percent higher than 
for the other methods. The experimental envelope data showed a 200 percent increase 
of the mean in the focus. 
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Figure 3: First order ëtatistics of simulated PD images and ENV images vs. 

depth (cf. Fig. 2). a) mean grey level (frequency, amplitude), b) signal-to-noise 

ratio (SNR). 

The experimental SNR results are shown in figure 5b. As a general conclusion, it can 
be stated that at or near the focus, a minimum occurs, which confirms the simulation 
results (Fig. 3b). The SNR values obtained by the ASS method appear to be higher 
than 1.91 (i.e., for a Rayleigh distribution), as was observed for the simulations (Fig. 
3b). The SNR of the envelope shows a small but significant decrease in the focus [11] 
which confirms the simulation result (Fig. 3b). 

The experimental results of the PD speckle size (ACVF) are shown in figure 6. The 
axial FWHM displays almost no dependence on the distance to the transducer. Only 
the ASS method shows a small continuous increase in the axial size with distance. It 
might be concluded that the axial FWHM is not much influenced by beam diffraction 
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Figure 4: Second order statistici of simulated PD images and ENV images vs. 

depth (cf. Fig. 2). a) axial full width at half maximum (FWHM) of the А С VF, 

b) Lateral FWHM of the ACVF. 

and focussing. From figure 4a and figure 6a, it becomes clear that the axial FWHM for 

the PD methods is consistently larger than for the envelope. 

In figure 6b, the lateral FWHM of the PD speckle of the experimental data is 

displayed vs. distance. The relative increase with increasing depth is of the same order 

of magnitude as for the simulated data (Fig. 4b). 

4.2 First and Second Order Statist ics as a Function of Scatterer Dens i ty 

Figure 7 displays examples of envelope and PD images obtained from simulations 

with varying density of scatterers. Because of the normalization of the gray levels in 

the various pictures, the changes in mean level are not displayed in figure 7. However, 
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Figure Б: First order statistics of experimental PD images and ENV images 

vs. depth, a) mean grey level (frequency, amplitude) b) SNR. 

several observations can be made with respect to the texture: 

• the analytic signal method with squelch stabilization (ASS, Fig. 7c) yields pictures 
which are quite similar to the envelope pictures (Fig. 7a) as regards the size of 
the speckle and the gaps at low scatterer densities. The axial as well as lateral 
speckle sizes gradually decrease with increasing density. 

• The Wiener kernel method (ASW, Fig. 7b) shows a distinct decrease of the axial 
speckle size. The lateral size is smaller than for the envelope and the ASS method 
over the whole range of densities and decreases also. 

• The unwrapped phase method (UNP, Fig. 7d) and the smoothed analytic signal 
method (SAS, Fig. 7e) yield a definitely different kind of "speckle", which does 
not apparently depend on the density. 
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Figure β: Second order statistics of experimental PD images and ENV images 

vs. depth, a) axial FWHM of the ACVF, b) lateral FWHM of the ACVF. 

In our previous paper [5], we already concluded that the ASW method produces a 

display that is a mixture of amplitude and instantaneous frequency information. The 

results in figure 7 point to another important observation: the speckle density in these 

images is higher than for the envelope and ASS method. 

In figure 8, the first order statistics of the PD methods, as well as of the envelope [8,9], 

as a function of scatterer density, are shown. The PD methods involving the envelope 

magnitude (ASS, ASW) produce an increase of the mean in the range of densities from 

100 to approximately at 5000 c m - 3 and then level off at a constant value. The average 

amplitude of the envelope in figure 8a is displayed by using a logarithmic ordinate, 

and thus demonstrates a square root dependence. The UNP and the SAS data do not 

display any significant change of the mean value with density. 
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Figure 7: Grey scale images of ENV and PD methods (ASW, ASS, UNP and 
SAS) simulated with scatterer density ranging from 100 cm'3 to i.10* em'3. 
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The SNR data are summarized in figure 8b. The envelope and ASS method approach 
a limit value above densities of the order of 5000 cm - 3 . For the envelope, this limit equals 
1.91, which corresponds to a Rayleigh distribution. The ASS method yields somewhat 
higher values than the envelope. The SNR produced by the ASW, SAS and UNP 
methods reaches a limit lower than 1.91: in the order of 1.60. It is even questionable 
whether the SNR produced by the UNP and SAS methods is dependent on the density 
at all. 

The second order statistics of the PD methods are shown in figure 9, again over a 
range of scatterer densities from 100 c m - 3 to 2.104 cm - 3 . Figure 9a displays the FWHM 
of the axial ACVF. The axial speckle size of the envelope decreases continuously with 
increasing density. The ASS and ASW methods also show a decrease. This decrease 
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is less pronounced than for the envelope. The SAS and UNP methods show almost no 

variation of the axial speckle size with density. 

The results for the FWHM of the lateral ACVF (Fig. 9b) are quite similar to those 

of the axial ACVF in figure 9a. The ASS method follows closely the results of the 

envelope, whereas the ASW method yields a significantly lower, but still decreasing, 

size. The UNP and SAS methods display a low but constant lateral size. 

When summarizing these results, it follows that the axial FWHM decreases by 25 

percent (ENV, ASS, ASW) and the lateral width by 25 percent (ENV and ASS) and 

by 35 percent for the ASW method. Furthermore, none of the first and second order 

statistical parameters of the UNP nor of the SAS images exhibit a significant dependence 
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Figure 10: Original B-mode image of liver of healthy subject; region of interest 
indicates area of rf data acquisition. 

on the scatterer density, a factor that excludes these methods for the differentation of 
diffuse diseases by PD texture analysis. A final conclusion from figure 9a and 9b is that 
the ASW method yields a much smaller speckle size than the envelope and the ASS 
method (of the order of 15 (axial) to 25 (lateral) percent). Therefore, the area of the 
speckle cell [19] produced by the ASW method is 60 percent of that produced by the 
envelope or the ASS method. For this reason, the ASW method offers a better means 
to detect focal lesions in a homogeneous tissue. 

The devised PD estimation techniques are illustrated by a B-mode echogram ob­
tained in vivo (Fig. 10). The region-of-interest (ROI) is indicated in the centre by a 
bright sector. The rf data from this region were collected in a single B-mode scan and, 
after complex demodulation, redisplayed without compression as an ENV image (Fig. 
11, top). It can be noticed that the axial speckle size in the PD images is coarser than 
that of the ENV image. This is due to the final low-pass filtering of the PD data. The 
ASW shows a distinctly smaller lateral speckle size and some of the strong reflections 
are lost, but the contrast and the resolution for low reflective small areas (hepatic ves­
sels) seems to be improved as compared to the ENV image (cf. [5]). The ASS method 
produces a lateral speckle size comparable to the ENV image and the high contrast 
regions are preserved. The UNP and the SAS images display a curled and laterally 
broad texture with a complete absence of the low reflective regions (vessels). 

5 Discussion 

The results presented in this paper confirm the conclusions presented in our previous 
paper [5]. The squelch stabilization technique (ASS and also ZCS) produces envelope 
dominated PD images, the Wiener Kernel stabilization (ASW) produces mixed ENV-
PD images and the stabilization methods that involve only a smoothing (SAS and UNP) 
procedure pure PD images. 

The PD images were obtained after rectification and subsequent low-pass filtering of 
the instanteneous phase derivative minus its local average. This procedure is analogous 
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Figure 11: Prom top to bottom: a) redisplay of ENV of ROI in figure 10, b) 

ASW, c) ASS, d) UNP, e) SAS. 

to that employed to process the rf signals when producing B-mode images. However, 

one should keep in mind that like the envelope, the phase derivative is a low frequency 

process (6), which means that the spectra lie around ƒ = 0. For this reason, it is not 

possible to apply the complex demodulation procedure to the PD signals [20|. 

All the stabilization methods yield PD images that suffer from beam diffraction 

effects. However, the extent is not the same for all these methods. The expectation 

value of the unrectified instantaneous phase derivative is equal to the centroid frequency 

[8,9]. The local average of the PD is an approximation of the local centroid frequency. 

The depth dependence of the PD is the same as that of the centroid frequency [13j. The 

subtraction of the local average of the PD prior to the rectification removes this depth 

dependence. As a result, the mean PD estimated from the images (Figs. 3a, 5a) shows 

a depth dependence which differs from that of the centroid frequency. The purest PD 

images, obtained using the UNP method, show no significant beam effects at all. The 

mixing of PD with envelope information is the cause of the diffraction effects found with 
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the other methods. The same applies to the SNR. The second order statistics obtained 
by all the methods behave in the same way as the envelope. In the axial direction, there 
is almost no depth dependence and in the lateral direction, the speckle size increases 
until beyond the focal zone. 

The stabilization methods that show the least beam influence (UNP and SAS) un­
fortunately also show the least sensitivity to the density of scatterers representing the 
tissue influence. Mixing more and more envelope with the PD (ASW, ASS) causes the 
PD images to become more and more sensitive to the density. This holds for all first 
and second order parameters that were investigated. 

The ASS method yields images that look very much like the envelope images. The 
parameters calculated from the ASS images also show the same behaviour as the param­
eters from the envelope images, except for the average as explained above. The SNR 
found from the ASS images is 25 percent higher than the SNR found from the envelope. 
This may be attributed to the low-pass filter operation applied after the rectification 
of the PD to remove the sharp peaks. The filter reduces the standard deviation, but 
keeps the average the same which results in higher SNR. All the PD images yield larger 
axial speckle sizes than the envelope, which also may be attributed to the final low-pass 
(iltcr, to some extent. 

The ASW, SAS and UNP methods yield smaller lateral speckle sizes than the en­
velope as calculated with the lateral FWHM of the ACVF. The grey scale images in 
figures 2 and 7, however, indicate that this conclusion only holds for the ASW method. 
The SAS and UNP images show laterally extended curly speckles that are not aligned 
in the lateral direction. The calculation of the FWHM strictly in the lateral direction is 
not able to take this effect into account. The ASW, SAS and UNP methods also yield 
smaller SNR values than the envelope if the density of scatterers is high enough. 

The ASS images do not add information about the scatterer density within the 
tissue to the information that can already be obtained from the envelope images. The 
observations made in reports of clinical studies [1,2] on ihe use of PD images obtained 
by a squelch method mainly concern an improved visibility of local abnormalities in the 
texture. The conclusion that this implies a correlation to hepatic structure is, however, 
questionable. The improvement was described by these authors as a connection of 
individual speckles in the depth direction. This tendency can be explained by the 
results in figure 9, where it is shown that the ASS method yields an axial speckle size 
40 percent larger than the ENV method. The increased speckle contrast mentioned in 
[1,2] can be explained by the very small dynamic range of the PD signals as compared 
to the ENV signals. This effect is caused by the (partial) removal of the amplitude 
information: specular reflection levels do not differ much from speckle levels in PD 
images. The speckle contrast is then blown up by employing the full gray level range. 

The SAS and UNP images do obviously not provide any information about the tissue 
at all. The ASW images which we qualified as mixed ENV-PD are the only sort of PD 
images that may add information to the information obtained from the envelope. The 
observation made in [5], that the ASW method yields smaller speckle sizes, is confirmed 
by the results presented in this paper (Figs. 2b, 7b and l i b ) . Since all four of the 
calculated statistical parameters depend on the density of scatterers, this observation 
may prove to be important. These properties may make the ASW image well suited 
for the detection of focal lesions, a task which benefits from having a large number of 
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independent speckles within the lesion area [21]. 
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V 

Ρ hase-Derivat i ve Imaging III: Theoretical 
Derivation of First and Second Order Statistics 

J.M. Thijssen B.J. Oosterveld R.L. Romijn 

The echo signal obtained from a homogenous and isotropically scattering medium can 
be described as a Poisson time series which is convolved with the transmission pulse 
of the transducer. The probability density function (pdf) of this signal approximates 
to a Gaussian pdf for a narrowband pulse waveform. Methods to derive the phase-
derivative (PD) signal from the complex envelope and the preenvelope of the echo 
signal are described. The first order pdf of the PD asymptotically becomes a Gaussian 
pdf by smoothing. Since the rectified PD is employed to obtain 2 dimensional grey 
scale images, the first order pdf as well as the signal-to-noise ratio (SNR) of this signal 
are also derived. The rectified PD is further smoothed by a cosine time window prior 
to the imaging. The SNR and the autocorrelation function (in the axial direction) 
of this latter signal can be derived under the assumption of a Gaussian spectrum of 
the transmission pulse. These first and second order characteristics of the PD images 
are calculated for the conditions employed in simulations and experiments reported 
previously and are quantitatively compared to the values obtained from these. 

Key words: Acoustic scattering medium; demodulation; FM; instantaneous frequency; 
phase-derivative imaging; scattering medium, demodulation. 

1 Introduction 

The growing interest in the imaging of the phase information of echographic signals [1-9] 

induced a program in the authors' laboratory for a systematic evaluation. The approach 

reported on in two recent papers [10, 11] was basically similar to the one followed in 

the assessment of amplitude demodulated B-mode images [12-15]. However, prior to 

the evaluation of the so-termed phase-derivative (PD) images, a study was performed 

to assess the influence on the first and second order statistics of various approaches to 

estimate the PD, as well as of the degree of "stabilization" [10]. It was shown that 

the methods employing a squelch signal [16] yield PD images which are dominated by 

the envelope and, therefore, resemble greatly the conventional B-mode (ENV) images. 

The method employing a Wiener Kernel to stabilize the PD signals was shown to be 

characterized as a mixing of envelope and phase information and, finally, also "pure" 

PD images were obtained, by using the time derivative of the unwrapped smoothed 

phase. 

The second paper [11] described quantitatively the first and second order statistical 

parameters of PD images derived by using five different estimation methods. These 

parameters were calculated from data obtained by realistic 3-diinensional simulations 

65 
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of homogeneous media containing isotropically and randomly distributed scatterers. Λ 

large range of volume densities of the scatterers was employed. Moreover, the "diffrac­

tion effects", i.e., the influences of beam diffraction and focussing, on the statistical 

parameters were investigated. 

In this paper, the first and second order statistics of the PD images are analyti­

cally derived in a stepwise fashion. The derivations are performed for the stabilization 

method which was called SAS in the second paper [11]. First, the concept of the PD is 

introduced while employing the complex envelope as well as the preenvelope (or analytic 

signal) of the rf signal. The first order probability density functions of the envelope, 

phase and phase derivative are obtained. In the next chapters, a method for estimating 

the stabilized PD signal is discussed, which produces a Gaussian pdf in a good approx­

imation. Then, the mean, variance, and signal-to-noise ratio (SNR) of the rectified PD 

are derived from the pdf under the assumption of a Gaussian transmission pulse. Fi­

nally, the smoothing prior to the display of the rectified PD is introduced and analytic 

expressions for the SNR and the autocorrelation function are obtained. 

2 Echogram of a homogeneous and isotropically scattering med­
ium 

Biological tissue is modelled as a medium with a constant speed of sound, containing 

scatterers which are distributed at random. The latter characteristic implies a homo­

geneous and isotropic distribution in space. For simplicity, the backscattering transfer 

function is taken to be frequency independent. The signal generating process can be 

considered then as a time series of impulses corresponding to a Poisson process. The im­

pulses are convolved with the received echo waveform h(t). This waveform is depending 

on the transmit /receive characteristics of the transducer, the transfer characteristics of 

the medium (attenuation) and the backscattering properties of the inhomogeneilies 

within the medium. In the following, the medium is considered homogeneous and 

isotropic and attenuation is not taken into account. It is further assumed that the 

plane wave approximation is valid. The impulses are characterized by a random ampli­

tude o m and a phase фт. The phase can either be 0 or тг, depending on the impedance 

of the scatterer with respect to that of the surrounding medium. The echo signal x(i) 

(see Fig. la) can then be written as: 

N 

Х(і)=ч£атпк(і-Іт)со5фт, (1) 
m = l 

where i m = time of flight of the echo from scatterer τη, <m £ (О, Γ) 

Τ = duration of the echosignal 

N = number of echoes during time Τ (i.e., number of scatterers within 

the sampled volume). 

The spectra of x(<) and the related waveforms discussed further on are shown in figures 

2a through 2g. 

Taking the effective duration of the pulse waveform h(t) equal to τ and the band­

width β = 1/τ, it can be stated that the transmission pulse is relatively narrow band 

if τ > T/N, or β « Ν/Τ. For this condition, it can be shown [17,18] that the first 
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a 

Figure 1: a) Radwfrequency echogram x(t) (Full time range = 7.5 μι, / c - 7 

MHz), b) Hilbert transform x(t). c) Cosme component a(t). d) Sine component 

b(t). e) Envelope e(t). f) Instantaneous phase S{t) (range: —π/2 to +π/2). g) 

Phase derivative (і) (range: 3 to 11 MHz). 

order probability density function of x(t) is asymptotically Gaussian (central limit theo­

rem). The power spectrum of x(t), which is the Fourier transform of its autocorrelation 

function, can be derived from the characteristic function [17] and it approximates to: 

5 „ ( / ) ~ 7 ( ^ c o s ^ m W h ( / ) ) r 

where wh(f) — 2\H(/)|2/r, in which H(ƒ) is the Fourier transform of /ι(ί), and 

7 = Ντ/Τ, for N = average number of scatterers. 

(2) 

Because c o s 0 m — ± 1 the term cos2 фт can be replaced by 1. Introducing η = Ν /Γ , the 

average echo density, and inserting the expression for w^f) in Eq. (2) yields (see Fig. 
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frequency (MHz) 
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frequency (MHz) 

Figure 2: a) through e) Amplitude spectra correaponding to the лідпаіз in 

figures la through Ie. f) Spectrum of preenvelope Xp(t). g) Spectrum of complex 

envelope x{t). 

2a): 

5 M ( / ) = - - 2 n a 2 | t f ( / ) | 2 
(3) 

where a 2 = (а2

т)т. 

Because homogeneous scattering is assumed, the averaging in Eqs. (2) and (3) can 

be performed over an ensemble of signals, or over duration Г of a single echo signal. 

The thus derived spectrum is still narrowband because only the power spectrum of the 

transmission pulse is present in the foregoing equations. 

3 Phase derivative and its statistics 

As was remarked before, x(t) is a Gaussian stochastic process. Therefore, the complex 

envelope x{t) is a complex Gaussian variable [19, 20]. We can decompose x{t) by writing: 

x(<) = a{t) cos u)ct — b{t) sin wet (4) 

where a[t) and b(t) are the cosine and sine components of x{i) (Fig. 1c and Id, respec­

tively), which can also be shown to be real Gaussian processes [18], and wc is the central 
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frequency of the narrow band signal x(t). The complex envelope is defined as: 

¿ ( 0 = a(t) + tt(i) = e ( 0 « p { t f ( i ) } . (5) 

(and its spectrum is shown in Fig. 2g) where 

e{t) = \i(t)\ = {a2(t) + Ьг(і)}І = envelope (Fig. le) , (6) 

9(t) = arctan{6(<)/o(i)} = instantaneous phase. (7) 

The phase derivative (PD) is defined as: 

* > - « * . (β) 

The instantaneous phase of the rf echogram in figure l a is shown in figure If. Note 

the jumping between —π/2 and + π / 2 (i.e., no unwrapping applied). The PD of the rf 

signal in figure l a is displayed in figure lg. The complex envelope has a circular joint 

Gaussian pdf [18] 

Pl(a,b) = (Ίπψ)-1 ex P {-[ a

2 (<) + Ь3(і)}/2ф}, (9) 

where 
ao 

φ = (a2(t)) = (b2(t)) =Jsxx(f)df = M0, 
D 

and 
oo 

Μ η = (2*)" ƒ $ „ ( ƒ ) ( ƒ - ƒ « ) » # (10) 

о 

are the central moments of the spectrum. The formulation in Eq. (9) is equivalent to a 

random walk in 2-D space. 

In practiced situations, it is more convenient to use the analytic signal (preenvelope) 
ip(<), rather than the complex envelope, to calculate the phase derivative [20]: 

xp(t) = x(t) + ix(t), (11) 

where 

і(<) = ( 1 / 7 г ) 7(7~п л ' ' (12) 

is the Hilbert transform of x(t) (see Fig. l b ) . 

Using Eq. (4), it can easily be shown that : 

x(t) = a(<)sinujct + b(t)coswct. (13) 

Insertion of Eqs. (4) and (13) in Eq. (11) yields the preenvelope: 

xp{t) = {a{t) + ib{t)} exp(iwci) (14) 

= e(<)exp{i[u>c< + 0(<)]} (15) 

= e(<)exp{t0(<)}, (16) 
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where e(t), and (і) are identical to those given in Eqs. (6) and (7) and Θ(ί) is the angu­

lar phase as defined in the preceeding papers [10, 11]. The spectrum of the preenvelope 

of the rf signal in figure l a is shown in figure 2f. 

It can be concluded from Eq. (14) that Xp(i) also has a circular Gaussian pdf. When 

comparing Eqs. (5) and (15), it becomes immediately clear that the only difference that 

will occur when estimating the phase derivative from the preenvelope instead of the 

complex envelope will be a shift of the mean value, from zero to the central frequency 

fc — ω€/2π. For that reason, the discussion in the following chapters applies equally 

well to the analytic signal method. 

As was shown by Rice [21] (see also [22, 23]), the probability density functions of 

the parameters listed in Eqs. (6), (7) and (8) can be derived by partial integration of 

the joint pdf: 

ρ^Ε,Ε,θ,θ) - Е2(4тг7В)ех?{-М2Е
2/2В + Мо{Ег + E2è2)}, (17) 

where В = Л/о Л/г and in which it has been assumed that the spectrum of x(t) is 

symmetric, hence Mi = 0. It then follows that: 

Pi(£?) = E/i>exp{-E2/2i,} (Rayleigh pdf), (18) 

Ргі ) = 1/2π (uniform pdf), (19) 

Prié) = ï(M0/M2)i(l + M0è
2/M2yî. (20) 

The latter equation can be further specified for a signal with a Gaussian spectrum: 

ρ 1(θ) = 2π 2 σ?(4π 2 σ) + 0 2 ) - 1 (21) 

where σ/ = the standard deviation of Gaussian spectrum (Mj = <ίπ2σ2ψ). A plot of 

the pdf as given by Eq. (21) is shown in figure 3a together with a histogram of the PD 

obtained by simulation of an echogram [11]. 

As was shown by Rice [21], the mean value of θ equals zero and its standard deviation 

is infinite, because the second order moment of ρι(θ) does not exist. The full-width-at-

half-maximum (FWHM) of the pdf (Eq. (21)) can be calculated: 

FWHM = 1.53(2^/) (22) 

4 Estimation of phase derivative 

When the phase derivative is estimated from the complex envelope, it is convenient to 

remove the extreme values (to prevent overflow of the computer), by averaging over 

time (smoothing). For that reason, a different approach to the phase derivative will be 

followed now: 
oo oo 

m) = [/^¿¿и<н/[/ stiWM (23) 
о 0 

Employing the Wiener-Kinchine relation: 

oo 

Sxiif) = І*іх(ЯГ = / Яц(г)ехр(-гшг)ат (24) 
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Figure 3: a) Histogram of unsmoothed PD derived from simulated echograms 
(fc = 5 MHz). Drawn line indicates pdf obtained with Eq. (¿1). b) Histogram 
of PD obtained by implementing a 16-point rectangular presmoothing filter (cf. 
Eq. (t9)). Drawn line indicates best fitting Gaussian pdf. 

where ^ ¿ ¿ ( т ) = (x*(t)x(t + τ)) is the autocorrelation function of x(i), 

{.) means ensemble averaging, and 

* means taking the complex conjugate. 

Then with Eq. (5), it follows from this definition [19]: 

Кц(г) = ЯДт) + Д»(т) + ІІЪьП - i U r ) } . 

Combining Eq. (23) and (24) yields: 

(*(<)> = -гкц(0)/пц(0). 

(25) 

(26) 
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Insertion of Eq. (25) yields: 

(i(0) -- {RabW - JMO)} / { ^ ( 0 ) + Нььт (27) 

or: 
(θ(ί)} = (b(t)a(t) - à(t)b(t)) I (a2(t) + b2(t)) (28) 

The ensemble averaging in this formula can be replaced by time averaging over a period 
length Τ because of the stationarity of the echosignal x(t) (cf. [17]). 

In conclusion: averaging of the numerator and denominator separately, before the 

division, yields an unbiased and numerically stabilized estimate of the phase derivative 

with a finite variance. It may be mentioned that this conclusion was reached by An­

geben [22] as well, but for the instantaneous frequency of Doppler signals (frequency 

modulation). The averaging over time is equivalent to increasing the number of in­

dependent observations of the instantaneous frequency that are integrated, when the 

duration of the integration period is increased. According to the central limit theorem, 

the asymptotic form of θ(ί) will therefore be a Gaussian pdf. [7]. In other words, the 

longer the duration of the averaging, the more the extreme values of the phase derivative 

will be smoothed and the variance of θ will become finite. Therefore, 

(θ)τ = (b(t)a(t) - a(t)b{t))T/(a2(t) f Ь2(і))т, (29) 

where Τ — duration of time window of averaging. 

The smoothed estimate of the instantaneous phase derivative 9(t) is then: 

é,(t) = lim {è)T 
1 —»DO 

and 

lim ρΑΘ,) = Gaussian pdf. 
Τ -*οο 

As an example, the histogram of the PD derived by using an averaging window of 16 

data points is shown in figure 3b, together with the best fitting Gaussian pdf. The same 

echo data were used as in figure 3a. 

5 First order statistics of rectified phase derivative 

It is of major interest to calculate the mean and standard deviation of the rectified 

derivative because this derivative is employed for the construction of echographic images. 

Therefore, these variables yield a concise quantification of the first order grey level 

statistics of these images. The rectified phase derivative is defined by: 

Φ = \è\ (зо) 

and the first order pdf by 

^ ( Φ ) = 2p1(è), Φ € ( 0 , ο ο ) , (31) 

and 

oo 

(Φ) = ІФр^ф^ф. (32) 
о 
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Rewriting Eq. (21) for Φ yields: 

Pi{*) = (2τσ / ) 2 {(2π ί τ / ) 2 + Φ 2 } " ' . (33) 

While making use of the indefinite integral [24]: 

fy(aì+y1)-ì>dy=-{a* + yi)-K (34) 

Eq. (32) yields: 

(Φ) = 2πσ{. (35) 

In order to be able to assess the "speckle" contrast, or the inverse i.e., the signal-to-

noise ratio, of an image the variance of Φ should be known as well. The second moment 

of Φ: 
OD 

( Φ 2 ) = /φ1ρ1(Φ)('Φ· (36) 
о 

When using Eq. (33) and taking another indefinite integral from [24]: 

ƒ i / V + y'yUy = ln{y + (¡,2 + α2)*} - y(y2 + α2)"* (37) 

it follows that: 

(Φ2) = ( 2 ™ , ) ' щ_ 4* m + ( ( f f i + n H-M(w+*)-> (38) 

In the latter equation, the upper boundary of the integral in Eq. (36) has been limited 
to a value Ф т . On the one hand, this limiting is partly achieved by the integration over 
a certain window (Eq. (29)) and on the other hand it may still be necessary to insert 
a "hard" limiter in the algorithm, based on this equation, which removes the extreme 
values of Ф. 

The results expressed in Eq. (35) and (38) are sufficient to express the SNR of the 
rectified PD image: 

8 Ν Ε = ( Φ ) / ( ( Φ 2 ) - ( Φ ) 2 ) * (39) 

6 First and second order statistics of rectified and smoothed 
phase derivative 

In this section, the first order statistics of Φ will be derived while making use of the 
approximate Gaussian pdf of Θ,. It can be shown [19] that the autocorrelation of a 
rectified Gaussian random variable equals: 

Я Ф Ф ( Т ) = 2Jlfl· ö· (OKCOBI/ + ijrini7)/ir. (40) 

where η = лісвіп{Я^ g (г)/Я^· ^ (0)}. 

Because θ, has a pdf which is symmetric around zero, it may be clear that 
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It can be shown [19] that for the rectified PD the mean value is given by: 

(Φ) ={2Réj{0)/ir}i={2Mi<ré/ (41) 

and using Eq. (40) 

(Φ2) - ЛФФ(О) = Д ^ ( 0 ) - ^ . (42) 

Then it follows for the "presmoothed" and rectified PD: 

SNR = (Ф)/((Ф2) - ( Φ ) 2 ) ' = {2/{ir - 2)}i = 1.325. (43) 

The next step in the processing is a low-pass filtering (smoothing) of the rectified PD by 

a 22 points cosine window function (duration тд = 4/is). This filter can be characterized 

by its impulse response function g(t)·. 

g(t) = {l-cos(2*t/Tg)}/TB, f e ( 0 , T , ) . (44) 

From this definition it follows that : 

ƒ g{t)dt = jg{t)dt^l. (45) 
- o o 0 

The filtered version Φ denoted by Φ 3 is the convolution of Φ(<) with g(t)\ 

oo 

*,№= J д(тЩі-т)ат. (46) 

— oo 

Because of stationarity, it follows for the mean value (cf. Eq. (41)): 

T» 
(*,) = (*)jg(T)dT={*). (47) 

о 

= ( 2 / π ) ί ^ (48) 

The histograms of the filtered rectified PD are shown in figure 4a for a cosine filter with 

lengths of 10, 22 and 34 data samples, respectively. The curve marked 1 in this figure 

shows the histogram of the rectified PD, where the data used in figure 3 were employed 

again. A presmoothing was performed by using a data window of 13 samples. 

Figure 4b shows the histogram in figure 4a with a cosine window length of 34 data 

points again, but now together with the best fitting Rayleigh pdf. It is evident that 

the approximation is rather good, which means that the presmoothing produces a band 

limited Gaussian PD to a fair approximation. 

An estimate of the standard deviation of the (pre)smoothed unrectified PD, cr.· , 

can be approximately derived from the FWHM of the pdf of the unsmoothed PD (Eq. 

(22)). Assuming that the smoothing operation mainly suppresses the tails of the pdf, 

it follows that Eq. (22) applies to the pdf of the smoothed PD as well. For a Gaussian 

pdf, it can easily be shown that : 

σ · = 0.42FWHM · . (49) 
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Φ, (2n/ßs) 

Figure 4: a) Histograms of rectified PD obtained with a IS point presmoothmg 
filter and cosine filters of 1, 10, S2 and 34 data point lenghts applied after 
rectification, b) Histogram as m A, with 34-point cosine window and best fitting 
Rayleigh pdf (drawn line). 

Then with Eq. (22) it follows: 

'¿t « 4* , , 

and insertion of this relation in Eq. (48) yields: 

(Φ,) = (2/7Γ)ί4σ/ « 3 . 2 ^ . 

(50) 

(51) 

In order to be able to estimate the variance of Φ β , its mean squared value has still to 
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be derived. Starting with the unsmoothed PD: 

+00 

Rgjiiub) = ƒƒ*(<*)(«(*, - a)e'(t2-ß))s-(ß)dadß, (52) 

where s(t) is the impulse response of the presmoothing filter and assuming stationarity 

of the PD, i.e., t = ¿2 — ¿i* Eq. (52) can be rewritten [25]: 

OO 

Rgjit) = f P.(a)R¿¿(t - α) da, (53) 

whe 
σο 

p{a)= i s{x)s'(x + a)da (54) 

is the autocorrelation of the impulse response of the filter. 

The expression for Rnn was derived by Rice [21]: 

R¿¿[T) = -2T2a2
f\n{l - ε χ ρ ( - 2 π 2 σ ^ τ 2 ) } . (55) 

Plots of R¿¿(T) (Eq. (55)) and R¿ ¿ (τ) (Eq. (53)) are shown in figures 5a and b, 

curves marked " t " . The curves marked "s" in these figures were obtained from the 

simulations. It may be mentioned that a¿ in Eq. (48) can be exactly calculated, rather 

than the approximation given by Eq. (50), by using Eq. (53): 

OO 

( 0 = I p.(a)Réò(-a)da = ^é: (56) 
— oo 

Inserting Eq. (53) in Eq. (40) yields the expression for Лфф, the autocorrelation of the 
rectified P D . This autocorrelation is plotted in figure 5c (" t") again with the corre­
sponding curve obtained from the simulations ("s"). The calculations proceed then in 
the way as given by Eqs. (53) and (54), but now applied to the rectified P D : 

OO 

Д*.*,(*) = ƒ ΡβίΌ^Μ* - r) dr, (57) 
— OO 

where the postrectification filter is indicated by the symbol g and ¿»„(r) is the autocor­
relation of this filter (cf. Eq. (54)). This final autocorrelation is shown in figure 5d ("t") 
together with the curve obtained from the simulations ("s"). Then: 

OO 

(Φ;)= ƒ р,(т)Я„(-т)А-. (58) 
— σο 

Applying the Wiener-Kinchine theory, this expression can be rewritten: 

(•;) = ¿ ƒ №0Γ^·ϋ«)Λ,, (59) 
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Figure 5: a) Autocorrelation of the unsmoothed PD, t = theoretical curve (Eq. 

(56)), » = curve from simulations, b) Autocorrelation of the presmoothed (13 

points) PD (Eq. (53)). c) Autocorrelation of the presmoothed and rectified PD 

(Eq. (40)). d) Autocorrelation of the presmoothed, rectified and postsmoothed 

(ÎÎ points) PD (Eq. (57)). 
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Figure Θ: Signal-to-noise ratio of presmoothed (13 point»), rectified and filtered 

PD, SNRg, using a cosine filter, for a range of filter lengths from 1 to 34 data 

points. 

where G(jü!) is the transfer function of the (post) smoothing filter, 

Wc(jt¿) is the Fourier transform of Дфф. 

The final SNR of the presmoothed, rectified and postfiltered PD is then obtained from 

Eq. (48) and (59): 

З ^ Н Ф , ) / ^ ) - ^ , ) 2 } * . (60) 

The effects of the filtering of the rectified PD on the SNRff are illustrated by figure 

6, where the same data were employed as in the other figures. As can be seen, at filter 

length 0 (no filtering), the SNR approximates the value that is mentioned in Eq. (43), 

i.e., of the order of 1.3. Increasing the length of the filter yields a continuous increase 

of the SNR,. The gradual change of the histogram to a Rayleigh pdf (Fig. 4) using the 

cosine windows of a length increasing from 1 to 34 data points is reflected here in the 

limit SNR e of the order of 1.9. This value should be considered, however, as a relative 

limit, because increasing the window length would produce a further increase of SNR 9 . 

The explanation of this phenomenon can be found in Eqs. (48) and (51) in which the 

mean PD appears to be independent of the filter length, whereas, it can be expected 

that the variance of the PD decreases with increasing window length. 

It may be concluded from figure 6 that a high "point" SNR is obtained by filtering of 

the rectified P D . However, this implies a decrease of the axial resolution i.e., a coarsening 

of the PD "speckle" and, therefore, the so-called "lesion" SNR [26,27] does not change 

at all. 

SIMULATION THEORY 
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ENV 

SNR 

FWHM.. 
FWHM(ai 

PD 

μ 
* 
* 
* 
* 

SNR 

0.70 
* 

-0.69 
* 

FWHMOI 

-0.62 
* 

0.73 
* 

FWHM lo i 

* 
* 
* 

0.48 

Table 1: Crosscorrelatwn coefficients of the parameters obtained from the AM 

image and the parameten obtained from the PD image (p < O.OlJ. FWHMax 

and FWHMiat are the Full Widths at Half Maximum of the 2D autocovanance 

function of the image m οιιαί and lateral directions. An asterisk indicates a not 

significant correlation. 

7 Discussion 

The stabilization of the PD by presmoothing was introduced to reduce the outliers of 

the derivative of the instantaneous phase. The smoothing filter of 16 samples duration 

is shown to yield a Gaussian pdf to a good approximation (Fig. 3b). This does not 

imply that the rectified PD has a Rayleigh pdf. The rectified PD instead has a pdf that 

is identical to a half-Gaussian if no postsmoothing is applied and this pdf approaches a 

Rayleigh pdf at a filter length of 34 samples (Fig. 4). This behavior is reflected in the 

SNR (Fig. 6) that goes from 1.3 to 1.9 when the postsmoothing filter-length is increased 

from 1 to 34 samples. 

The theoretically derived autocorrelations of the various stages of the P D calcula­

tions are somewhat narrower than those obtained from the simulated echograms. This 

difference may partly be ascribed to the limited length of the presmoothing filter (13 

samples), which yields a Gaussian pdf of the unrectified PD to a limited degree. There­

fore, Eq. (40) holds only approximately. Furthermore, the theoretical curves were ob­

tained by applying Eq. (53). In this equation, the autocorrelation of the instantaneous 

PD is low-pass filtered (i.e., smoothed). The calculation of the autocorrelation from the 

simulations was performed after smoothing of the PD according to Eq. (29). This was 

necessitated by the large PD values occuring if no smoothing was applied. The differ­

ence between the autocorrelation functions in figure 5 is well within the spread found for 

the series of simulations that was discussed in [11]. Nevertheless, it can be concluded, 

that the first and second order statistics of the PD images are now well understood. 

The clinical importance of these images is, however, still to be shown. An indication 

about this importance may be found in the correlations between parameters of the first 

and second order statistical characteristics of the AM (i.e., video) images and the PD 

images of the same data. This was investigated with the computer simulated d a t a in 

figures 8 and 9 of the preceding article [11], while considering only the scatterer densi­

ties of 3000 c m - 3 and higher, where fully developed speckle is present. T h e P D images 

produced with the SAS method, which is based on Eq. (28), were used. Table 1 shows 

the crosscorrelation coefficients that were significant (p < 0.01). It may be concluded 

that the mean of PD images is not correlated with AM-image parameters. However, the 

mean does not yield information on the scatterer density and therefore is not a likely 
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diagnostic parameter [11]. The other statistical parameters of PD images are highly 

correlated with one of those of the AM images. The conclusion drawn in [11] that the 

SAS method does not contribute to tissue characterization is herewith confirmed. This 

s tatement does hold, in case the scattering characteristics (size of the scatterers) re­

main constant. If, however, the backscatter spectrum is modified due to pathology the 

P D images may be advantageous as compared to AM images. This may be illustrated 

by the findings of Romijn [28] on the differentiation of two histologically distinguished 

types of intraocular melanomas. This author observed a significant contribution of the 

F W H M a l of the PD images to the discriminant function. 
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VI 

Gray Level Transforms and Lesion Detectabi l i ty in 

Echographic Images 

J.M. Thijssen B.J. Oosterveld R.F. Wagner* 

In search of the optimal display of echographic information for the detection of focal 
lesions, a systematic study was performed considering a wide range of gray level trans­
forms (i.e., lookup tables). This range comprised power functions of the echo envelope 
signal (1/8 < η < 8), power functions of the logarithmic transform and a sigmoid 
function. The implications of the transforms on the first order statistics (histogram, 
"point signal-to-noise ratio" SNRp) and on the second order statistics (autocorrelation 
function) could be derived both analytically, and from the analysis of simulated and 
experimentally obtained echograms of homogeneously scattering tissue models. These 
results were employed to estimate the lesion signal-to-noise ratio SNR7, which speci­
fies the detectability of a lesion by an ideal observer. It was found, both theoretically 
and practically, that the intensity display corresponds to the optimal transform (i.e., 
η = 2) for a low contrast lesion. When the data were first logarithmically compressed, 
the lesion SNR appeared to increase with increasing power (1/8 < η < 8). A logarith­
mic transform followed by a sigmoid compression did not produce much improvement. 
These effects of gray level transforms on the SNH7 were shown to be relatively small, 
with the exception of powers η > 2 when applied to linear (i.e., amplitude) data. In 
the case of high lesion contrast, the sequence of log compression, followed by a square 
law produced the optimum SNR¿. This sequence is equivalent to the processing within 
echographic equipment, where the TV monitor has a gamma of the order of 2. 

Key words: Acoustic speckle; B-mode echogram; gray level statistics; gray level 
transform; lesion detection; signal-to-noise ratio (SNR). 

1 Introduction 

Echographie equipment for medical diagnosis was considerably improved by the intro­
duction of digital electronics at the end of the seventies. The scan converter memory en­
abled a real-time display of the echo envelope signal as gray levels in the two-dimensional 
B-mode echograms. Present day equipment stores the echo levels in 6 to 8 bits, i.e., 
64 to 256 gray levels. The enormous range of reflectivity levels occurring in biological 
tissues nevertheless requires the data to be compressed before digitization takes place, 
whereas the attenuation within the tissues necessitates the employment of time (i.e., 
depth) dependent amplification. Compression of the echo levels is generally achieved 
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by a logarithmic amplifier, with a range of 80 dB or more of echo strength. The di­
agnostician is offered a wide variety of controls of the equipment (preprocessing) and 
of display facilities after an image has been digitally stored (viz., "frozen"). These so 
called postprocessing facilities comprise a set of lookup tables to encode the stored echo 
levels into gray levels at the TV monitor. The tables can often be displayed as curves 
and are functionally termed as: linear, high-level expand, midrange expand, etc. Since 
logarithmic compression is performed before storage, a linear lookup table still means a 
logarithmic relationship between echo strength and gray level encoding. Furthermore, 
the display characteristics of the TV monitor, being the last part of the imaging chain 
should be taken into consideration. The dependence of the gray level (i.e., luminance) 
of the monitor on the steering voltage is a power function. This power is generally called 
the gamma of the monitor and it is of the order of 2 to 3 depending on the TV standard 

[1]· 
Following the early work by Burckhardt [2], Abbott and Thurstone [3] and Bamber 

and Dickinson [4], the concepts of texture analysis of echograms obtained from homoge­
neously scattering media have recently been expanded by Wagner et al. [5] and Smith 
et al. [6,7]. The formalisms worked out in the field of statistical (coherent) optics [8] 
were rigorously applied to medical ultrasound and adequate analytic expressions for the 
first and second order statistics could be derived. This analysis was confined to the case 
of fully developed speckle, which means that the density of scattering sites within the 
insonified medium is high enough to approach the limit where the speckle statistics be­
come independent of the scatterer density (with the exception of the mean echo level). 
The applicability of the theoretical framework to actual situations was checked with 
phantom studies by various authors [7,9-11]. Furthermore, the authors [10,12,13] inves­
tigated systematically the effects of lower scatterer densities and of the diffraction and 
focussing of the sound beam on the gray level statistics by realistic three dimensional 
simulations, as well as by experiments. 

The work discussed so far has been concerned with what may be called the point 
statistics (first order gray level statistics) and the spatial statistics (second order gray 
level statistics) of the speckle. In a practical clinical situation, the diagnostic problem 
very often is to detect a focal lesion, e.g. a tumour, within an organ. This problem is 
termed lesion detection, therefore, and it was tackled theoretically by Smith et al. [6], 
fitting in the unified approach to lesion detection by Wagner and Brown [14]. These 
authors showed that in addition to the first order statistics (viz., point signal-to-noise 
ratio), the autocorrelation function, which describes the average speckle size, has to be 
taken into account. It is for this reason that an obvious depression of speckle contrast 
(enhancement of point SNR) by some processing method will not necessarily yield an 
improvement of the lesion detectability. 

Smith et al. [15] developed a tissue phantom that can be employed for the estimation 
of contrast detail curves in psychophysical studies on lesion detection. They measured 
the relative contrast of the echo level of the lesions with respect to the background in 
a linear data acquisition system [15] and after photographic image registration on film 
[16]. Their conclusion was that a human observer behaves suboptimally with respect 
to an ideal observer. However, the problem of gray level encoding has not been tackled 
either theoretically or experimentally until recently [17] and the present paper is a full 
report on this subject. 
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2 Methods 

In this paper, data were used that were obtained either by computer simulation or by 

scanning a tissue-like phantom. The simulations were made by employing the software 

package described in earlier publications [10,18,19]. This package enables us to simulate 

generation of the ultrasonic waveform by a transducer, propagation of the ultrasound, 

backseat tering by a homogeneous cloud of randomly positioned scatterers, complex 

demodulation of rf Unes and finally construction of B-mode images. The whole acoustical 

process is performed in three dimensional space. 

The conditions of the simulations were: 

Transducer: center frequency / c = 3.0 MHz 

bandwidth (-6 dB) Δ / = 0.94 MHz (Gaussian spectrum) 

diameter 2a = 19 mm 

focus at 10 cm 

surface velocity weighting (1 — ( i / o ) 4 ) 

Tissue: velocity 1500 m/s, no attenuation 

density of scatterers: 104 c m - 3 . 

B-mode area: centered around the focus, depth 1 cm, width 2 cm. 

The simulations were repeated twenty times, with independently generated "tissues". 

Ten scans served then as the "background". The remaining ten which were multiplied 

by a factor of 1.3, and of 3.0, representing the low contrast and the high contrast case 

respectively, served as the "lesion". Note that this way of obtaining lesion data is allowed 

because acoustical speckle noise is multiplicative and has a Rayleigh distribution, for 

which the standard deviation is proportional to the mean amplitude. 

The experiments were performed by using the online data acquisition and process­

ing equipment developed at our laboratory, which was described in its preliminary 

version [20], but which has been recently expanded by incorporating an array processor 

(VAP64B, DSP Inc.). This system was interfaced to an abdominal scanner (Sonoline 

3000, Siemens Inc.) with the transducer characteristics of fc = 3.0 MHz, bandwidth 

(-6 dB), Δ / = 0.94 MHz, diameter 2α = 19 mm and focus at 7.5 cm. After a linear 

amplification, the rf data and the TGC driving voltage were digitized at 12 MHz in 8 

bits by a transient recorder (BE 256, Bakker Electronics). The experiments were per­

formed with a commercial version of the tissue-like phantom developed by Smith et al. 

[15] (Nuclear Associates, Inc.). The frequency dependent attenuation was estimated af­

ter appropriate T G C compensation and diffraction correction [19,21,22]. Twenty scans 

were acquired from different sites of the phantom. Ten of the scans were multiplied by a 

factor of 1.3 and of 3.0. These sets served as the lesions as before with the simulations. 

All these data were processed with a complex demodulation algorithm, thus yielding 

the envelope signals for the video B-mode echograms. The final step in the signal 

processing was the processing of the echo amplitudes by nonlinear transformations to 

encode the final gray levels (Fig. 1): 

power function: Vn (1/8 < η < 8), 

log-power function: {log(l + V)}n (1/8 < η < 8), 

log-sigmoid function: arctan[log(l + V) — 1] + π/2. 
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Figure 1: Gray-levet transforms versus gray level V. Both axes were nor­

malized to the maximum values, a) Power law transforms, V1, with powers η 

ranging from 1/8 to 8 indicated along the lines, b) Power law transforms of 

logarithmically compressed data, [log(l + V)]n. 

In order to prevent overflow problems with low values of the variable V, the logarithm 

of (1 + V) was considered. This induces no serious limitation because in practice the 6 

to 8 bits grey level storage yields a range from 0 to 63, or 0 to 255 of the variable V. 

The implications of these gray level transforms for first and second order gray level 

statistics are theoretically derived in appendices A and B. 

3 Results 

3.1 First order stat ist ics 

The effects of the various transforms on the grey level histogram were investigated 

by using the simulated data. Figure 2a shows these histograms for the power law 

transforms, together with the probability density functions (pdf) as given by: 

/ ( n = __exp|__j (1) 

where V' — Vn = g(V) as derived in Appendix В (Eq. (B4)). The histogram shown for 

η = 1 runs from grey level 0 to 127, and corresponds to a Rayleigh pdf with μν = 39 

and μγ = 20.4. 

The consequences of a logarithmic compression prior t o the power law transform are 

shown in figure 2b. By this compression, the pdf's are deformed towards the higher 

gray levels, and are given by (cf. Eq. (B12)): 

where V' = {ln(l + F ) } " = g(V). 
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Figure 2: Theoretical pdf's (continuoua lines) and gray level histograma es­

timated from simulated B-mode data. To facilitate the display, the pdf's were 

normalized to their maximum values, a) Power law transforms, b) Power law 

transforms of log compressed data. 

Figures 2a and 2b show that the theoretically derived pdf's yield an adequate fit 

to the histograms of the (simulated) B-mode data. A summarizing parameter of the 

histograms is the point signal-to-noise ratio, SNRp as defined by: 

S N R ^ ^ (3) 
(Tv 

The SNRp was estimated from the histograms obtained for the simulated images (Fig. 

3a) and for the images measured from the tissue mimicking phantom (Fig. 3b). The 

data points in these figures show the mean values obtained from ten independent images, 

either simulated or measured. The standard error of the mean is indicated by vertical 

bars which are visible only at low values of the powers. It is obvious that both figures 

show a rather large range of SNRp values over the range of powers involved. The final 

point of the log-compressed data, indicated by LSC, stands for S-shaped compression 

after the log compression, which is described by the arctangent of the log data. The 

SNRp for LSC might be calculated by the approximate formulas given in Appendix В 

(Eqs. (B24) and (B20b)). 

It can be concluded that the results of the experiments are practically identical to 

those obtained by the simulations. Therefore, the conclusion can be drawn that the log 

compression increases the SNRp by a factor of four approximately, independently of the 

power η (dashed lines vs. solid lines in figure 3). This result can be stated also as a 

decrease of the speckle contrast by a factor of four, due to log compression. 

The question might be asked as to whether these results are in agreement with the 

exact analytical formulas. The SNRp in case of a power law transform has been derived 

in the Appendix (Eq. B8): 

SNRp = Γ ( η / 2 + 1)[Γ(η + 1) - Γ 2 (η/2 + Ι ) ] " * . (4) 

In order to facilitate the comparison the simulated data (Fig. 3a) were reproduced in 
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Figure 3: Point зідпаі-іо-погзе ratio, SNR, venus logarithmic magnitude of 

the power of the transform. Error bars indicate one standard error of the 

mean (10 realizations). LSC indicates the sigmoid compression curve (arc-

tan of log-compressed data), a) Simulated data, b) Data measured from tissue 

mimicking phantom. Triangles: values calculated using equation (4). Asterisks: 

values calculated using equation (5). 

a plot with a logarithmic ordinate (Fig. 4). The data calculated by equation (4) are 

depicted as triangles. It can be concluded that these theoretical data correspond rather 

well with the data from the simulations. The formula to calculate the SNRp of the 

power law transforms of the log-compressed data is an approximation, as is derived in 

Appendix В (Eq. (B18)): 

SNR, 
/ і г Ц і + μν) 

+ σν 

<rv f η - 1 _ 1 

2μν\Ηΐ+μν) ƒ ' 
(5) 

The results obtained by this formula, with μν = 39 and ay = 20.4, are shown in figure 

4 by the asterisks. The correspondence of the points with the data from the simulations 

is almost exact at η = 1, but less for other values of the power n. 
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Figure 4: Double-log plot of data m figure 3a. Alto thown are the results for 

the large contrast case (Eq (7)). 

Since the noise of the image speckle is essentially multiplicative, one should consider 

the effect of a large contrast in case of lesion detection. As is derived in Appendix A, 

the so-called lesion signal-to-noise-ratio, SNR/, in this situation, equals (Eq. (A16)). 

SNR, = CíSNRJMí 

where d = 2 g ^ 2 | | ~ \ 9 ^ } , the lesion contrast, 

(6) 

and 

M = the number of speckle cells within the area of the lesion 

P 2 ^ί<Γ^L· 
(7) 

the subscripts indicating the background (1) or the lesion (2). The SNR£ was calculated 

as before from the simulated and measured B-mode images, but now for two sets of ten 

images with a contrast Ci — 1 (n = 1). The ensemble averages and variances, after 

nonlinear processing, were then calculated. 

The formula to calculate the SNR£ (Eq. (7)) was modified by a multiplicative factor 

of v 2 in order to facilitate a comparison with the SNRp data obtained by equation 

(3). Only values thus calculated from the simulations are displayed in figure 4. It 

can be concluded that this "large-contrast" case yields a progressively different SNR* 

as compared to the original SNRp with increasing value of the power for the power 

law compression. The log-compressed data, however, display an increased SNR! as 

compared to the original one (i.e., low contrast SNRp). This difference can be described 

by a constant factor of 12 percent for powers in the range 1/8 < η < 2. At still higher 

powers, the difference decreases and even reverses. 
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3.2 Second order stat ist ics 

The second order statistics were characterized by the autocorrelation function (ACF). 

The general expression for the ACF is (cf. Eq. (B26)): 

Е{д{ {хМ {г'));&х} = 

oo 

JJg(V(x))g(V(x'))f2(V(x),V(x'y,Ax)dV(x)dV(x'), (8) 

— oo 

where V(x) and V(x') are echo levels at positions χ and x', 

Ax = x' - x, 

/ 2 (.) ^ joint pdf (see Eq. (A6)). 

Equation (8) can be analytically derived in case of a single power law (cf. Eq. (B27)), 

but not for the log-compressed data. The autocovariance function ACVF, rather than 

the ACF, was calculated. The ACVF is defined as the centralized ACF, which means 

that the square of expectation value E{g(V(x))} = {g{V{x))) has to be subtracted from 

the right hand integral in equation (8). The impulse response of the echographic system 

was assumed to yield a Gaussian shape of the envelope signal V. The ACVF calculated 

using equation (B27) for the range of powers 1/4 < η < 4 is shown in figure 5a. The 

curves display a maximum width of the ACVF at η = 2 and a Gaussian shape for η = 1 

and η = 2 (rigorously for η = 2). 

A further step is to compare these curves with the ACVF obtained from simulations 

and experiments. A set often images of both kinds was processed and the average ACVF 

was estimated after the various gray level transforms using the unbiased estimate. The 

results for the simulated images are shown in figure 5b, after normalization of the ACVF 

to the value at zero lag distance. It is clear that the curves do cross the zero line, which 

is due to the random character of the speckle in B-mode images, the discrete processing 

and the finite record length (of rf lines). The effect of the various powers can be 

summarized as follows: the widest ACVF occurs for η = 2 and lower and higher powers 

produce curves which become gradually narrower. In the lateral direction similar curves 

were obtained, which is not shown here. The ACVF's obtained after log compression 

and power law continuously become narrower when the power goes down from η = 8 to 

η = 1/8, as can be seen in figure 5c. 

To quantify these results, we estimated the area under the ACVF until the first zero 

crossing as a representation for the average speckle cell size. This was done both for the 

simulated and experimental images and now also in the lateral direction. The results 

obtained for the simulated images are shown in figures 6a and 6b. The standard error 

of the mean is indicated by the vertical bars. Apart from a factor of four difference, the 

axial and lateral size of the ACVF's display a quite similar dependence on the power. 

The sigmoid compression produces a width of the ACVF which is almost identical to 

the one for η = 4. 

The area under the axial ACVF's, calculated using equation (9) and displayed in 

figure 5a, was estimated by integrating over a large range of the lag. The results are 

shown as the triangles in figure 6a. Since these ACVF's have a larger width and a 

smooth tail towards higher lags the areas are larger than of the simulated (Figs. 5b 

and 5c) and experimental data. As can be seen in figure 6a, the differences are almost 

constant and the maximum for the triangles is also found at η = 2. 
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Figure 5: Autocovariance function (ACVF) of B-mode texture tpeckle (axial 

direction) vs. lag as a function of the power of the traniform. a) Results of 

analytical calculations (1/4 < η < 2). b) Results calculated from simulated 

images (linear), c) Results calculated from log-compressed images as in b). 

The area of the normaUzed axial and lateral ACVF's calculated for the experiments 

are shown in figures 7a and 7b. The main difference with the simulated data is the steep 

decrease of the area for the power law transform at η = 4 and η = 8. However, the 

maximum is still obtained at η = 2. The values calculated from the power law transform 

of log compressed data show again the continuous increase with increasing power, and 

the sigmoid compression (LSC) again produces a result which is almost equal to that 

at η = 4. 

3.3 Lesion signal-to-noise ratio 

The ingredients to estimate the lesion signal-to-noise ratio (SNR¿) have been discussed 
now. With reference to equation (6), the procedure was as follows: 

a. Estimation of the lesion contrast, Ci. The demodulated B-mode images (both 
simulated and measured) were split in two series of ten images. The Α-lines of one series 
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Figure β: Speckle size, estimated by the area under ike AC VF of the simulated 

B-mode echograms versus magnitude of the power of the transform, a) Axial 

direction; triangles indicate values calculated using equation (B27). b) Lateral 

direction. 

were then multiplied by a factor of 1.3, which will be discussed as the small contrast case, 

and by a factor of 3, which is called the large contrast case. This rescaling of speckle data 

is allowed and meaningfull because for Rayleigh statistics mean and standard deviation 

are proportional. Therefore rescaling is equivalent to simulating or measuring a tissue 

with a different reflectivity. These images served as the "lesion". By using the definition 

given with equation (6) the lesion contrast C/ will then on the average be 0.26 and 1.0, 

respectively, for η = 1. 

b. Estimation of the large contrast point signal-to-noise ratio, SNR*. The procedure 

to estimate SNR* has been described in the foregoing, and the results are shown in 

figure 4. 

с Estimation of the effective number of speckles, M. According to the definition as 

given in Appendix A (Eq. (A18)) the value of M equals the ratio of the lesion area Αι 

and the speckle size Ac. Following Wagner et al. [5], the size is taken as the geometric 
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Figure 7: Same as in figure 6, but now for data measured from tis­

sue-mimicking phantom. 

mean of the areas under the normalized ACVF in the axial and lateral directions (cf. 

Figs. 6 and 7 for simulated and measured echograms, respectively). 

The results of this procedure when applied to the simulated data in the low contrast 

case are shown in figure 8. Due to the accumulation of estimation errors the vertical 

bars, displaying the standard error of the mean values, are rather large. The trend of 

the mean values for the power law transforms, however, still indicates a maximum of the 

SNR« at η = 2. The results of the log-compressed data are less consistent, although a 

tendency exists for a continuous increase with increasing powers. It may also be obvious 

that the sigmoid compression does not differ significantly from the SNR/ values of the 

log compression followed by a power law. 

The results obtained by using the same simulated images, but now with the large 

contrast, are shown in figure 9. The solid line corresponds again to the power law 

transform and displays a dependency of SNR¿ on the power which is rather different 
from the previous figure. The maximum SNR< is found at η = 1/2. The log-compressed 

data in figure 9 also show the tendency to decrease at larger powers. The maximum 
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Figure 8: Lesion signal-to-noise ratio vt. magnitude of power law traneform 

of simulated echograms, amali contrast case (Ci = 0.26^. 

SNR< is, however, found at η = 1, which implies that a simple logarithmic compression 

yields a lesion detectability that is similar to the η = 1/4 of the power law compression 

for the large contrast case. The sigmoid compression LSC also yields a SNR¿ of almost 
the same magnitude. Comparison of figures 8 and 9 allows for the conclusion that for 
contrasts between 0.26 and 1 (i.e., г = І-З і, and Vi = SVj), the optimal power will 

be of the order of η = 1/2 to η = 2 and the optimal power after log compression of the 

order of η = 2. 

The great difference between the power law compressed data in figure 9 as compared 

to those in figure 8 needs an explanation. For that purpose, we have to consider the 

I 1 H - 1 ^ h - - . 

a 4 V«-n, theorj 
( l ° iV)"n 

I I I 

ι/β 1/4 і/г ι S LSC 

power 

Figure : Same as in figure 8, large contrast case (Ct = \). Triangles indicate 

values calculated from the small contrast case using equation (11). 
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definition of SNR< as given in equation (6), (see also Eq. (A16) of Appendix A): 

SNR, = { ^ » - < * * » (9) 

Rewriting this equation for a power law in which Vi = cVi, yields: 

SNR, = ( f - ^ f t • (10) 

SNR, = f " 1 SNRpAfi (11) 

Vc 2 n + 1 

Therefore, the variation of SNR< with the power η can be described by a simple multi­

plicative factor. This factor was calculated as a function of η for both contrast values 

and the ratio of these factors was then employed to calculate the large contrast SNR< 

(Fig. 9) form the data at the low contrasts (Fig. 8). The SNR/ values thus obtained are 

indicated in figure 9 by the triangles. It can be concluded that the strong decrease at 

τι = 2 and η = 4 is fully explained. 

3.4 Process ing of images containing lesions 

The effects of the nonlinear processing of the grey scale cannot easily be demonstrated 

in images. First of all, many nonlinear compression steps ase involved in normal echo-

graphic equipment. This is partly avoided in the present paper because both the sim­

ulations and the experimental data were obtained after linear processing. The second 

problem is connected to the highly nonlinear gamma (2 < 7 < 3) of TV monitors and 

the additional gamma of the photographic documentation. Finally, there is the prob­

lem of the enormous expansion of the dynamic range by the power law if η > 2. This 

latter problem was solved by clipping the transformed data at the median plus and 

minus two-times the standard deviation of the gray level histograms. The range thus 

obtained was expanded over the full 64 gray levels of the display system and lower and 

higher gray levels were clipped at zero and 63, respectively. The data were obtained 

by scanning various cones within the tissue phantom developed by Smith et al. [6] and 

are shown in figure 10 (power law) and figure 11 (log compression and power law). 

The contrasts of the four cones that are visible are given by the manufacturers as the 

reflectivity ratio (i.e., at η = 1), which ranges from: —7.0, —3.4, 3.6 to 7.1 dB. When 

comparing these images, the effects corresponding to the observation made in figure 9 

for large contrasts are not at all obvious. The power law transformed images (Fig. 10) 

display an improvement of the detectability that is due to the clipping at low and at 

high gray levels (n > 2). The images after log compression are much more suited to a 

display over a limited dynamic range. The effects of clipping become involved only at 

η = 8. The log compressed images have a "familiar" appearance (n > 2), which con­

firms the involvement of these nonlinear processing cascades in echographic equipment. 

The sigmoid compression produces images which are in between η = 2 and η = 4 in 

figure 11. This observation is of course partly dependent on the actual parameters in 

the employed arctangent function (Eqs. (B22) and (B24)). 
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Figure 10: Two rows of sector scans of tissue mimicking phantom contain­
ing cones of varying contrast (from top to botom: -7.0, -S.4, +3.6, +7.1 dB, 
respectively), power law transform of linear data, from ¡eft to right 1/8 < η < 8. 

4 Discussion 

The first order gray level statistics have been characterized by the histograms of simu­

lated B-mode echograms and by the point signal-to-noise ratio SNRp of simulations and 

phantom measurements. The histograms obtained from the phantoms did not differ 

much from those of the simulations as can be decided from the correspondence between 

figures 3b and 3a. The general conclusion can be drawn then that it has been proven 

that both for the power law transforms, and for the log-compressed power law trans-

Figure 11: Same as in figure 10 for power law transforms of log-compressed 

data. 



GRAY LEVEL TRANSFORMS 97 

forms, the SNRp decreases monotonically with increasing power over the whole range 

involved (1/8 < η < 8). 

The decrease is linear on a log-log plot and the SNRp of log compressed data is 

approximately a factor four higher over the whole range of powers. The speckle contrast, 

which is the inverse of the SNRp, can be stated to increase similarly over the whole 

range. The effects of a high contrast on the SNRp could be adequately predicted from 

the derived analytic formulas of the pdf 's, although the approximation made for the log 

compressed data yielded a discrepancy at the extreme powers. 

The enormous range of SNRp values over the range of powers involved in this study 

(Figs. 3 and 4) is not reflected in the lesion signal-to-noise ratio SNR< (Figs. 8 and 9). 

It should be stressed therefore, that the SNRp is not an adequate measure of the speckle 

statistics to assess the dectectabihty of a lesion. The second order statistics have been 

characterized by the area under the ACVF over the range of lags from zero to the first 

zero-crossing of the curves. It should be emphasized that the axial ACVF of an echogram 

obtained with a Gaussian transmission pulse is also a Gaussian function. Therefore, 

theoretically, no zero crossings do occur (Fig. 5a). In practice, i.e., by analyzing either 

the simulations or experimental data, the ACVF has an oscillatory tail, which is caused 

by several reasons (see also Section 3.2): the random nature of speckle (interference), 

the discrete processing of the rf data and the finite length of the rf lines. 

In other publications, another characteristic of the ACVF is often used to quantify 

the size, the full-width-at-half-maximum, FWHM. It was shown by Smith and Wagner 

[7] that the theoretical relation between the area and the FWHM was actually present 

in phantom measurements. We have found a similar result for the linearly processed 

data. Because of the considerable deformations of the shape of the ACVF by the highly 

nonlinear processing considered in this paper, we decided to employ an area measure. It 

appeared that the area until the first zero crossing produced the most consistent results. 

The application of this latter measure to the lateral ACVF can be motivated by 

the same arguments as before. In addition, even with short duration pulses, the lateral 

beam profile of circular transducers displays some, albeit small, side lobes [18]. This 

diffraction effect, caused by the limited aperture of the transducer, enhances the os­

cillatory behavior of the lateral ACVF. The philosophy of employing two ACVF's to 

characterize the average speckle size is the observation that in the focal zone the wave-

front is flat, to a fair approximation, and therefore the axial and lateral ACVF's are 

independent [5]. The power law transforms yielded a maximum size of both ACVF's 

at η = 2. This result implies that the effective number of speckles within a lesion (i.e., 

M in Eq. (11)) is minimum for η = 2. The log-compressed data, on the other hand, 

yielded a continuous increase of the ACVF in both axial and lateral directions until the 

highest power η = 8. These observations were made for the simulations as well as for the 

experiments (Figs. 6 and 7), but are not intuitively clear. Moreover, the log-compressed 

data yielded ACVF sizes significantly smaller than the power law data (< 25%), which 

indicates an advantage of the former for obtaining a high SNR/ (Eq. (11))· 

The lesion signal-to-noise ratio, SNR¿, for the power law transforms in the small 
contrast case (Fig. 8) could be shown to be maximum at η = 2, which is in accordance 

with theory [6]. The differences of the SNR¿'s at the various powers are small compared 
to the differences of the SNRj's in the high contrast case (Fig. 9). The explanation 
for this phenomenon, as given by equation (10), can also be extrapolated to even lower 
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contrasts than considered in the previous sections. The contrast factor of equation (11), 
(c" — 1)/\/с 2" + 1, can be shown to display almost a proportionality to the power η if 

с goes to one. Since the SNRP is to a good approximation inversely proportional to the 
power η (Fig. 4), the SNR¿ tends to become independent of η for very low contrasts. 

The speckle signal-to-noise ratio integrated with a finite aperture, in the case of log-

compressed data and a power η = 1, was discussed in [23] and mentioned in Appendix 

В (Eq. (B28)). The value of M used by Arsenault and April was termed in [23] "the 
effective number of speckles in the integrating aperture". These authors considered the 
intensity rather than the envelope (or magnitude) V and took M to be independent 
of the log compression. We have shown that the ACVF changes by log compression 
with approximately 25 percent. Therefore, their signal-to-noise ratio is not equivalent 
to the lesion signal-to-noise ratio as defined in this paper. Apart from this slight but 
significant difference, our results confirm the additivity of the speckle noise in case of 
the simple log compression in [23]. 

The sigmoid compression following log compression (LSC) yielded a SNR¿ value in 
the range found for the other log compressions followed by a power law in the low 
contrast case (Fig. 8). For the high contrast case, the SNR¿ almost equaled those 
found for the log compression followed by a power of the order of 1 to 4. It can be 
concluded, therefore, that for lesion detection, this form of compression (i.e., lookup 
table) does not yield a significant advantage over a log compression followed by a power 
law. Nevertheless, the LSC might be preferred for keeping some distinction between 
the relatively strongly reflecting structures which outline the anatomy of the examined 
organs. 

The findings at high contrast (Fig. 9) have to be discussed also while considering 
the so-called "gamma" of TV monitors. According to the CCIR standard [1], the 
gamma of monitors is 2.8 (PAL standard), and 2.2 (NTSC standard). Because the log 
compression followed by a power of the order of 2 yields the maximum SNR/ (Fig. 9) 
it can be concluded that the log compression, a linear lookup table and a standard TV 
monitor represents the optimum sequence for lesion detection in a speckle image. This 
sequence appears to be implemented in echographic instruments for practical reasons 
(limited amplitude range of analog-to-digital converters). As an alternative also, the 
sigmoid lookup table can be recommended. Other, even "personal", lookup tables 
(post-processing curves) are not well suited for improving lesion detection in organs. 
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Appendix A 

A Gray Level Statistics of Linearly Processed Echo Data 

A . l First order statistics 

When considering the echographic signals as a random phasor, the distribution functions 

of the envelope and phase have been derived in a number of places [8,24-26]. The basic 

assumption is that the number of scatterers contributing to the rf echo signal α(ί) at 

every moment (i.e., depth) is large enough to obtain a normal (Gaussian) probability 

density function (pdf), which is circular for the analytic signal. The phase has a uniform 

pdf [25]. The pdf of the envelope V — Jal + a\ is the well-known Rayleigh distribution: 

/(VH-^expj-^}, (Al) 

where σ2 = variance of the Gaussian pdf. 

The mean and standard deviation, i.e., the first two (central) moments of this dis­

tribution, are easily derived: 

= «Γ^/Ι, (A2) μν 

σν = "і^- (A3) 

Hence, the signal to noise ratio (SNR) at any point in the image becomes: 

SNRp = £ £ = 1.91. (A4) 

It may be mentioned that the complex rf amplitude a(t) results from a convolution 

of the point spread function of the transducer and the scatterers in the medium. For 

a homogeneous and randomly distributed cloud of point scatterers, this convolution is 

simply a product of the reflectivity and the point spread function at the position of each 

scatterer [5]. 

A.2 Second order statistics 

The second order statistics are characterized by the autocorrelation function (ACF), or 

the autocovariance function (ACVF, viz., the centralized ACF) [5,10,24]. 

ao 

E{V(x)V(x')·, Ax} = j j V{x)V{z')f2{V(x), V(*'); Ax)dV(x)dV(x'), (A5) 
- o o 

where Δ ι — χ' — χ. 

The analytic expression of the joint pdf is given by [24]: 

rivi ^ v/ >\ л ^ V(*)V{*') ( V{*? + У{*')2\ T (k0V{x)V{x1^ 

MV(xmx );Δχ) = ^ - _ exp ^ — — - j I0 ( ^ і ^ ) , (A6) 
where IQ = modified Bessel function of zero order and first kind, 

k0= complex coherence factor = (α(χ)*α(χ'))/2<72. 
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A . 3 Les ion s ignal-to-noise r a t i o 

An important concept in medical imaging is the lesion signal-to-noise ratio, SNRy, be­

cause it yields an objective and quantitative means to assess the quality of the imag­

ing system [6,14]. The SNR/ applies to the problem of detecting a lesion on a noisy 

background. For this reason both the mean value and the variance are summarizing 

statistical parameters of the lesion area. The lesion covers a circumscribed area and has 

a signal level S2 that is on average different from that of the background 5i, where 5^ is 

some function g(V) of the echo amplitude V. In the following, this formulation, rather 

than the linear one is used for reasons of generality. 

SNR, = ( ? г ) " ( S l ) , (A7) 

\/*h + (ru' 
where cr^ = variance over the lesion area in case of background ( j=l ) or of 

lesion (j=2). 

For the low contrast case, this formula reduces to 

smt=
{Sa)-^l), (A8) 

The approximation by σι is strictly valid in case of additive noise, and therefore does 

apply to the present problem only in the low contrast case, because the speckle has a 

Rayleigh distribution [6]. 

The relation of the statistical (lesion) area parameters to the point statistics (i.e., 

first order gray level parameters) has to be derived now. The lesion can be characterized 

by a weighting function a(x,y) which can be uniform (e.g., equal to unity), or any other 

function (e.g., Gaussian [14]). The numerator in equation (A7) can now be written: 

(S,) - (S,) = AJ1 JJdxdy ¡¿Υ,) - s(Vi)] a i x . y ) , (A9) 
area 

where At = lesion area, 

x,y = Cartesian coordinates in image plane, 

g{y} = some function of signal magnitude V. 

For a uniform weighting, equation (A9) can be written: 

( 5 а ) - ( 5 1 ) = Ы 2 ) ) - ( 5 ( 1 ) ) . (AIO) 

The variance in either of the two conditions, j ' = 1 or 2, is: 

Ъ = Af JJdxdy JJdx'dy'a{x,y)Cs(x - x'.y - y'Hx',y') ( A l l ) 

where С$(х — x') = ((S(x) — (S(x)})(S(x') — (S(x')))) = autocovariance corresponding to 

either Si or 52. In case equation (A6) applies the analytic expression for Cs in equation 

( A l l ) can be found in [24] (see also [5]). 
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For a lesion that is large compared to the correlation length and if the differences 

(r — x') and (y — y') can be replaced by Δ ι and Ay, equation ( A l l ) becomes [6]: 

¡rlt = At
 2 if dxdy a(Ax,Ay)a(-Ax, -Ay) 

І^Щ Cs{Ax,Ay) 

0) 
Cs(0,0), (A12) 

For uniform weighting, a — constant, this equation reduces to: 

<TJ[l = i4|-
Ii4eC75(0ì0)> (A13) 

where Ac — area under the normalized ACVF [6] = "area" of speckle cell. 
Since Cs(0,0) = σ ^ , where ρ refers to point statistics (see section A. l ) , equation 

(A13) can be written: 

σΐ = AjlAc<rlp. (AU) 

The lesion signal-to-noise ratio SNRf then follows from equations (A7), (AIO) and ( A14): 

S N R / = W ) ) - O T ) > . (A15) 

у/іаЪ + оЫА^А, 

which can be simplified to: 

S N R ^ ^ C Í S N R ^ M ' , (A16) 

where 

r _MV7))-{9(Vx)) 
1 Ы ^ + МУО)· 

the lesion contrast, 

SNR; = i(g(y) + W ) ) , (A 1 7 ) 

the "point signal-to-noise ratio" in the large contrast case, 

M=AtA;\ (A18) 

the number of speckle correlation cells within the lesion area [6,8,26]. 
The area under the ACVF was analytically derived in [5]. The following equations 

specify the axial and lateral areas, respectively: 

0.685 

Δ / 
1.82^ (mm), _ (A19) 

where Af = —6 dB bandwidth of the transmitted sound pulse in MHz, 

fff = "standard deviation" of Gaussian envelope of sound pulse in mm, 

A« = 0 . 8 7 ^ (mm) (A20) 

where Лс = wavelength at central frequency ƒ, 
ZF = depth of focus, 
D'—D/1.0S = effective diameter of (circular) transducer. 
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Appendix В 

В Gray Level Statistics of Nonlinearly Processed Echo Data 

B . l First order s tat i s t ics 

T h e gray level transforms considered here were inspired by the so-called postprocessing 

curves that are generally implemented in echographic equipment. The question to be 

studied is whether a gray level transform can be assessed that is optimal for lesion 

detection. The various transforms are shown graphically in figure 1. 

The first step in the calculations is the estimation of the gray level histograms after 

applying a transform. The probability density function of a continuous function g of a 

random variable V is obtained from the original pdf f{V) by: 

ЯП = f(v) dV' 

σν· = ^E{{V'Y} - P{V'} 

Therefore, 

(Bl) 
dV 

In the following, it is assumed that the envelope signal possesses a Rayleigh pdf. 

В.1.1 Power Uw: g(V) = Vn = V' 

f(V') = / (VOinV- 1 )- 1 . (B2) 

Inserting the Rayleigh pdf (Eq. (Al)) yields: 

/ ( n = _ _ e x p ( _ _ | (B3) 

or, 

v1^ (-Vi) 
Пу"> = Ъ-"*{-ъ*-) (B4) 

The mean and standard deviation can be calculated as well: 

7 7 vn+1 f ν2 ì 
E{V'} = ƒ dVg(V)f(V) = JdV— exp - — 

о о *· ' 

= Γ(η/2 + 1 ) ( 2 σ 2 ) ? . (B5) 

Since (V)2 = V2n it follows from the latter equation that : 

Я { ( П 2 } = Г(п + 1 ) ( 2 * 2 ) п , (B6) 

so 

= ( 2 σ 1 ) * ^ Γ ( η + 1 ) - Γ » ( η / 2 + 1). (B7) 

SN Γ(η/2 + 1 ) 
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which is a constant, given the value of n. 

Likewise, it follows for the large contrast case (Eq. (A17)) that : 

SNR; = 
Г{п/2 + 1)[(ЬгІ)і+(2 І)і] 

y/[T(n + 1) - Γ(η/2 + 1)] [(2σϊ)- + (2σΐ)"] 
(B9) 

В.1.2 General JogaritAmic Jaw: g{V) = {ln(l + V)}" = V' 

The general logarithmic law (i.e., η is a real number), is considered because the postpro­

cessing of echographic data most often is performed on the logarithmically compressed 

and digitally stored echographic data. The natural logarithm rather than the ten-base 

logarithm is employed because of convenience when exponential functions are involved. 

This choice has no consequences for any of the defined signal-to-noise ratios. 

As above for section B.l: 

dV' n{ln(l -I- V)}"-1 

dV ~ l + V 

Insertion of expression (B9) and the Rayleigh pdf in equation (Bl) yields: 

V 
f(v·) •е-^(1 + ){Іп(1 + )У 

Taking V » 1 yields 

ЯП 
V2 

•e-π {ln(l + V)} 1 -" or, 

ЯП * -2V'* 

-e exp 

„2V'i 

2σ2 

(BIO) 

( B l l ) 

(B12) 

(B13) 

The point signal-to-noise ratio SNRp will now be derived by using the approximation 

formulas for the mean and standard deviation which were given by Papoulis [25]: 

μν и Я( ) + 
<12д(У)<г1 

(Туі ~ Су 

dV* 2 

dg(vy 

=ц 

dV 
ν=μν 

The expressions become for the general logarithmic law: 

η σ ^ τ ι — 1 — ln(l + μν)] 
μγ. ν [ln(l + μν)}η + 

(Ту* 22 ТМГу 

2[1п{1 + μνψ-"{1 + μγ)2 

[ Ц і + М ) ] " - ' 

1 + μν 

and 

SNR- « ^ 1 η ( ι + μ ν ) + ^v_ Í n - 1 _ Λ 
σν η 2μν \ìn(l + μν) J 

(Β14) 

(Β15) 

(Β16) 

(BIT) 

(B18) 
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Insertion of equations (A2) and (A3) yields the SNRj, for a Rayleigh distribution, 

SNR^J^^ + V ^ r f ^ - l ) . (B19) 
21*^4/* - 1 V 11η(σ2π/2) 2 J 

For the simple logarithmic law (n = 1), this becomes 

SNR,*M^MVizM. (B20) 

Because in this latter case of η = 1 equation (B17) yields σγ· ~ λ/4/π — 1, which 

is a constant, it can be concluded that a simple logarithmic transformation results in 

additive noise. 

B.1.3 Sigmoid law: g(V) = arctan [ln(l + V) - 1] + 7r/2 = V' 

Using equation (Bl) yields for this case: 

дп ~ 5[1 + {lll(1 + y) ~1}2] e~v,/2°'· ( B 2 1 ) 
The expression for f{V') in which V is replaced by V' is rather lengthy and is omitted. 

The SNRp can again be obtained with equations (B14) and (B15): 

„ , , „.,„<.„(.+„) - ц+f - 2 ( 1 + ; ^ i i i ï : i ï_ iyv. (B22) 

" " * (1+ /.»){! + ( Ц 1 + W ) - 1 ) ' } ' ( B 2 3 ) 

Assuming μν 3> 1 and inserting μγ and σγ from equations (A2) and (A3): 

μ ν « arctan{- ln( ) - 1} + V < M * — i - 2 - ^ 
l 2 2 2 ( 1 + ( r y | ) J { 1 + ( i i n ( ^ ) _ 1 ) 2 } 2 

(B24) 

r^2-
σν, « = ϊ ί— , (B25) 

(i + ^ H i + t i M 1 ^ ) - ! ) 1 } 
and SNRp follows from the ratio of these latter two expressions. 

The SNR* (i.e., large contrast case) for the latter two nonlinear transforms is not 

written down explicitly, but it can be obtained by inserting the results given by equations 

(B24) and (B25) into equation (A17). 

B.2 Second order stat ist ics 

The autocorrelation function can be obtained from the second order pdf (viz., Eq. (A6)): 

CO 

Е{д{ [хМ {х')У, Ax} = ƒ ƒ g(V(x))g(V(x'))MV{x), V(x'); Ax)dV(x)dV(x'), 

(B26) 

where Δ χ = χ' — χ. 
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B.2.1 Power law transform 

For this case, the ACF can be calculated analytically [5,24]: 

Е{ГЧх),Уп{х');Аг} = ( 2 4 ) " Г 2 ( ^ + 1) » Л ( - ^ , - | ; 1; І^оГ), (В27) 

where jFi = hypergeometric function 
Г = gamma function 

B.2.2 Logarithmic and sigmoid transforms 

We did not achieve the derivation of analytic expressions from equation (B26), so the 

ACVF had to be calculated numerically in these two cases. 

B.3 Lesion signal-to-noise ratio 

By using the lesion signal-to-noise ratio as defined by equation (A16), the expression 
for SNR¿ in case of power law transforms can be obtained by inserting equations (B9) 
and (B27). 

In case of power law transforms of the log-compressed data, the S N R Í can be obtained 
by substituting equations (B24) and (B25) and the calculated size of the ACVF (Figs. 
5c, 6a, 6b) into equation (A16). 

Arsenault and April [23] derived the speckle signal-to-noise ratio integrated with 
a finite aperture in the case of simple log-compressed data. They took the "effective 
number of speckles" M to be independent of the log compression and showed that 

SNR, и (ln(V2)) M* ( M > 5). (B28) 
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VII 

Ultrasound Attenuation and B-mode Texture 
Analysis of Diffuse Liver Disease: Methods and 

Preliminary Results 

B.J.Oosterveld J.M.Thijssen P.C.Hartman R.L.Romijn 
G .J. E.Rosenbusch 

A study was performed to find and test quantitative methods of analysis of echographic 
signals for the differentiation of diffuse liver diseases. An on-line data acquisition sys­
tem was used to acquire radiofrequency echo signals from volunteers and patients. 
Several methods to estimate the frequency dependent attenuation coefficient were eval­
uated, in which a correction for the frequency and depth dependent diffraction and 
focussing effects caused by the sound beam was applied. Using the estimated value of 
the attenuation coefficient the rf signals themselves were corrected to remove the depth 
dependencies caused by the sound beam and by the frequency dependent attenuation. 
After this preprocessing the envelope of the corrected rf signals was calculated and 
B-mode images were reconstructed. The texture of the B-mode images was analyzed 
by first and second order statistical methods. 
The accuracy and precision of the attenuation methods were assessed by using com­
puter simulated rf signals and rf data obtained from a tissue-mimicking phantom. The 
phantom measurements were also used to test the performance of the methods to cor­
rect for the depth dependencies. The echograms of 163 persons, both volunteers and 
patients suffering from a diffuse liver disease (cirrhosis, hepatitis, haemochromatosis), 
were recorded. We studied the reproducibihty over a 5 day period and the influence 
of the biological diurnal rhythm on the evaluated ultrasound parameters. The mu­
tual correlations between the estimated parameters were used to preselect parameters 
contributing independent information and which could subsequently be used in a dis­
criminant analysis to differentiate between the various diseased conditions. 

Key words: acoustic speckle, attenuation, cirrhosis, diffraction correction, diffuse liver 
disease, texture analysis, ultrasound. 

1 Introduction 

Based on the experience from in-vitro experiments with liver specimens [1,2] and from 
extensive computer simulations using realistic three dimensional tissue and transducer 
models [3,4], we have performed a clinical study on the characterization of the liver by 
quantitative analysis of radiofrequency ultrasound signals. Since the methods were not 
designed for the detection of focal lesions we have confined ourselves to diffuse liver 
diseases, in which it was assumed that changes had affected the whole organ. 
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Other investigators have reported on the results of their clinical studies concerning 
diffuse liver disease, using attenuation measurements [5,8,6,7], as well as the analysis of 
the B-mode texture [9,10,11,12]. Most procedures for the estimation of the attenuation 
coefficient employ some corrections for the depth dependent properties of the sound 
beam, which would otherwise influence the estimation [2,3,13,14]. 

The sound beam, however, also causes a depth dependence of the B-mode image 
texture. Correction of the image [15], or correction of the parameters from texture 
analysis [12] for this influence, has only been attempted in a simple way. Usually 
however, the analysis is confined to a region of interest (ROI) that has a fixed distance 
to the transducer [9,10]. In this way the influence of the sound beam is reduced, but the 
flexibility in the choice of the ROI also. Furthermore, this method does not reduce the 
influence that the attenuation has on the texture [4], and finally, the results obtained 
can not easily be generalized. 

The texture analysis methods range from well known methods designed primarily 
for optical images [9,10,12], to methods which are based on realistic models of the liver 
tissue and a deeper theoretical insight in the acoustical interactions between the tissue 
and the interrogating sound pulses [11,16]. 

We have designed a method to produce B-mode scans from the rf signals, which are 
first corrected for the diffraction and focussing effects and for the depth dependencies 
caused by attenuation. To investigate the potentials of our method we have performed a 
retrospective clinical study. We have scanned a group of patients with a variety of liver 
pathologies, among which biopsy proven liver cirrhosis, and a group of volunteers who 
had a normal liver. We used a measurement setup that enabled us to digitize and store 
the rf signals corresponding to a region of interest, obtained in vivo. Several methods to 
estimate the attenuation coefficient were employed. From the corrected envelope of the 
rf signals texture parameters were estimated. The discriminating power of the obtained 
echographic parameters was investigated by applying a Student ¿-test. 

2 Analysis of the Echo Signals 

2.1 Diffraction Correction: Theoretical Background 

The echoes received by the transducer are the result of the linear accumulation of 
backseatterings from inhomogeneities in the tissue. The signal as it is observed de­
pends on the transducer geometry and the properties of the interrogated medium. This 
can be described by various complex transfer functions, of which the following can be 
distinguished: 

• P(ƒ) the electroacoustic round-trip transfer function of the piezoelectric material 
of the transducer, which is involved in the conversion of electric energy to acoustic 
energy and vice versa, 

• S( ƒ ) the average backscattering coefficient of the tissue inhomogeneities, which is 
assumed to be constant in the region of interest (homogeneous and isotropic), 

• H't(f,r), H'T(f,r) the transfer functions associated with the impulse response func­
tion of the transducer at position f (Fig. 1), in transmission and reception, re­
spectively. 
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Figure Is Transducer and tissue in a 

in cartesian coordinate system 

These latter transfer functions depend on the transducer geometry (focussing and aper­
ture diffraction) and the propagation characteristics of the medium. If the point r is 
approximately equidistant to all points of the transducer aperture (i.e., far field approx­
imation), these transfer functions may be separated into a tissue transfer function A 

and a diffraction transfer function H: 

HM,?) = Ht(f,f)A(f,r) (1) 
H'(f,r) = Hr(f,f)A(f,r) (2) 

The functions Ht(f,f) and Hr(f,r) relate to the impulse response functions in a lossless 

medium and are identical due to the validity of reciprocity in the pulse-echo mode. 

Therefore, the subscripts can be omitted. 
A general description of the tissue transfer function is given by 

yL(/,r) = e x p [ - a ( / H (3) 

For biological tissues the attenuation coefficient a ( / ) is usually approximated to be 

linear with frequency 

«( f) = ß f (4) 
Using the described transfer functions the spectrum of the echo signal due to one scat-

terer at position r can be described by 

E(f) = Р ( / ) Я ( ' ( / , г ) 5 ( / ) Я ; ( / , г ) 

= P(f)H2(f,r)A2(f,r)S(f) (5) 

Written as a function of time we have 

e(í) = p ( í ) * f t ( í , r ) * o ( í , r ) * í ( t ) * o ( í , » - ) * f c ( i , f ) (6) 

where * denotes a convolution. If there is more than one inhomogeneity present in the 
tissue the resulting echo signal is the linear summation of the individual echoes 

J 

where j is the index of the scatterer at position fr In the frequency domain this results 

in 

E(f) = ΣΕΛη 
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= />(ƒ)£(ƒ) £ tfU^MU г;) 
3 

= P{fW)EBVS,)e*9l-Mf>i] (8) 
j 

provided that the backscattering function 5 ( / ) is the sanie for all inhomogeneities. If 

only a small time portion of the echo signal is considered the individual echoes е^(<) will 

arise at inhomogeneities in a small volume (isochronous volume) at an axial distance ζ 

from the transducer, which is corresponding to the product of sound velocity с and half of 

the travel time t . The distances r, are approximately equal to this depth ζ and therefore 

the attenuation factor can be approximated by exp[—2a(f)z]. Also the diffraction 

transfer function can be approximated by an average transfer function dependent on 

depth, H(f,z). The echo signal from an isochronous volume at depth ζ can now be 

written as 

E(f, z) = P(f)S(f)H2(f, ') exp[-2a( ƒ),] (9) 

From this equation it is clear that a depth independent estimation of the attenuation is 

only possible if the average transfer function due to diffraction and focussing H2(f,z) 

is known. 

Also the texture of the envelope image shows a depth dependence which is not only 

caused by the sound beam but by the attenuation as well [4]. In the lateral direction the 

speckle size is inversely proportional to the centre frequency of the propagating pulse, 

which decreases with depth, due to attenuation. If the pulse has a Gaussian shaped en­

velope the speckle size in the axial direction is not influenced by attenuation. The reason 

for this is that the axial speckle size is dependent on the bandwidth of the propagating 

pulse only, which is preserved in this special case of a linear-wilh-frequency attenuation 

coefRent. If, however, the pulse shape is not approximately Gaussian, a correction for 

the attenuation has to be carried out as well for the axial envelope characteristics to 

become depth independent. 

The diffraction transfer function can be estimated by recording rf signals from a 

tissue mimicking phantom placed in a watertank. If the method outlined in section 3.2 

is used, the spectra of the rf signals corresponding to a number of depth segments Δ ζ 

at distances z t, for ι = 1, . . . ,n , from the transducer are obtained such that the depth 

segments overlap by 50 percent (z¿ = ζ,_ι + ^Δζ). The resulting amplitude spectrogram 

is the average diffraction filter multiplied by the transfer function Sph(f) of the scatterers 

within the phantom and by the electroacoustic transfer function P(f) of the transducer 

Erk{f,zi) = P{f)Sflt(f)H'{f,zi)t (10) 

where ι = 1 , . . . , π . 

If the spectrogram given by equation (10) is normalized with respect to the spectrum 

obtained in the focal zone (zi = F) this results in 

Epli(f,zt) 

Eph(f,F) 

P(f)SphU)H>(f,zt) 

tfcU*) = 

P(f)Sph(f)H*(f,F) 

НУ,',) 
H\f,FY 
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the diffraction transfer function normalized with respect to the focal zone. The normal­

ization thus removes the properties of the tissue phantom. This normalized diffraction 

transfer filter H^(f, г,) represents the change of the spectral content of the rf echo sig­

nals due to the depth dependence caused by diffraction and focussing. Correction of a 

depth segment of a rf signal, e.g. obtained in-vivo, is performed by dividing its spectrum 

by the normalized spectrum of the filter corresponding to the same depth. 

2.2 Est imat ion of the Attenuation 

Amplitude spectra were calculated using the depth segments of each rf line correspond­
ing to the same distances to the transducer as mentioned above. Prior to the Fourier 
transformations the segments were multiplied by a Hanning window [17]. The spectro­
gram was obtained by ensemble averaging the amplitude spectra at each depth over the 
rf lines of the ROI (cf. Eq. (9)): 

E(f,z.) = Р ( / ) 5 ( / ) Я 2 ( / , 2 і ) е х р [ - 2 а ( / ) г , ] , (12) 

where г = 1 , . . . ,η with η the number of 50 percent overlapping depth segments in the 

ROI. Correction of this spectrogram with the correction filter of equation (11) yielded 

ад,*,) = Е(/,г,)/Н!(/,2і) 

= P ( / ) 5 ( / ) t f 2 ( / , F ) e x p [ - 2 a ( / ) 2 , ] . (13) 

Since P(f) S(f) H2(f,F) is independent of depth, equation (13) can be used to find 
a ( / ) once £,.(ƒ, z.) is known for a range of depth segments in the tissue. 

Several approaches were used to estimate the attenuation coefficient from the cor­
rected spectrogram of equation (13). All these methods are based on the assumption 
that the interrogated medium is homogeneous. In the multi-narrowband (MNB) ap­
proach [1] a two step linear fit method is employed. To the logarithmic spectral values 
at each frequency Д , (k = Ι,.,.,Κ) in the usable bandwidth, straight lines are fit­

ted versus depth г,. This yields the attenuation coefficient as a function of frequency 
а ( Д ) , (к — 1 , . . . , К). Fits were applied to these values versus frequency, corresponding 
to three models for the frequency dependence of a(f): 

• <*(ƒ) = a 0 + a jƒ , a linear fit (MNB), 

• a(f) = ßf, a linear fit, forced to have zero intercept (MNBo), 

• a ( / ) = <Xpfn, a linear fit through the logarithm of the attenuation coefficient 
values (MNBp), yielding ap as the value at 1 MHz and η as the slope of this fit. 

The multi-narrowband method is similar to the spectral-difference method [18], but 

provides a more efficient use of the echodata. 

If the attenuation is assumed to be linear with frequency, a( ƒ) = ßf, the centroid 
frequency shift (CFS) method (or: spectral shift method) [19,20,21,22] can be applied 
by estimating the central frequency fc (i.e., the first order spectral moment) versus 
depth from the corrected spectrogram. The attenuation coefficient β then follows from 

the slope of a linear fit to these values versus depth, 
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where σ¡ is the standard deviation of the Gaussian amplitude spectra averaged over 
all depths, 

Л / с / Δ г is the slope of the fitted line. 

For the log-power decay (LPD) method (or: quasi-narrow band method) [5,2] the am­

plitude spectra versus depth were squared and integrated over the frequency to yield 

the zeroth-order power spectral moments (Mo), after which the logarithm was taken. 

The attenuation coefficient was then estimated using 

4/ c dz 

where fc — the average central frequency in the ROI. A straight line was fitted through 
the log power values versus depth and the slope of this line divided by the central 
frequency, averaged over all depths, resulted in another estimate of the attenuation 
coefficient β. For the MNB and MNBp methods less strict assumptions are made, and 

therefore, more general information may be extracted about the tissue. 

If a homogeneous medium is considered and the spectral amplitude at each fre­

quency is assumed to be Rayleigh distributed, then the variance of the estimate of the 

attenuation coefficient can be derived [23,25]: 

18«? ( 1 6 ) 
0 (1 - o)*{WLw)

3n3{l - ¿¡)N 

where с = speed of sound, 

σ ' = relative variance of the spectral amplitude = 5.61 dB, 

W = usable bandwidth, 

Lw= window length, 

о = window overlap expressed as a fraction of the window length, 
η = number of windows, 

N = number of independent scan lines. 

2.3 Calculation of the envelope of the corrected rf signals 

The most rigorous way to remove all the influences of the applied transducer from the 

rf signals would be by inverse filtering for its depth dependent point spread function. 

This would involve two dimensional deconvolutions in a number of depth segments of 

the image. The result of performing such an operation on a rf sector scan would be 

an image of the scattering inhomogeneities not obscured by speckle. Jeurens et al. [26] 

investigated this procedure and concluded that it would only produce satisfying results 

if the data would meet certain high quality requirements. Since the data recorded with 

our equipment (see section 3.1) did not meet these demands we restricted ourselves 

to correcting the rf signals for those influences that cause a depth dependence of the 

B-mode lines in the depth direction only. That is, we compensated for depth dependent 

diffraction and focussing effects, as well as for the attenuation, in the frequency domain 

(cf. Eq. (11)). 

Having found the value of the attenuation coefficient the envelope of the rf signals, 

corrected for the diffraction effects and for the attenuation, was calculated. We pro­

ceeded line by line in the same way as with the calculation of the spectrogram, that was 
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used for the estimation of the attenuation, by using 50 percent overlapping depth seg­

ments. Each segment was multiplied by a Hanning window and then the amplitude and 

phase spectra were calculated by using F F T . These were corrected for the diffraction 

(cf. Eq. (11)) and the attenuation. This preprocessing was comprised in a compound 

complex transfer function: 

ед*.) = івд,*.)і«ч>[ад>*.)]. ( l 7) 

where 

івд,«.)і = w^i^TO^r" (18) 

ΦΑΙ) = ¿ ( / ) - W ( Z ' ~ Z 0 ) { l n ( 2 ^ ) - T m } , ( 1 9 ) 
7Γ 

and depth z0 corresponds to a specific distance from the transducer, for example cor­

responding to the boundary of the liver. The correction applied to the phase spectrum 

(Eq. (19)) was obtained using the causal attenuation model derived by Gurumurthy 

and Arthur [27]. As proposed by these authors we have taken the minimum-phase de­

lay factor Tm equal to 20.0. Complex demodulation was performed in the frequency 

domain. The spectrum of the complex preenvelope was calculated by multiplying the 

positive frequency part of equation (18) by two and making the negative frequency 

part equal to zero [28]. The resulting spectra were then transfered back to the time 

domain (preenvelope) which, after taking the absolute value, yielded the envelope of 

the segment. Interpolation between the consecutive overlapping segments was neatly 

performed by the Hanning data window that was applied prior to the calculation of 

the spectra. Therefore, the resulting envelope segments could simply be added, taking 

into account the appropriate time delays. By using this approach only a correction in 

the axial direction was accomplished. In other words, the speckles still showed depth 

dependence in the lateral direction, although some change of the texture was evident. 

For this reason the second order analysis of the image texture was confined to the axial 

direction only. 

2.4 Analysis of the B-mode texture 

First and second order texture analysis methods were used, to extract quantitative 

information from the resulting B-mode images. The first order statistics character­

ize the histogram of the echo amplitudes. Two parameters were estimated from the 

histogram: the average echo amplitude (μ) and the average amplitude divided by the 

standard deviation (signal-to-noise ratio, SNR = μ/σ). For a scattering medium that 

contains homogeneously distributed and randomly positioned scatterers with a high 

number density a value of 1.91 is expected for the SNR, which corresponds to a his­

togram that approximates a Rayleigh probability density function. Deviations from this 

limiting situation are expected if the density of scatterers is low (sub-Rayleigh) [4] or if 

a part of the scatterers is regularly spaced (i.e., structure is present) [29]. The average 

amplitude (μ) depends on the strength of the scatterers and on the square root of the 

number density of the scatterers [4]. 

The second order statistics were confined to the axial autocovariance function and 

its Fourier transform, viz. the power spectrum, of the echo intensity. The full width at 
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F i g u r e 2: Autocorrelation function (a) and corresponding noite power spec­

trum (b). The absissa are in arbitrary units, (t, p, and b: see text). 

half maximum (FWHM) of the autocovariance function was used as an estimate of the 

average size of the speckles in the axial direction. 

In some biological tissues two kinds of scatterers may be distinguished in addition to 

reflecting boundaries of organs and blood vessels. The first kind are randomly positioned 

scatterers with a high number density, which cannot be resolved by the transducer. The 

second kind are scatterers which are positioned in a more or less regular order with av­

erage spacing 2. These scatterers, therefore, are structured and the periodicity may or 

may not be resolved by the transducer. As an example the liver can be considered. 

The liver cells are organized in lobules, cylindrical structures with a diameter of ap­

proximately 1 mm. Because the cells and capillaries are randomly positioned within 

the lobules they cause random scattering. The spaces between the lobules (triads of 

Kiernan) are collagen rich, and constitute a more or less regular hexagonal structure. 

Since collagen is a strongly scattering medium this structure may cause "structural 

scattering". 

Following the unified approach of Wagner and Insana [11,16] the intensity contribu­

tions due to structure (ƒ,) and due to random (or diffuse) scattering {Id) were estimated. 

The intensity due to structure is subdivided into a constant part (ƒ,) representing the 

unresolvable part of the structure and a variable part (σ(/,)) representing the resolvable 

part . 7,, σ{1,) and I¿ were estimated from the autocorrelation function of the intensity 
and from its Fourier transform, the power spectrum. Refering to figure 2 and using 
the notation of these authors, the following parameters of the autocorrelation function, 
Α/(Δζ), were distinguished 

(20) 

(21) 

(22) 

where Од = Il + 21J. is the Rician variance, and ρ is the value of maximum structured 

correlation. 

t 

Ρ 

b 

Я,(0) = Ρ = 2I¡ + 4 0 . + Ц = 2-4 + η 

Rtind) = Іг

а + 21 J. + P. =σ\ + η 

ДДоо) =Ί2 = Il + IIJ. + Τ, = σΐ + Τ, 

the Rician variance, and ρ is the value of таз 
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From equations (20) and (22) and the definition of the variance of the intensity due 

to structure, <τ2(Ι,) = Ц - I,, it follows that 

S(I) = P - T = *>R + <T2(I.) (23) 

Using equations (22) and (23) we find 

7. = У72 - σΐ, = yj272-Ρ + σ*(Ι.) (24) 

In practice, the values of I and I2 are obtained from the first order statistics of the 

intensity. To find the value of <τ2(/,) the power spectrum is partitioned. The Rician 

variance σ^ is estimated as the area under the Gaussian fit to the minima of the spec­

trum. Since the total area under the power spectrum is equal to <τ2(/), " ' '(Λ) c a n be 

estimated using equation (23). /j then follows from Ij = I — Ig. 

The following tissue characterizing parameters were used: the average intensity due 

to structure normalized to the intensity due to diffuse scattering (Ι,/Iá), and the variable 
component of the intensity due to structure normalized to the intensity due to diffuse 
scattering (a(I,)/Ij). 

Pronounced peaks in the power spectrum, corresponding to the distance d between 
the regularly spaced scatterers (viz. the structured scattering), were located. Only 
periodicities larger than the resolution of the transducer and smaller than 3 mm were 
considered. The distances corresponding to the peaks were averaged [11] with weighting 
factors equal to the difference between the spectral peak value and the value of the 
Gaussian fit at that frequency. 

3 Methods 

3.1 Data acquisit ion equipment 

To be able to record the rf signals in-vivo a conventional echo scanner was interfaced 
to a transient recorder and a microcomputer. A preliminary version of the equipment 
that was used was described in detail before [30]. The system was controlled by a 
personal computer (PRO380, Digital Equipment Inc.) which was also used for the 
storage of the recorded rf signals. As the ultrasonic front-end a mechanical sector 
scanner (Sonoline 3000, Siemens Inc.) was used, equipped with a transducer with a 
fixed focal distance (.F=7.5 cm, / c=3.0 MHz, Δ/ι/2=0.94 MHz). On the screen of the 

scanner a region-of-interest (ROI), with variable position and size, was made visible for 

the selection of homogeneous portions of the tissue. After the operator pressed a switch, 

the rf signals corresponding to the selected ROI were recorded during a single scanning 

motion of the transducer. The recorded rf signals were digitized and intermediately 

stored by a transient recorder (BE256, Bakker Electronics), which operated at 12 MHz 

sampling rate and had a resolution of 8 bits. The rf signals were amplified by the TGC 

(Time dependent Gain Control) amplifier of the scanner, but were not logarithmically 

compressed. 

During the data acquisition the quality of the recorded rf data was assessed on-line 

by performing an initial analysis using an array processor (VAP64B, DSP Inc.). If the 

number of segments where the rf signal caused overflow in the transient recorder was 
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Figure 3: Experimental set up used to 

measure the depth dependent proper­

ties of the sound beam. (t=traniducer, 

ph=phantom, w=water). 

higher than 25 percent, the operator was automatically alerted to either change the 

setting of the T G C or to avoid strong reflectors. After each recording session the data 

were transferred to a P D P 11/34 computer (Digital Equipment Inc.) on which further 

analysis was performed off-line. 

Before any analysis of the data was performed the depth dependent amplification 

was removed from the signals. For this purpose the steering voltage of the TGC ampli­

fier, which corresponds to a certain amplification factor, was also digitized and stored in 

addition to the rf signals. The relationship between the steering voltage and the ampli­

fication was measured by recording the rf echo signals of a tissue phantom at a number 

of steering voltage levels. The spectra of these echoes were calculated and normalized 

with respect to the spectrum corresponding to one of the steering voltage levels (1 Volt), 

thus yielding the relative amplification factor as a function of frequency and of steering 

voltage. No significant frequency dependence of the amplification was observed. The 

relationship between steering voltage and amplification, however, appeared to be depth 

dependent (i.e., depending on time with respect to the transmission pulse). Therefore, 

this dynamic relationship was established in 13 successive nonoverlapping zones, each 8 

mm in depth, thus yielding 13 look-up tables. Correction was carried out by dividing 

the sampled amplitudes of the rf lines by the amplification factor corresponding to the 

steering voltage value recorded for that sample in the current depth zone. 

3.2 Measurement of the diffraction spectrogram 

The average transfer function D2{f,z) due to diffraction and focussing was measured 

by estimating the spectra of the echo signals from a tissue-mimicking phantom at a 

range of depths. The phantom consisted of degassed water in which 5 percent gelatin 

was solved at б С С . A powder consisting of fine carbon particles was stirred through the 

gelatin solution after which it weis allowed to congeal during continuous slow rotation 

for 6 hours. The density of scatterers was approximately 10 6 /cm 3 , and the attenuation 

coefficient was (0.15 ± 0.02) dB/cm.MHz. 

The phantom was placed in a tank filled with degassed water at room temperature, 

and for every depth the transducer was repositioned in such a way that the recorded 

echo signals came from the same volume in the phantom, just below the top surface 
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Figure 4: The inverse of the diffraction amplitude spectrogram relative to the 

зресігит at the focal distance, which is used for the correction for the depth 

dependent sound beam properties, d = distance to the transducer in cm, f = 

frequency in MHz. д 

(figure 3). To prevent disturbances caused by multiple reflections in the water tank the 

electronics of the scanner was modified so that only one pulse was transmitted during 

each sector scanning motion of the transducer. The direction of propagation of the 

sound pulse was perpendicular to the top surface of the phantom. 

For each depth 100 independent rf lines were recorded by moving the transducer in a 

plane parallel to the top surface of the phantom. This procedure was repeated 38 times 

each time increasing the distance between the transducer and the sampling volume in 

the phantom by 4 mm. 

From the recorded rf signals a time-gated segment of 128 samples, corresponding to 

8 mm of depth, was selected just beyond the surface reflection of the phantom for each 

of the depth ranges at which measurements were taken. In this way the time-gated 

segments of consecutive depths overlapped by 50 percent. The amplitude spectra of 

the segments were calculated after multiplication with a Hanning window [17]. The 100 

spectra corresponding to the 100 transducer positions were then ensemble averaged for 

each of the 38 depths. This yielded the spectrogram corresponding to equation (10). 

The spectra were then normalized with respect to the spectrum obtained for the focal 

zone, resulting in the correction spectrogram of equation (11), the inverse of which is 

shown in figure 4. Outside the usable bandwidth the filter values were made equal to 

1. Correction of a 128-sample depth segment of a rf signal was performed by dividing 

its spectrum by the normalized spectrum of the filter corresponding to the same depth 

as explained in section 2.1. The influence on the sound beam caused by the water 

standoff (cf. fig. 3) was neglected. The attenuation at the acoustic path length within 
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the phantom, being the same for all distances z„ was also neglected. In figure 4 the 
change in spectral shape with depth is clearly visible. 

3.3 Computer Simulations 

Computer simulated echograms were obtained by using the simulation program de­
scribed in its preliminary form by Cloostermans [31] and in its definite form by Romijn 
et al. [32]. In the simulation program a tissue model was employed consisting of ran­
domly positioned point scatterers in a homogeneously attenuating medium. The attenu­
ation was modeled to be linear with frequency (a(f ) = ßf) using the causal attenuation 
transfer function derived by Gurumurthy and Arthur [27], which was also applied for 
the correction for attenuation (see section 2.3). For the present application the scatter­
ing process was assumed to be frequency independent. The model was one-dimensional 
and sound beam effects of the transducer were not included. The transmitted pulse 
was modeled as having a Gaussian envelope. The centre frequency of the pulse was 3 
MHz and the standard deviation of the (also) Gaussian amplitude spectrum of the pulse 
was 0.4 MHz. The simulated echograms each consisted of 50 completely independent rf 
lines, corresponding to a depth of 4 cm at a sound velocity of 1550 m/s . Simulations 
were performed with ten values of the attenuation coefficient inserted, ranging from 0.1 
to 1.0 dB/cm.MHz. For each value of the attenuation coefficient 6 realizations were 
obtained, which sums up to a total of 60 simulated scans consisting of 50 independent 
rf lines each. 

3.4 P h a n t o m measurements 

Using our data acquisition equipment, rf scans were recorded of a RMI tissue-mimicking 
phantom (Nuclear Associates). Several scans were taken at a number of depths of the re­
gion of interest and at a number of adjustments of the TGC. The manufacturer specified 
the attenuation coefficient of the phantom as 0.5 dB/cm.MHz. The phantom contained 
wires and holes, but these were carefully avoided, so that only rf data corresponding to 
homogeneous parts of the phantom were acquired. 

3.5 Clinical Study 

In this study we have examined patients as well as volunteers. The volunteers (group I, 
N=74, age: 30 ± 8), who were partly recruited from the personnel of our departments, 
were examined to obtain normal values of the parameters. Because the majority of 
these volunteers was between 17 and 33 years of age we additionally scanned a group of 
patients (group II, N=48, age: 46 ± 16), most of which were older than 33. The patients 
in this group were in general referred to the Radiology Department for an echographic 
examination of their kidneys, on suspicion of kidney stones or dilatation of the pelvic 
system. Both the volunteers and the patients in these groups did not have a history 
of liver disease, had only minimal intake of alcohol and there were no clinical signs of 
liver disease. All these volunteers and patients had an echographic liver examination 
following standard procedures, during which no liver pathology was assessed. 

A third group consisted of patients having a liver pathology (group III, N=39, age: 
50 ± 14). Several kinds of cirrhosis proved by biopsy were included in this group such as 
cirrhosis caused by alcoholic abuse, cirrhosis on basis of chronic hepatitis and primary 
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biliary cirrhosis. Also patients suffering from storage diseases, Wilson's disease and 
haemochromatosis, were included. 

With our measurement equipment at least 8 independent ROI's from each patient, 
or volunteer, were selected and recorded. The scanning was usually done subcostally 
and the ROI's were chosen in the right lobe of the liver. During the selection of the 
ROI's care was taken to choose only homogeneous parts of the liver and to avoid strong 
reflections, caused by for example large blood vessels, as well as possible. The size of 
the ROI could be changed if neccessary, but in general the largest scans possible were 
taken. After positive visual assessment of the frozen image and when no substantial 
overflow was detected, the rf signals were stored in the computer. 

3.6 Process ing of the rf signals 

The analysis of every recorded rf scan was started with the detection of segments where 
the signals caused overflow of the transient recorder, and segments where the signals 
were to weak to be properly analyzed. This detection was performed in 128-sample 
depth segments that overlapped by 50 percent. Remaining relatively strong reflections 
and relatively low echo areas were detected by comparing the signal power in every 
depth segment of each rf line with the power in that depth segment ensemble averaged 
over all the rf lines in the ROI. During the calculation of the ensemble averaged power, 
the segments containing overflow and the segments with a signal that was too weak were 
omitted. Segments with a signal power larger than 1.75 times and lower than 0.25 times 
the average power at the same depth were detected. These factors were experimentally 
established by visually comparing the marked regions with the reconstructed B-mode 
image for 200 scans of the liver. All the segments that were marked were left out of the 
analysis. If more than 20 percent of the segments was marked the ROI was not further 
analyzed. 

After the rf signals were corrected for the TGC the estimates of the attenuation coef­
ficient were obtained using the methods described in section 2.2. Then the envelope was 
calculated after the depth dependencies caused by attenuation and the properties of the 
sound beam were corrected for. The value of the attenuation coefficient estimated with 
the log-power decay method was used for the correction. The attenuation coefficient 
of the intervening liver tissue was assumed to be the same as that of the interrogated 
tissue. Correction for the attenuation in the intervening liver tissue was only performed 
for the distance beyond 5 cm from the transducer (ZQ in equations (18) and (19)). The 
intervening skin, subcutaneous fat and muscle tissues were assumed to fill a fixed range 
of 5 cm just beyond the transducer in all patients. It was assumed that the influences of 
these tissues on the echo signals were the same in all patients. They were not corrected 
for. 

To prevent disturbance by system noise we additionally applied a band limiting spec­
tral window function which smoothly caused the spectra to approach zero at 0.4 MHz 
and at 3.8 MHz. Finally, any remaining long-range trends in the echo amplitude due 
to inhomogeneity of the tissue were removed by correcting the envelope detected scan 
lines with a smoothed version of the ensemble averaged envelope. This detrending did 
not change the (global) average amplitude of the ROI. 



122 CHAPTER VII 

4 Results 

4.1 Simulations: Comparison Of Attenuation Est imat ion Methods 

The five methods to estimate the frequency dependent attenuation coefficient that 

were described in section 2.2 were tested and compared using the simulated rf data 

described in section 3.3. Because beam properties were not included in the simulated 

model, the diffraction correction was omitted in this case. For each simulated rf scan 

consisting of 50 independent lines the attenuation coefficient was estimated. The results 

are shown in figure 5 in which the average value of the estimated attenuation coefficient 

minus the value inserted in the simulations is displayed as a function of the inserted 

value. The error bars represent one standard deviation calculated from 6 realizations. 

These figures show that the accuracy with which the attenuation coefficient was esti­

mated does not depend on its absolute value. This result is in accordance with equation 

(16). 
In table 1 the properties of the estimation methods are summarized. It shows the 
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(section 2.2). Bars indicate ± one standard deviation. 
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method 
LPD 
CFS 
MNB0 

MNB 

MNBP 

parameter 

ß 
ß 
ß 

«(/)/ƒ 

"(7)/7 

est—true 
0.003 

-0.002 
0.004 
0.03 

-0.01 
0.004 
0.09 

-0.11 
0.01 

s 
0.017 
0.104 
0.020 
0.41 
0.15 

0.023 
0.27 
0.53 
0.02 

3 

0.036 
0.23 
0.009 
0.21 
0.08 

0.08 

Л( 

0.011 
0.07 
0.015 
0.17 
0.07 

0.06 
0.166/α(/) 

Table 1: The average difference between the estimated and true attenuation 

parameters, the standard deviation of this difference (s), and average standard 

deviation (s) of the estimate obtained from the fitting procedure using one scan 

(precision). Averging was performed over 60 simulated scans. In the last column 

the theoretical value of the precision is given. 

average values of the differences between the estimated and the true value of the at­

tenuation coefficient ( a e j l — a w ) and the standard deviation of this difference. Also 

shown is the standard deviation obtained per scan from the fitting procedure, using the 

50 rf lines each scan consists of, averaged over all 60 simulations (л). 

The log-power decay (LPD) method as well as the multi-narrowband method using a 

frequency fit with zero intercept (MNBo) yielded accurate estimates of the true value of 

the attenuation coefficient. The bias, estimated by the average deviation from the true 

value, was small 0.003 ± 0.020 dB/cm.MHz for both methods. The standard deviation 

per scan (using the 50 independent rf lines per scan) was also small, 0.036 and 0.009 

dB/cm.MHz respectively. 

The centroid frequency shift (CFS) method yielded a smaller overall bias but the 

accuracy and precision of a single estimation were bad. A larger number of scans is 

needed to obtain a reliable average value of the attenuation coefficient. The standard 

deviation of the difference between estimated and true value was a factor five larger 

than with the MNBo and LPD methods. 

The remaining two multi-narrowband methods, the first using the frequency fit with­

out the intercept forced to zero (MNB) and the second using the exponential fit (MNBp), 

are less accurate methods because two parameters are to be found from the fitting proce­

dures. For the MNB method the average deviation of the intercept ao from zero, which 

was inserted in the simulation, was 0.03 ± 0.41 dB/cm. The average difference between 

the estimated and the true value of the slope of the attenuation coefficient was equal to 

-0.01 ± 0.15. The precision per scan was not high: 1^ = 0.21 and 3a¡ = 0.08. For the 
MNBp method the coefficient a,, was estimated with a bias of 0.09 ± 0.27 dB/cm.MHz 
and the exponent was on average underestimated η = 0.90 ± 0.53. The precision using 

only one scan was low: sa = 0.08 and θ„ was dependent on the attenuation at the cen­

tral frequency and ranged from 0.78 (theory: 0.66) at 0.1 dB/cm.MHz true attenuation 

to 0.08 (theory: 0.07) at 1.0 dB/cm.MHz true attenuation. When the inserted value of 

the attenuation coefficient was below 0.3 dB/cm.MHz the errors in a , and η became 
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method 

LPD β 
CFS β 
MNBo ß 
MNB α 0 

Ol 

«(Л// 
MNBp α ρ 

η 

CFS 

* 

MNBo 

0.74 
-0.35 

MNB 

αο 
-0.36 

* 
* 

Q i 

0.46 
* 
* 

-0.99 

«(ƒ)/ƒ 
0.44 

-0.37 
0.86 
0.61 

-0.51 

MNB,, 

U p 

-0.25 
* 
* 

0.79 
-0.78 
0.51 

η 

0.29 
* 
* 

-0.73 
0.72 

-0.43 
-0.91 

*(ƒ)/ƒ 
0.40 

-0.32 
0.81 
0.91 

-0.51 
0.95 
0.55 

-0.48 

Table 2: Correlations of the attenuation coefficients estimated using 5 dif­

ferent methods (p < 0.05). An asterisk indicates that the correlation was not 

significant. 

very large. Although both methods allow more general information about the tissue to 

be obtained, more data are needed to reduce the variability of the results. 

The latter two multi-narrowband methods both allow the estimation of a summary 

parameter. For the MNB method this summary parameter is a/c = (oo + <ΐιΛ)/Λ and 

for the MNBp method it is а д = (apf")/fe. This latter parameter was also employed by 

Parker et al. [7]. These parameters which are also included in table 1 yielded accuracies 

and precisions which are comparable with the MNBo and LPD methods. 

To find out whether the methods yielded independent estimates of the attenuation 

coefficient the correlation coefficients between the estimates of the methods was evalu­

ated (Table 2). For this purpose we again first subtracted the true attenuation coefficient 

from the estimated value. 

The most striking result is that the estimates of the CFS method, which is exclusively 

based on frequency information, was not highly correlated with those estimated with 

the other methods. Also the estimates of the LPD method, which uses amplitude 

information only, showed only a low correlation with the other methods except for 

the MNBo method (0.74). Of course, the coupled parameters oto and Qi of the MNB 

method and ap and η of the MNB P method showed high mutual correlations (—0.99 

and —0.91, respectively). However, these parameters did not show high correlation with 

the estimates of the LPD, CFS and MNBo methods. The summary parameters of the 

MNB and MNBp methods introduced above and the estimate of the MNBo method also 

showed a high correlation. Since also the averages and standard deviations (Table 1) 

were the same these parameters are equi vi valent. AU three MNB methods utilize both 

amplitude and frequency information. 

4.2 Performance Of Diffraction Correction Procedure 

To test the methods used to correct for diffraction effects, attenuation and T G C , 

the rf data obtained from the RMI tissue-mimicking phantom (section 3.4) were used. 

The attenuation coefficient was estimated using the methods described in section 2.2. 

Figure 6 shows the estimated attenuation coefficient as a function of the distance of 
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Figure β: The attenuation coefficient аз a function of the depth of the ROI 

in the phantom. ROI iize was 40 rf lines of 4 cm length. Bar» indicate ± one 

standard error of the mean. 

the ROI to the transducer. An inadequate correction for the T G C or for the diffrac­

tion and focussing would have caused a depth dependence of the estimated attenuation 

coefficient. Since the estimated value showed no trend, and assuming that the tis­

sue mimicking phantom was homogeneous, we may conclude from these measurements 

that the correction procedures yield satisfying results. The overall average of the esti­

mated attenation coefficient is 0.63 dB/cm.MHz, which is higher than the value of 0.5 

dB/cm.MHz specified by the manufacturer. This difference may be caused by aging of 

the phantom. 

Figure 7 shows the full width at half maximum (FWHM) of the autocovariance 

function (section 2.4) in the axial direction for 4 situations: no corrections applied, 

correction for diffraction and attenuation, correction for diffraction only and correction 

for attenuation only. When no corrections were performed the FWHM increased until 

the focal zone and decreased beyond. When only diffraction correction was employed 

the FWHM in front of the focal zone was increased to the level at the focal distance, 

but beyond this distance a decrease was still present. When diffraction correction was 

omitted and only frequency dependent correction for the attenuation was applied the 

reverse holded. If both diffraction effects and the attenuation were corrected for an 

almost depth independent estimation of the FWHM was achieved. Since the deviations 

from the average value were smaller than the standard deviation of the estimate at each 

depth we may conclude that the corrections adequately remove the depth dependencies. 
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Figure 7: The FWHM of the autocovariance function estimated from the enve­

lope of the rf signals obtained from a tissue mimicking phantom, a) corrections 

for attenuation and diffraction effects, b) no corrections, c) correction for at­

tenuation only, d) correction for diffraction only. Bars indicate ± one standard 

error of the mean. 

4.3 Reproducib i l i ty Of Clinical Measurements 

4.3.1 Day rbythm variations 

The influence of the biological diurnal rhythm on the measured parameters was inves­

tigated. For this purpose we recorded the rf data of six volunteers during a number of 

sessions throughout one day: 

• 8.30 In sober conditions, before breakfast 

• 10.30 One hour after breakfast 

• 12.00 One hour after coffee break 

• 14.00 One and a half hour after lunch 
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Figure 8: The influence of the biological day rhythm on the value of the pa­

rameters. a^average amplitude, b) LPD-eatimate of the attenuation coefficient, 

c) SNR, d) I,/Id- The error bars indicate the interindividual variability (± one 

standard error of the mean). 

• 16.00 Just after tea break 

At least five regions-of-interest (ROI's) were recorded from the liver of every volunteer 

during each recording session. The ROI's taken were all kept at the same size and each 

time care was taken to record the ROI's at the same depth, to prevent influences of any 

remaining depth dependencies and influences caused by the inhomogeneity of the liver. 

The resulting parameters of each set of 5 ROI's were averaged. 

Figure 8 shows four of these parameters as a function of the time during the day, 

averaged over the volunteers. It appeared that all parameters were influenced by the 

biological rhythm. The trends were approximately the same for every subject. The gen­

eral trend was that the mean amplitude (Fig. 8a) decreased for one hour after breakfast 

and remained constant through the rest of the day. The attenuation coefficient (Fig. 8b) 

decreased till noon, after which it remained constant. The SNR (Fig. 8c) also decreased 

but rised again after lunch time. The same trend but more pronounced was found for 

I·/Id (Fig. 8d) and for ff(/#)//¿. As compared to the standard deviations, the changes 
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Figure Θ: The reproducabihty of the measurementi over a 5 day period for a 

representative human subject a) average amplitude, b) attenuation coefficient 

(- - - = CFS, .. = LPD), c) SNR, d) 7,/Id. The error bars indicate ± one 

standard error of the mean. 

in the attenuation coefficient and the mean amplitude were small, but the variations in 

the SNR, I,/Id and ff(I,)/I¿ were relatively large. 

4.3.2 Day-to-day variations 

For this expenment 4 volunteers were followed over a 5 day period. At each day liver 
scans were recorded in the same way as described in the previous section. There was 
one recording session each day at 16.00 hours, during which 6 scans were taken from 
each subject. Figure 9 presents the average values of four of the estimated parameters 
for a representative subject The error bars indicate one standard error. For most 
parameters differences between the mean values obtained at seperate days occurred 
which were larger than the standard error This means that there is a measurable 
variation in the state of the healthy liver tissue. Apart from the differences due to the 
inter-individual variability also this intra-individual variation contributes considerably 
to the spread of values within a population 
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4.4 Average Resul t s Of Clinical Measurements 

4.4.1 Attenuation estimaies 

The results of the attenuation analysis obtained from these three groups of human 
subjects are presented in table 3. This table includes the number of subjects and the 
average age of the subjects within the groups. For all the parameters and estimates the 
population average and the population standard deviation are presented. In addition, 
the results of a ¿-test for comparison between the groups are given. The average attenu­
ation coefficient value found for the volunteers with a normal liver is in agreement with 
values reported in the literature [5,8,6]. The LPD, MNBo and the MNB (αϊ) methods 

yielded approximately the same values. For the normal volunteers (first group) the 

averages were 0.49 ± 0.07, 0.50 ± 0.05, and 0.51 ± 0.11 dB/cm.MHz respectively. The 

differences between these methods were very small, although the ΜΝΒ-αι parameter 

showed a spread which was twice that of the M N B Q estimate. When the centroid fre­

quency shift (CFS) method was used we obtained a value which was larger: 0.53 ± 

0.08 dB/cm.MHz. The second group of subjects with a normal liver (patients) showed 

attenuation estimates which were on average higher than in the first group: 0.53 rt 0.07 

dB/cm.MHz. However, the value obtained with the CFS method was lower: 0.50 ± 0.11 

dB/cm.MHz. The results of the various estimation methods obtained for the group of 

patients with a diffuse liver disease were very consistent: 0.55 dB/cm.MHz. The spread 

in this group was, however, a factor 2 to 3 higher than in the normal liver groups. This 

caused a considerable overlap of the three groups. 

In all three groups the zero intercept (ao) of the MNB method was approximately 

zero, although a large spread was found. Large population standard deviations were 

also found for the two parameters obtained with the MNBp method using the power law 

fit. The power was approximately the same for the three groups, and equaled 1.0. The 

parameter ap was the same for the second normal liver group and the liver pathology 

method 

N 

age 

LPD 

CFS 

MNBp 

MNB ao 

Otl 

MNBp a , 

η 

Volunteers 
normals (I) 

74 

30 ± 8 

0.49 ± 0.07 

0.53 ± 0.08 

0.50 ± 0.05 

-0.03 ± 0.29 

0.51 ± 0.11 

0.52 ± 0.15 

1.03 ± 0.22 

patients (II) 

48 

46 ± 16 

0.53 ± 0.08 

0.50 ± 0.11 

0.53 ± 0.07 

0.04 ± 0.32 

0.52 ± 0.14 

0.59 ± 0.14 

0.96 ± 0.25 

liverpathology 

group (III) 

39 

50 ± 14 

0.55 ± 0.19 

0.55 ± 0.13 

0.55 ± 0.17 

-0.01 ± 0.39 

0.55 ± 0.15 

0.59 ± 0.29 

1.03 ± 0.26 

i-test 

P>\t\ 

III 

0.001 

0.010 

0.009 

I-III 

0.06 

0.06 

II-III 

Table 3: Averages of the attenuation parameters in each of the groups. The 

standard deviation of the parameter within the group is aho given. The right­

most columns show the results of a t-test for comparison between the groups. 

Only values of ρ less then 0.10 have been reproduced. 
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method 

LPD 
CFS 
MNBo 
MNB QQ 

αϊ 

MNBP ap 

CFS 

0.44 

MNBo 

0.98 
0.61 

MNB 

Qo 

0.39 
-0.39 
0.23 

« 1 

0.36 
0.78 
0.53 

-0.71 

MNBP 

aP 

0.82 
* 

0.71 
0.82 

-0.20 

η 

-0.32 
0.43 

* 

-0.96 
0.72 
-0.76 

T a b l e 4: Correlations of the attenuation parameten obtained изіпд 5 different 

estimation methods (p < 0.025j. An asterisk indicates that the correlation was 

not significant. 

group, but was lower in the first normal liver group. To reduce the large spread of the 

estimates of ap and n, which was also found for the simulations, averaging the results 

of more independent scans would be needed for every patient. The cause of this large 

spread must be found in the attenuation model, with which more detailed information 

can be obtained at the cost of less precision, and in the relatively small bandwidth 

available. 

The attenuation coefficient only showed a limited capability to discriminate the 

different clinical groups (table 3: <-test results). Using the LPD and MNBo estimates it 

was possible to significantly differentiate (p < 0.O6) group I from group III. Using the 

same estimation methods also a significant difference (p < 0.01) was found between the 

two normal groups (I and II). It was however not possible to significantly differentiate 

group II from group III. 

When comparing the estimation methods also the correlation coefficients should be 

considered. These were calculated for the pooled data, that is, for all three groups 

treated as a single group, and are presented in table 4. The results presented here 

confirm to a large extent the results of the simulations. Unlike the result found for the 

simulations a high correlation was found between the LPD estimate and the MNBp-Qp 

parameter. Here also the CFS estimate correlated with the ΜΝΒ-αι parameter. 

It should be remarked that the correlation coefficients found for the simulations 

more accurately display the mutual dependence of the estimation methods, because the 

true attenuation coefficient was subtracted. In the in-vivo situation this was of course 

not possible since the true attenuation coefficient was not known. In this situation the 

correlation coefficients yielded higher values, although the estimation methods still may 

be independent to some extent. 

4.4.2 Texture parameters 

In table 5 the population averages and standard deviations of the parameters calculated 

from the corrected envelope signals (A-mode lines) are summarized. Also the i-test 

results for comparison between the groups are presented. All four parameters from the 

first order statistics appear to supply information about the condition of the interrogated 

tissues. The mean amplitude found in the group of liver patients was on average a factor 
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method 

μ 

SNR 

I./h 

FWHM 
d 

Volunteers 
normals (I) 

25 ± 5 
2.00 ± 0.05 
0.37 ± 0.14 
0.45 ± 0.06 
0.45 ± 0.01 
1.46 ± 0.36 

patients (II) 

30 ± 9 
2 02 ± 0.06 
0 47 ± 0.16 
0.50 ± 0.05 

0 44 ± 0.02 
1 45 ± 0.38 

liver pathology 
group (III) 

55 ± 62 
2.04 ± 0.06 
0.55 ± 0.21 
0.51 ± 0.06 
0.44 ± 0.02 
1.52 ± 0.38 

p > l < l 
I-II 

0.006 
0.002 

0.0001 
0.0001 

I-III 

0.006 
0.03 

0.0002 
0.0001 

II-III 
0.015 

0.08 

Table 5: Averages of the texture parameters m each of the groups. The stan­

dard deviation of the parameter within the group is also given. The rightmost 

columns show the results of a t-test for comparison between the groups. Only 

values of ρ less then 0.10 have been reproduced. 

two higher (¿-test: ρ < 0.02) than in the normal groups. The large spread, however, 

indicates the heterogenity of this group, probably caused by including several kinds 

of pathology. Also, the SNR values show considerable overlap, which resulted in less 

significant differences between the groups. 

The parameters I,/h and σ(Ι,)/Ιί, which characterize the properties of the struc­

tural and diffuse components of the scattered intensity showed on average significant 

differences (i-test: ρ < 0.0002) between groups I and II and between groups I and III. A 

wide overlap existed, however, between the liver pathology group (III) and the second 

normal liver group and to less extent the first normal liver group. 

The second order texture parameters do not appear to represent information that 

can be usefull for the discrimination between the groups. The axial speckle size, charac­

terized by the full width at half maximum (FWHM) of the axial autocovariance function 

yielded, on average, the same value in all three groups and showed only a small spread. 

The spread in the parameter d, which characterized the distance between structured 

scatterers, was so large that the differences between the averages in the normal group 

and the liver pathology group appeared to be insignificant (<-test). 

In table 6 the mutual correlations between the texture parameters are presented. The 

parameter I,/Id showed a high positive correlation with the SNR (0.83), which confirms 

the observations of Tuthill et al. [33] based on a simulation study. Mutually the two 

parameters representing structure, Ι,/h a n d £''(Л)/Ль were also highly correlated (0.84). 

μ 
SNR 

hlh 
<i.)lh 

SNR 
* 

hlh 
* 

0.83 

°{i.)lh 
* 

0.53 
0.84 

— 

FWHM 

* 
-0.27 

* 
0.21 

Table β: Correlations of the texture parameters (p < 0.025,). An asterisk 

indicates that the correlation was not significant. 
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The other correlation coefficients were very small, indicating that the parameters are 
mutually independent. 

To obtain the parameters I,/Id and a{I,)/I¿ the square root in equation (24) (section 
2.4) had to be evaluated. The estimate of the argument of the square root was, however, 
sometimes negative, in which case no real solution exists. The number of recorded rf 
scans for which the square root could be evaluated expressed as a percentage of the 
total number of scans recorded for a patient is denoted by p / . pi was on average only 55 
percent in the first normal liver group which means that for 45 percent of the scans the 
parameters I,/Id and a(I,)/Id could not be evaluated. In the other two groups p / was 
larger: 72 percent in the second normal liver group and 79 percent in the liver patient 
group. 

The number p/ correlated with the SNR (0.85) and with 1,/Id (0.64), which means 
that , keeping in mind the results of Tuthill et al. [33], the chance of obtaining an 
estimation of the parameters Ι,/Іл and a(I,)/I¿ increases if the strength of the structural 
component increases. 

In only approximately 70 percent of the power spectra of the intensity obtained per 
patient significant peaks could be detected, which are supposed to indicate the distance 
between regularly spaced scatterers. This might be caused by the poor resolution of 
the echographic transmission pulse (0.75 mm). Another plausible explanation is that 
the structure was too irregular to be detected as such. Furthermore, the hexagonal 
cylindrical liver lobules are mostly not irradiated perpendicularly to the cylinder axes, 
which causes a large spread in distances between the structural scatterers as they are 
observed in the scan plane. The contribution of the structure is then distributed over 
more spatial frequencies and the peaks in the spectrum become too small to be detected. 

4.4.3 Correlation between texture and attenuaiion parameters 

Interaction processes between the ultrasound and the tissue exist, which influence 
both attenuation and texture properties. If the strength of the scattering, which is the 
most important process, increases, the mean amplitude and the attenuation coefficient 
are increased as well. This was observed, for example by Garra et al. [6], in livers with 
steatosis (bright liver). Therefore, the attenuation coefficient and the mean amplitude 
correlate although the envelope signals were corrected for the (frequency dependent) 
attenuation. Table 7 shows the correlation coefficients (> 0.15) between the attenuation 
estimates and the first and second order texture parameters. Indeed the mean amplitude 
showed positive correlation to the estimates of the attenuation coefficient based on 
amplitude information (LPD) and to a less extent to the estimates based on mixed 
frequency-amplitude information, obtained with the MNB methods. The estimates 

method 

FWHM 

LPD 

0.68 
-0.40 

CFS 

0.36 
-0.33 

MNB» 

0.66 
-0.44 

MNB 
« 0 

0.25 
-0.16 

» 1 

0.25 
-0.18 

MNBP 

a P 

0.57 
0.33 

Table 7: Mutual correlations (> 0.15) between texture and attenuation param­
eten (ρ < 0.025;. 
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obtained from the CFS method showed only a low correlation with the mean amplitude. 

The second order texture parameter FWHM showed a small negative correlation with 

the attenuation estimates, which must be attributed to insufficiencies in the correction 

methods. 

All correlation coefficients not shown in table 7 were smaller than 0.15. 

5 Discussion 

It has been well established that in order to obtain a depth independent estimate of 

the attenuation and scattering parameters corrections have to be carried out for the 

ultrasonic beam properties. It was investigated to which extent these beam properties 

influenced the texture of the B-mode images [4]. In an attempt to correct the images 

by a deconvolution with the two dimensional rf point spread function it was found 

to be only feasible if certain system requirements are fulfilled [26]. In practice these 

requirements are usually not met and, therefore, several other methods have been tried 

which are less complicated. For example, Morris et al. [12] carried out corrections on the 

estimated parameters using a look-up table for each parameter which was established 

using the parameters of the whole population averaged at each depth. Zuna et al. [15] 

corrected the images themselves, but when using their method only the mean amplitude 

becomes depth independent, provided the appropriate T G C correction was applied. The 

problem with these methods is that in order to obtain a depth independent texture also 

the influence of the attenuation has to be taken into account. Although the T G C of 

the ultrasound scanner was used to correct the amplitude decay, the influences on the 

second order statistical properties of the texture were not corrected for in the latter two 

papers. 

Using the method presented in section 2.3 we were able to correct to a great extent 

the depth dependencies of the B-mode texture, with respect to the first order and axial 

second order statistical properties. The obtained estimates of the texture parameters 

are, however, not device independent because the transmission pulse properties were 

not removed by deconvolution, but only a correction was applied relative to the focal 

zone to yield depth independece. The method can be further refined if the distance z0 

(cf. Eqs. (18) and (19)) is specified for each seperate scan and a correction is carried 

out for the attenuation in the intervening muscle and skin tissues. Correction for the 

influence of the sound beam and the attenuation on the lateral texture properties is still 

a subject of further investigations [34]. 

We have tested several attenuation estimation methods and several models for the 

frequency dependence of the attenuation coefficient. Nonlinearity of this dependence 

has been shown before to play a role only at higher ultrasound frequencies and when 

using a broadband transmission pulse [35]. We found that , using our equipment with 

its low central frequency transmission pulse and its relatively small bandwidth, it was 

practically impossible to significantly distinguish the frequency dependence of the atten­

uation coefficient from the linear <*(ƒ) = β f model. Three estimation methods (LPD, 

MNBo and CFS) were used which are based on the linear model. The estimates obtained 

with the CFS method, which is exlusively based on frequency information, were found 

to be independent of the estimates obtained using methods based on amplitude infor­

mation (LPD and MNBo). This result was also found by Tsao et al. [36] and Romijn 
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et al. [37]. All the methods are unbiased although averaging over independent scans is 

needed to obtain sufficient precision. In the simulation study the CFS method yielded a 

population standard deviation which was five times larger than for the LPD and MNB 0 

methods. This difference was not found in the clinical study. 

Although the methods were designed to estimate the attenuation coefficient, the 

estimation results may be influenced by other properties of the interrogated tissue than 

the attenuation. The extent to which this happens, however, is dependent on the 

estimation method. The CFS method, for example, is influenced by the frequency 

dependence of scattering [32]. The allowance of a nonzero intercept for the frequency 

dependence of the attenuation coefficient (MNB method) has been 'indicated to take 

the presence of specular scatterers and reflectors into account [38]. It should therefore 

be remarked that the testing of the methods using simulated rf data with a linear 

frequency dependence of the attenuation coefficient does not exclude any method from 

being usefull for the in-vivo situation. 

The attenuation coefficient showed a limited capability to discriminate the different 

clinical groups. Only by using the LPD and M N B Q estimates it was possible to signif­

icantly differentiate the normal livers of a relatively young group of healthy volunteers 

(group I) from pathologic livers (group III). Using the same estimation methods also 

a significant difference was found between group I and an older group of patients who 

were assumed to have a healthy liver (group II). It was however not possible to signifi­

cantly differentiate group II from group III. The estimates of both methods show a high 

mutual correlation, so that it is not advisable to use more than one of these methods 

in a discriminant analysis. The CFS method did not yield estimates of the attenuation 

which could significantly differentiate the clinical groups mentioned above. The large 

standard deviations obtained for the liver pathology group (III) may be attributed to 

the inclusion of several kinds of pathology. The discriminating power might be improved 

by a subclassification of this group. 

In this study we have limited ourselves to only a few statistical texture parameters 

that can be related to physical properties of the examined tissues, such as the scattering 

strength (μ), the density of scatterers (μ, SNR, FWHM) [4] and the relative strength 

of the structural and random scattering (Ι,/¡¿, σ{1,)/1¿, SNR) [16,29,33] and the av­
erage distance between structured scatterers [11]. Other (ad hoc) statistical measures 
which may also yield discriminating power [9,10,12] can be estimated from the texture, 
but were not used in this study. We have only found significant discriminating power 
(p < 0.05) for the first order statistical texture parameters {μ, SNR, I,/Id, σ{1,)/1¿). 
The mean amplitude (μ) was approximately a factor two higher in pathologic livers 

as compared to healthy livers. The spread in values found in group III was, again, 

very large due to the heterogeneity of this group. When using the SNR, 1,1 la, and 

σ(Ι,)/ΐ4 significant differences were found between groups I and II and between groups 

I and III. These parameters, however, showed a relatively high mutual correlation. All 

three parameters were increased in case of liver pathology, which would mean that an 

increase in structural scattering is present. The dependence of the SNR on structural 

scattering was investigated by Tuthill et al. [33]. These authors found a large increase 

of the SNR if the echoes from the structured scatterers positively interfered (d — nX, 

with η = 1,2,... and λ the wavelength). 

The estimated average scatterer spacing (2) is on average larger in the case of liver 
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pathology, but the spread in the values found in the three groups is so large that this 
parameter does not contribute any significant discriminating power. The only second 
order statistical parameter included in this study, was the axial speckle size characterized 
by the full width at half maximum of the axial autocovariance function (FWHM). This 
parameter was shown to be sensitive to changes in the density of scatterers [4] as long 
as the density remained below the Rayleigh limit set by the ultrasonic equipment. Since 
this parameter yielded approximately the same value in all three groups, the conclusion 
may be drawn that the density of scatterers was in general above the Rayleigh limit. 

The spread in the estimated values was, next to the expected interindividual vari­
ability, shown to be caused by intraindividual variability. The estimates changed during 
the day due to the diurnal biological rhythm. Also estimates obtained on seperate days 
but at the same time of the day showed a variability. Nevertheless, the results presented 
in tables 3 and 5 indicate that a discrimination between normal livers and pathologic 
livers may well be possible. The results may improve if the heterogeneous liver pathol­
ogy group can be subclassifíed based on biopsy results and other clinical findings. The 
differences found between groups I and II, both including human subjects with a healthy 
liver, may be attributed to the difference in average age. A further study on these sub­
jects is performed at present. The inability to differentiate group II from group III, 
which is caused by the wide overlap in parameter values between the groups forces us 
to be reserved in drawing definite conclusions with respect to the applicability of these 
techniques prospectively in clinical routine. 

References 

[1] Cloostermans, M.J.T.M., and Thijssen, J.M., A beam corrected estimation of the 
frequency dependent attenuation of biological tissues from backscattered ultra­
sound, Ultrasonic Imaging 5, 136-147 (1983). 

[2] Cloostermans, M.J.T.M., Mol, H., Verhoef, W.A., and Thijssen, J.M., In vitro 
estimation of acoustic parameters of the liver and correlations with histology, Ul­
trasound in Med. and Biol, li, 39-51 (1986). 

[3] Verhoef, W.A., Cloostermans, M.J.T.M., and Thijssen, J.M., Diffraction and dis­
persion effects on the estimation of ultrasound attenuation and velocity in biological 
tissues, IEEE Trans. Biomed. Eng. 32, 521-529 (1985). 

[4] Oosterveld, B.J., Thijssen, J.M., and Verhoef, W.A., Texture of B-mode echograms: 
3-D simulations and experiments of the effects of diffraction and scatterer density, 
Ultrasonic Imaging 7, 142-160 (1985). 

[5] Taylor, K.J., Riely, C.A., Hammers, L., Flax, S., Weltin, G., Garcia-Tsao, G., 
Conn, H.O., Kuc, R., and Barwick, K.W., Quantitative US attenuation in normal 
liver and in patients with diffuse liver disease: Importance of fat, Radiology 160, 
65-71 (1986). 

[6] Garra, В.S., Insana, M.F., Shawker, Т.Н., and Russell, M.A., Quantitative estima­

tion of liver estimation and echogenicity: normal state versus diffuse liver disease, 

Radiology 16Z, 61-67 (1987). 



136 CHAPTER VII 

[7] Parker, K.J., Asztely, M.S., Lerner, R.M., Schenk, Ε.Α., and Waag, R.C., In-vivo 

measurements of ultrasound attenuation in normal or diseased liver, Ultraiound in 

Med. and Biol. Ц, 127-136 (1988). 

[8) Garra, В.S., Shawker, T.S., Insana, M.F., and Wagner, R.F., In vivo attenuation 

measurement methods and clinical relevance, in Ultraionie Tissue Characterization 

and Echographic Imaging 6, J.M.Thijssen and G.Berger, eds. (Commission of the 

EC, Luxembourg, 1987). 

[9] Raeth, U., Schlaps, D., Limberg, В., Zuna, I., Lorenz, Α., Van Kaick, G., Lorenz, 

W.J., and Kommereil, В.К., Diagnostic accuracy of computerized B-scan texture 

analysis and conventional ultrasonography in diffuse parenchymal and malignant 

liver disease, J. Clinical Ultrasound 13, 87-89 (1985). 

[10] Nicholas, D., Nassiri, D.K., Garbutt, P., and Hill, C.R., Tissue characterization 

from ultrasound B-scan data, Ultrasound in Med. and Biol. 12, 135-143 (1986). 

[11] Insana, M.F., Wagner, R.F., Garra, В.S., Brown, D.G., and Shawker, Т.Н., Anal­

ysis of ultrasound image texture via generalized Rician statistics, Opt. Eng. 25, 

743-748 (1986). 

[12] Morris, D.T., An evaluation of the use of texture measurements for the tissue 

characterization of ultrasonic images of in vivo human placentae, Ultrasound in 

Med. and Biol. Ц, 387-395 (1988). 

[13] Insana, M.F., Improvements in the spectral difference method for measuring ultra­

sonic attenuation, Ultrasonic Imaging 5, 331-345 (1983). 

[14] Fink, M.A., and Cardoso, J .F. , Diffraction effects in pulse-echo measurement, IEEE 

Trans. Sonics Ultrason. SUSI, 313-329 (1984). 

[15] Zuna, I., Volk, J., Raeth, U., Schlaps, D., Naves, W., Lorenz, Α., Lorenz, D., Van 

Kaick, G., and Lorenz, W.J., TC-System influence on the B-mode image features, 

in Ultrasonic Tissue Characterization and Echographic Imaging 6, J.M.Thijssen 

and G.Berger, eds. (Commission of the EC, Luxembourg, 1987). 

[16] Wagner, R.F., Insana, M.F., and Brown, D.G., Unified approach to the detection 

and classification of speckle texture in diagnostic ultrasound, Opt. Eng. 25, 738-742 

(1986). 

[17] Oppenheim, A.V., and Schafer, R.W., Digital Signal Processing (Prentice-Hall, 

Englewood Cliffs, 1975). 

[18] Kuc, R. and Schwartz, M., Estimating the acoustic attenuation coefficient slope 

for liver from reflected ultrasound signals, IEEE Trans. Sonics Ultrason. SU-26, 

353-362 (1979). 

[19] Как, Α., and Dines, Κ.Α., Signal processing of broad band pulsed ultrasound: 

measurement of attenuation in soft biological tissues, IEEE Trans Biomed. Eng. 

BME-25, 321-344 (1978). 



ATTENUATION AND TEXTURE ANALYSIS 137 

[20) Kuc, R., Schwartz, M., and Von Micsky, L., Parametric estimation of the acous­

tic attenuation coefficient slope for soft tissue, in IEEE Ultrasonics Symposium 

Proceedings, IEEE Cat. No. 76 CH11200-SSU, 44-47 (1976). 

[21] Fink, M., Hottier, F., and Cardoso, J .F. , Ultrasonic signal processing for in vitro 

attenuation measurement: short time Fourier analysis, Ultrasonic Imaging 5, 117-

135 (1983). 

[22] Shaffer, S., Pettibone, D.W., Havlice, J .F. , and Nassi, M., Estimation of the slope 

of the acoustic attenuation coefficient, Ultrasonic Imaging 6, 126-138 (1984). 

[23] Kuc, R., Bounds on estimating the acoustic attenuation of small tissue regions from 

reflected ultrasound, Proc. IEEE 75, 1159-1168 (1985). 

[24] Parker, K.J., Attenuation measurement uncertainties caused by speckle statistics, 

J. Acoust. Soc. Am. 80, 727-734 (1986). 

[25] Berger, G., Laugier, P., Fink, M., and Petrin, J., Optimal precision in ultrasound 

attenuation estimation and application to the detection of Duchenne muscular dys­

trophy carriers, Ultrasonic Imaging 9, 1-17 (1987). 

[26] Jeurens, T.J.M., Somer, J.C., Smeets, F.A., and Hoeks, A.P.G., The practical 
significance of two-dimensional deconvolution in echography, Ultrasonic Imaging 9, 

106-116 (1987). 

[27] Gurumurthy, K.V., and Martin Arthur, R., A dispersive model for the propagation 

of ultrasound in soft tissue, Ultrasonic Imaging 4, 355-377 (1982). 

[28] Whalen, A.D., Detection of Signals in Noise (Acad. Press, New York, 1971). 

[29] Wagner, R.F., Insana, M.F., and Smith, S.W., Fundamental correlation lengths of 

coherent speckle in medical ultrasonic images, IEEE Trans. Ultrason. Ferrod. Freq. 

Contr. UFFC-35, 34-44 (1988). 

[30] Kruimer, W.H., Lammers, J.H.E., and Thijssen, J.M., Ultrasonic Biopsy Appara­

tus, in Acoustical Imaging Ц, A.J.Berkhout, J.Ridder and L.F.van der Wal, eds. 

(Plenum Press, New York, 1985). 

[31] Cloostermans, M.J.T.M., Α-scan simulation program, in Ultrasonic Tissue Char­

acterization and Echographic Imaging 3, J.M. Thijssen and K. Irion, eds. (Faculty 

of Medicine Printing Office, Nijmegen, 1984). 

[32] Romijn, R.L., Thijssen, J.M., and Van Beuningen, G.W.J., Estimation of scatterer 

size from backscattered ultrasound: a simulation study, IEEE Trans. Ultrason. 

Ferrod. Freq. Contr. UFFC-36, (in press). 

[33] Tuthill, T.A., Sperry, R.H., and Parker, K.J., Deviations from Rayleigh statistics 

in ultrasonic speckle, Ultrasonic Imaging 10, 81-89 (1988). 

[34] Thijssen, J.M., Oosterveld, B.J., and Fabel, R., Diffraction correction: the lateral 

point of view, Ultrasonic Imaging 11, 129-130 (1989). 



138 CHAPTER VII 

[35| Lin, T., Ophir, J., and Potter, G., Frequency dependent ultrasonic differentiation 

of normal and diffusely diseased liver, J. Acoust. Soc. Am. 82, 1131-1138 (1987). 

[36] Tsao, J.W., Morimura, S., Itoh, H., Itoh, I., and Konishi, T., Comparisons of 

images derived from amplitude, mean frequency and attenuation coefficient of pulse 

echo signals, Jpn. J. Med. Ultrasonics Ц, 393-406 (1987). 

[37] Komijn, R.L., On the quantitative analysis of ultrasound signals and applications 

to intraocular melanomas, Thesis, (University printing office, Nijmegen, 1989). 

[38] Laugier, P., Berger, G., Fink, M., and Perrin, J., Specular reflector noise: effect 

and correction for in-vivo attenuation estimation, Ultrasonic Imaging 7, 277-295 

(1985). 



Appendix 

Ultrasound Attenuat ion and B-mode Texture 

Analysis of Diffuse Liver Disease: Clinical Results 

In section 4 of chapter VII each parameter was separately tested for its ability 

to discriminate between groups of healthy volunteers and a group of patients having 

a diffuse liver pathology. Some parameters yielded large standard deviations within 

the liver pathology group because several diseases were included in this group. In 

this appendix the preliminary results are presented of the use of combinations of the 

parameters to discriminate between the healthy livers and the different disease groups. 

The discrimination was performed by a discriminant analysis, based on a subset of the 

best parameters. This subset was established by a parameter selection procedure. 

1 Discriminant analysis 

For each patient and volunteer all the estimated parameters were averaged over the series 

of recorded scans. The η averaged parameters span an n-dimensional space, in which 

each subject takes a position defined by the parameter vector ρ = (pi, . . .p n ) . If (some 

of) the parameters contain specific information about the condition of the liver, then 

this position will be dependent on that condition. The idea now is that the parameter 

vectors of livers with a similar condition will cluster in this space. It may then well 

be possible that these clusters can be separated in the η-dimensional parameter space, 

although they cannot be separated by considering the parameters individually. 

To simplify the situation the n-dimensional problem is reduced to a one dimensional 

problem by projecting all vectors ρ on a line, reducing ρ to its projection y on that 

line. Fisher's linear discriminant analysis [1,2] is a procedure for finding the projection 

line on which the clusters are optimally separated. This projection line is called the 

"discriminant function". The histogram of y that belongs to cluster A then has the 

least overlap with the histogram of y that belongs to cluster B. The histograms are 

characterized by their means mi and тпг and standard deviations σχ and сгг, respectively. 
The discriminating power then may be expressed by the normalized distance between 
the means 

¿'J™'"™21. (1) 
V^ï + *l 

The classification rule which is based on the discriminant function is then to allocate each 
patient or volunteer to the group with the maximum posterior probability as estimated 
from the histograms of y: 
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choose A if p(y\A) > p(y\B) 

choose В if p(y\A) < p{y\B). 

The probability of a correct classification was estimated by using the "Leaving-

One-Out" method (also: "Round-Robin" method, "Jackknife" method) [3,2]. This 

method proceeds as follows. Take one subject out of the data base and apply the Fisher 

discriminant analysis to the remaining subjects. Then compute the projection у of the 

left out vector ρ on the found discriminant function and apply the classification rule. 

If the subject is correctly classified to the appropriate group, add 1 to the number of 

subjects correctly classified in this group. Repeat this procedure for all the subjects in 

the data base. The probability of correct classification can then be estimated from the 

fractions of correctly classified subjects in groups A (true positive fraction, sensitivity) 

and В (true negative fraction, specificity). From these values an overall probability for 

correct classification can be estimated, that corresponds to the area A under the ROC 

curve [4]. 

2 Parameter selection 

If a number of parameters is available then some of these may be useless, i.e., they do not 

discriminate between the groups. Other parameters that are good discriminators may 

be highly correlated, in which case they contribute with the same information when they 

are combined in the discriminant analysis. Because the nondiscriminating parameters 

and the highly correlated parameters do not contribute to the discrimination, and even 

may introduce noise, it is better to leave these out. 

To prevent substantial errors in estimating the performance of the discriminant 

analysis the number of parameters used in the analysis should not be larger than one 

third of the number of subjects in the smallest group. This rule is often refered to as the 

"Foley-criterion" [5] and provides another argument for selecting a subset of parameters 

for the discrimination task. 

Parameter selection is a procedure to select those parameters that, when combined, 

yield the best discrimination. The method that was used to perform this selection is 

called the "stepwise parameter selection technique" [2]. This method selects the pa­

rameters one at a time, starting with the best one, until no significant improvement is 

obtained in the discriminating ability. First, the discriminating ability of each single 

parameter is estimated using the method described above. An F-test was used to mea­

sure the discriminating ability at a specified statistical significance level. The selection 

of the best set of parameters is started by choosing the best parameter. Then, from 

the remaining parameters, the second parameter is chosen as the one that yields the 

largest increase in discriminating ability, when combined with the first parameter. This 

procedure is repeated until no parameters can be added, such that the F-values exceed 

the statistical significance level. At each step, each already selected parameter is again 

tested for its contribution to the discrimination and if the significance level to keep the 

parameter is not reached, it is removed from the selection. 

The selection of the parameters and the estimation of the probability of correct 

classification are based on the a priori knowledge of the group that each subject belongs 

to. Once, from a sufficiently large data base, a selection of parameters is made and 
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based on these a discriminant function is obtained, it is possible to use the classification 

rule prospectively. 

3 Results 

The liver pathology group was subdivided in a number of disease groups based on prior 

clinical findings and biopsy results. We investigated the performance of the discrim­

ination task between the normal group and each disease group. Only the results of 

the groups consisting of more than 5 patients are presented in table 1. The following 

disease groups were established: hepatitis, cirrhosis, alcoholic cirrhosis and Wilson's 

disease. Furthermore we also show the results of groups of patients with steatosis and 

metastasis. 

In addition to the parameters discussed in chapter VII several other parameters were 

available, which could be used as diagnostic parameters. These were: the average of 

the intensity, μ^ the signal-to-noise ratio of the intensity: SNR/ and the number of 

significant peaks detected in the power spectrum of the intensity: na. 

It appeared that the stepwise selection procedure produced subsets of parameters 

which were not the same for each task. Table 1 presents the selected parameters for 

each task and the discrimination results The statistical significance level for the F-test 

employed for the selection procedure was set to 0.15. The values of d' and A, the area 

under the ROC curve, were estimated from the sensitivities and specificities obtained 

for each task from the Leaving-One-Out procedure. Since the number of patients in 

each disease group is small the accuracy of the estimation of the performance of the 

discrimination may not be very high. 

We also examined a group of 30 patients suffering from cystic fibrosis. Of these 

patients 7 had cirrhosis and 23 did not, based on prior clinical knowledge. With our 

analysis we could discriminate these two groups of cystic fibrosis patients with an ac­

curacy of A = 84.3 (d' = 1.42). 

task: normal vs. 

hepatitis 

cirrhosis 

alcoholic cirrhosis 

Wilson's disease 

steatosis 

metastasis 

N 

9 

6 

10 

5 

9 

5 

parameters 

μΐ,βΜΝΒ0,<Χρ 

μ,τΐΛ 

M/.SNRb/i 

ßi,SnR[,ßcFs ßI,ßcFS 

d' 

2.24 
1.75 
1.23 
1.67 
2.98 

1 90 

A 

94 
89 
81 
83 
98 

91 

Table 1: Resulti of the ditcriminant апаіузгз between healthy liven (N =88) 

and diseased livers. The number of patients m each of the disease groups is 

indicated by N. The parameters selected by the stepwise parameter selection 

technique are presented as well as the probability of correct classification as 

indicated by the area A under the ROC curve. 
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4 Conclusions 

For the differentiation of diffuse liver disease by using ultrasound, the radiologist uses 
parameters such as the size of the liver, the visibihty and size of the major bloodvessels 
and a visual interpretation of the texture with which the organ is displayed in the B-
mode scan. The results presented indicate that the quantitative analysis of echo signals 
may prove to be a usefull additional tool for the diagnosis of diffuse liver diseases. 
However, more independent parameters with a good diagnostic ability will be needed 
to be successful in the differentiation among the various diseases. The data of more 
patients within each of the disease groups will be needed to draw definite conclusions 
with respect to the prospective value of the discussed methods. 
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Summary 

During the last fifteen years much effort has been devoted to the quantitative analysis 
of echographic radiofrequency signals and echographic images. However, it was not until 
a deeper understanding of the physical phenomena of the sound propagation and the 
interaction of the ultrasound with the tissue was achieved, that some analysis methods 
yielded consistent results. An important problem that was addressed was the depth 
dependence of the estimation of the attenuation coefficient, which appeared to be caused 
by the diffraction and focussing of the sound beam. Methods were designed to correct 
the spectra corresponding to the radiofrequency signals for this influence, which greatly 
improved the reproducibility of the estimation. Another advantage was that the results 
became to great extent independent of the echographic equipment, which enabled the 
comparison of the results obtained by various research groups. 

In this thesis the results are reported of a study to find and evaluate methods for 
the quantitative analysis of echographic signals for the differentiation of diffuse diseases 
and for the detection of focal lesions. 

In the second chapter the influence of the diffraction and focussing effects on the 
texture of B-mode images corresponding to homogeneous tissues was investigated, using 
realistic computer simulations and measurements of a tissue-mimicking phantom. This 
texture is caused by interference at the surface of the transducer when receiving the echo 
signals and is called speckle. To characterize the speckle first and second order statistical 
texture analysis was used. We found that most of the estimated texture parameters 
were considerably depth dependent which was not only caused by the beam influence 
but also by the attenuation. Therefore, to obtain reliable and reproducible estimates 
of the texture characteristics, the rf signals that are underlying the images had to be 
corrected for these influences. In chapter VII a frequency dependent method is proposed 
and tested to correct the rf signals in such a way that depth independent estimates of 
the texture parameters are obtained. Only the axial direction was considered. 

Another question that was addressed in chapter II was whether the speckle can 
reveal information about the tissue. This was investigated using computer simulated 
echograms of homogeneous scattering media having a varying number density of ran­
domly positioned scatterers. It was found that all the estimated texture parameters 
were dependent on this density. However, in the limit of a high density of scatterers 
so-called "fully developed" speckle occurs in which case only the average echo amplitude 
remains dependent on the density of scatterers. The echo amplitude is then distributed 
according to a Rayleigh probability density function. In this limit of a high scatterer 
density the investigated second order texture parameters approached limit values set by 
the transducer characteristics. 

In echographic equipment the phase information in the rf echo signals is discarded 
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when detecting the envelope of the rf signals prior to the production of the B-mode 

images. In chapters III through V we investigated the usefulness of the phase of the echo 

signals. The phase derivative, or instantaneous frequency, was used to produce a new 

kind of echographic images. Several methods were described to obtain a stabilized phase 

derivative (PD). The properties of the stabilized PD signals and the PD images which 

were characterized by first and second order statistical texture analysis, were found to 

depend on the stabilization method. This study was based on echo signals obtained 

from computer simulations and from experiments using a tissue-mimicking phantom as 

well as radiofrequency echograms obtained in vivo. In chapter V a theoretical derivation 

is presented of the first and second order texture parameters, taking into account the 

stabilization, and the subsequent rectification and low-pass filtering to produce the 

images. From the images obtained in simulations with a varying scatterer density it 

was found that the phase derivative did not at all provide any information about the 

scattering properties of the tissue in case of homogeneous and isotropic scattering. It 

may, however, be anticipated that the PD images may be used to assess the deviation 

from the scattering model when biological tissues are examined. 

Several postprocessing curves to manipulate the grey levels of the B-mode images 

are made available in echographic equipment by the manufacturers. In chapter VI the 

question is addressed whether it is possible to improve the detection of focal lesions 

by using this facility. As a measure of the detectability of a lesion the so-called "les­

ion signal-to-noise ratio" was employed which measures the performance of an ideal 

observer. Mathematical derivations are presented of this measure for a range of grey 

level transforms. Also, the logarithmic compression of the echo signals, which is usually 

performed in echographic equipment, is taken into account. It was found that the 

intensity display (i.e., a power transform with a power n = 2 ) is optimal for detecting a 

low contrast lesion. When the data are first logarithmically compressed the lesion SNR 

appeared to increase with increasing power (1/8 < η < 8). In the case of high lesion 

contrast, the sequence of logarithmic compression followed by a square law transform 

produced the optimal lesion SNR. This sequence is equivalent to the processing within 

echographic equipment, where the echo signals are logarithmically compressed, where 

the TV monitor has a gamma of the order of 2, and when a linear postprocessing curve 

is used. 

Chapter VII presents a retrospective study which was performed to find and test 

methods that can be used for the differentiation of diffuse liver diseases based on quan­

titative analysis of ultrasound signals. An on-line data acquisition system was used to 

obtain radiofrequency echo signals from volunteers and patients. Several methods to 

estimate the frequency dependent attenuation coefficient were evaluated, whereby a cor­

rection for the frequency and depth dependent diffraction and focussing effects caused 

by the sound beam was applied. Using the estimated value of the attenuation coefficient 

the rf signals themselves were corrected to remove the depth dependencies caused by 

the sound beam and by the frequency dependent attenuation. After the correction, the 

envelope of the rf signals was calculated and the B-mode image was reconstructed. The 

texture of the B-mode images was analyzed by first and second order statistical meth­

ods, including methods to detect regularities in the scattering. The latter characteristic 

might reveal the structural characteristics of tissue. 

The accuracy and precision of the attenuation methods were assessed by using com-
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puter simulated rf signals. Phantom measurements were used to test the performance of 
the methods to correct for the depth dependencies. The echograms of volunteers and pa­
tients suffering from various diffuse liver diseases (cirrhosis, hepatitis, Wilson's disease) 
were recorded and analyzed. We studied the reproducibility of the measurements over 
a 5 day period and the influence of the biological diurnal rhythm on the evaluated ul­
trasound paramaters. The mutual correlations between the estimated parameters were 
used to preselect parameters contributing independent information and which could be 
used in a discriminant analysis to differentiate between the various diseased conditions. 

A summary of the performance of the discrimination between the normal liver group 
and the various disease groups completes this thesis. For each task an optimal set of 
parameters was chosen by a stepwise parameter selection technique and the probability 
of a correct diagnosis was estimated by using the Leaving-One-Out procedure. In this 
retrospective analysis several disease groups could be differentiated from the normal 
group with a high precision. This indicates that the methods used in this study may 
be applicable in clinical routine, although, more independent parameters with good 
diagnostic ability will be needed to be successful in the differentiation among the various 
diseases. 





Samenvatting 

Tijdens de laatste vijftien jaar werd veel energie besteed aan de kwantitatieve ana­
lyse van echografische radiofrequente (rf) signalen en echografische beelden. Echter, 
pas nadat een dieper inzicht werd verworven in de fysische eigenschappen van de ge-
luidsvoortplanting en de interaktie van het geluid met het weefsel, leverden een aantal 
methoden goede resultaten op. Een belangrijk probleem waar men zich mee bezig hield 
was de diepte afhankelijkheid van de schatting van de frequentie afhankelijke verzwak-
kingscoëfficient, die veroorzaakt bleek door de diffraktie en fokussering van de geluids­
bundel. Er werd een methode ontwikkeld om de spectra die van de echosignalen worden 
berekend, voor deze invloed te korrigeren. Dit leverde een grote verbetering op van 
de reproduceerbaarheid van de schatting. Een ander voordeel was dat de resultaten 
hierdoor voor een groot deel onafhankelijk van de echoapparatuur werden, waardoor 
resultaten, verkregen door verschillende onderzoekers, vergeleken konden gaan worden. 

Dit proefschrift bevat de resultaten van een onderzoek, waarbij gezocht werd naar 
methoden voor de kwantitatieve analyse van echosignalen ten behoeve van de differen­
tiatie van diffuse ziekten en de detectie van fokale lesies. 

In het tweede hoofdstuk werd de invloed van de diffraktie- en fokusseringseffekten 
op de textuur in B-mode beelden van een homogeen weefsel onderzocht. Dit onderzoek 
werd uitgevoerd met behulp van realistische computer simulaties en metingen aan een 
weefselfantoom. De textuur wordt veroorzaakt bij de ontvangst van de echo's door in­
terferentie op het oppervlak van de transducer en wordt "speckle" genoemd. De speckle 
werd kwantitatief beschreven met behulp van eerste en tweede orde statistische tex­
tuuranalyse methoden. Het bleek dat de meeste van de geschatte textuurparameters 
diepte afhankelijk waren. Dit werd niet alleen veroorzaakt door de bundelinvloed maar 
ook door de frequentie afhankelijke verzwakking. Om een betrouwbare en reproduceer­
bare kwantitatieve beschrijving van de textuur te verkrijgen, moeten de rf signalen, die 
voor de produktie van de B-mode beelden gebruikt worden, gekorrigeerd worden voor 
deze invloeden. In hoofdstuk VII wordt een frequentie afhankelijke methode voorgesteld 
en uitgetest om de rf signalen op zodanige manier te korrigeren, dat diepte onafhan­
kelijke schattingen van de textuurparameters verkregen worden. Daarbij werd echter 
alleen de axiale richting beschouwd. 

Een ander onderwerp, dat in hoofdstuk II werd onderzocht, was de vraag of de 
speckle wel informatie over het weefsel bevat. Hierbij werd gebruik gemaakt van com­
puter gesimuleerde echogrammen van homogeen verstrooiende media, bestaand uit 
"random" gepositioneerde verstrooiers met variërende dichtheid. Er werd gevonden 
dat alle onderzochte textuurparameters van deze dichtheid afhangen. Echter, in de li­
miet van een hoge verstrooierdichtheid ontstaat volledig ontwikkelde speckle, in welk 
geval slechts de gemiddelde echoamplitude nog afhangt van de dichtheid. Het histogram 
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van de echoamplitude komt dan overeen met een Rayleigh waarschijnlijkheidsverdeling. 
Bij een hoge verstrooierdichtheid naderen de onderzochte tweede orde textuurparame­
ters tot limietwaarden, die uitsluitend bepaald worden door de eigenschappen van de 
transducer. 

In echografische apparatuur wordt de omhullende van de rf echosignalen gebruikt 
voor de produktie van de echobeelden. Daarbij wordt alle fase-informatie weggegooid. 
In hoofdstukken III tot V werd de bruikbaarheid van de fase van de echosignalen onder­
zocht. De afgeleide van de fase, ofwel de instantane frequentie, werd gebruikt voor de 
produktie van een nieuw soort echobeelden. Verschillende methoden werden beschreven 
voor de stabilisatie van de fase afgeleide (PD). De eigenschappen van de gestabiliseerde 
PD signalen en de PD beelden, zoals beschreven door eerste en tweede orde statisti­
sche textuurparameters, bleken afhankelijk van de stabilisatie methode. Dit onderzoek 
was gebaseerd op echosignalen verkregen uit computer simulaties, uit experimenten 
met weefselfantomen en op in-vivo verkregen radiofrequente echogrammen. In hoofd­
stuk V wordt een theoretische afleiding gepresenteerd van de eerste en tweede orde 
textuurparameters, waarbij tevens de stabilisatie, en vervolgens de gelijkrichting en het 
laagdoorlaat filter, gebruikt voor de produktie van de beelden, in rekening worden ge­
bracht. Uit de analyse van de PD beelden van gesimuleerde echosignalen bij variërende 
verstrooierdichtheden bleek, dat, in het geval van homogene en isotrope verstrooiing, 
de fase afgeleide geen informatie over de verstrooiingseigenschappen van het weefsel 
bevat. Het is echter wel mogelijk dat PD afbeeldingen gebruikt kunnen gaan worden 
om afwijkingen aan het verstrooiingsmodel te detekteren, wanneer biologische weefsels 
onderzocht gaan worden. 

Door de fabrikanten werd in echoapparatuur een aantal postprocessing curven ge­
ïmplementeerd waarmee de grijsniveaus van de B-mode beelden gemanipuleerd kunnen 
worden. In hoofdstuk VI werd ingegaan op de vraag of het mogelijk is om de detektie 
van fokale lesies te verbeteren door van deze faciliteit gebruik te maken. Als maat voor 
de detekteerbaarheid van een lesie werd de zogenaamde "lesie signaal ruis verhouding" 
gehanteerd, waarmee de prestaties van de ideale waarnemer worden beschreven. Wis­
kundige afleidingen van deze maat werden gepresenteerd voor een reeks van grijsschaal 
transformaties. Bovendien werd de logarithmische kompressie, die gewoonlijk in echo­
apparaten wordt toegepast, in rekening gebracht. Het bleek dat de afbeelding van de 
intensiteit (een machtstransformatie met macht η = 2) optimaal was voor de detektie 

van lesies met een laag kontrast ten opzichte van de omgeving. Wanneer de echosigna­

len eerst logarithmisch werden gekomprimeerd en daarna aan een machtstransformatie 

onderworpen, dan nam de lesie signaal ruis verhouding toe als functie van de macht 
n (1/8 < л < 8). Bij een hoog lesie kontrast leverde de log kompressie gevolgd door 
een kwadratische transformatie de optimale lesie signaal ruis verhouding op. Dit komt 
overeen met de verwerking van echosignalen in echoapparatuur, waarbij de echosignalen 
logarithmisch worden gekomprimeerd, de TV monitor een gamma in de orde van 2 heeft 
en wanneer een lineaire postprocessing curve wordt gebruikt. 

In hoofdstuk VII wordt een retrospektief onderzoek gepresenteerd, dat tot doel had 
om methoden te vinden en te evalueren, die gebruikt kunnen worden voor de differentia­
tie van diffuse leverziekten op basis van de kwantitative analyse van ultrageluidssignalen. 
Een on-line data acquisitie systeem werd gebruikt, waarmee de echosignalen van ge­
zonde vrijwilligers en van patiënten werden opgenomen. Er werd een aantal methoden, 
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waarmee de frequentie afhankelijke verzwakking kan worden geschat, met elkaar verge­
leken. Daarbij werd gekorrigeerd voor de frequentie- en diepte afhankelijke diffraktie-
en fokusseringseffecten veroorzaakt door de geluidsbundel. Met gebruikmaking van de 
geschatte verzwakkingscoëfficient, werden de rf signalen zelf gekorrigeerd, om de diepte 
afhankelijkheden veroorzaakt door de geluidsbundel en de verzwakking te verwijderen. 
Na de korrektie werd de omhullende van de echosignalen berekend en werden de B-mode 
afbeeldingen gerekonstrueerd. De textuur van deze afbeeldingen werd geanalyseerd met 
behulp van eerste en tweede orde statistische textuuranalyse methoden. Tevens wer­
den methoden toegepast om regelmatigheden in de verstrooiing, veroorzaakt door een 
regelmatige struktuur, te delekteren. 

De nauwkeurigheid van de methoden voor de schatting van de verzwakkingscoëfficient 
werd bepaald door gebruik te maken van computer gesimuleerde rf echosignalen. Phan-
toom metingen werden gebruikt om de methode, gebruikt voor de korrektie van de 
diepte afhankelijkheden, uit te testen. 

De echogrammen van vrijwilligers en van patiënten leidend aan diverse diffuse lever-
ziekten (cirrhose, hepatitis, ziekte van Wilson) werden geanalyseerd. We onderzochten 
de reproduceerbaarheid van de metingen over een periode van 5 dagen en de invloed 
van het biologisch dagritme op de gebruikte ultrageluidsparameters. De onderlinge kor-
relaties tussen de geschatte parameters werden geschat om een voorselektie te kunnen 
maken van parameters, die onafhankelijke informatie bijdragen en die gebruikt kunnen 
gaan worden in een discriminant analyse waarmee de verschillende toestanden van de 
lever gedifferentieerd kunnen worden. 

In een appendix bij hoofdstuk VII worden de prestaties gepresenteerd van de pa­
rameters, indien zij gezamenlijk werden gebruikt in een discriminant analyse voor de 
differentiatie tussen normale en zieke levers. Voor elke taak werd een optimale set para­
meters geselekteerd met behulp van een "stapsgewijze parameter selektie techniek". De 
waarschijnlijkheid van een korrekte diagnose werd bepaald met behulp van de "Leaving-
One-Out methode. In deze retrospectieve analyse konden verscheidene pathologieën met 
grote nauwkeurigheid van de gezonde levers worden onderscheiden. Dit duidt erop dat 
de methoden, die in dit onderzoek werden gebruikt, toepassing zouden kunnen gaan vin­
den in de klinische routine. Om een nauwkeurige differentiatie tussen de verschillende 
pathologieën tot stand te brengen, zullen echter meerdere onafhankelijke parameters 
met een goed diagnostisch vermogen nodig zijn. 





Curriculum Vitae 

Bernard Oosterveld werd geboren op 9 augustus 1955 te Arnhem. Vanaf 1967 volgde 
hij het middelbaar onderwijs aan het Katholiek Gelders Lyceum in Arnhem, alwaar 
hij in 1972 het HAVO diploma en in 1974 het Atheneum-B diploma behaalde. Vanaf 
1974 studeerde hij Natuurkunde aan de Katholieke Universiteit van Nijmegen, waar hij 
als bijvakken Biofysica en Statistische Mechanica koos. De afstudeerstage werd onder 
auspicien van de afdeling Medische Fysica/Biofysica (Prof. Dr. J.J. Eggermont) verricht 
op het biofysisch laboratorium van de afdeling Oogheelkunde van het Academisch zie­
kenhuis in Nijmegen. Deze stage had als onderwerp de textuur analyse van echografische 
beelden en werd begeleid door Dr. Ir. J.M. Thijssen. In deze periode werd tevens de 
onderwijsbevoegdheid behaald. In november 1984 behaalde hij het doctoraal examen. 

Van december 1984 tot augustus 1989 heeft hij als wetenschappelijk assistent het 
tijdens zijn afstudeerstage gestarte onderzoek voortgezet. Dit werk werd gesubsidieerd 
door de Stichting voor Technische Wetenschappen (STW), tegenwoordig Nederlandse 
Organisatie voor Wetenschappelijk Onderzoek (NWO). De resultaten zijn in dit proef­
schrift beschreven. Sinds 1 januari 1990 is hij werkzaam binnen het project "Front-end 
for echographic image processing" dat door de EG gesubsidieerd wordt in AIM ver­
band. Daarin is hij betrokken bij de realisering van een (deels) real-time systeem, dat 
gekoppeld kan worden aan echoappaxatuur, voor de toepassing van de methoden en 
technieken die zinvol bleken in het onderzoek dat hier is beschreven. 

151 








