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While the presence of dark matter (DM) in the Universe has been inferred through its gravitational interactions, its nature remains a mystery. One of the most promising and experimentally accessible candidates for DM is the so-called weakly interacting massive particle (WIMP) [1], predicted in extensions of the standard model (SM) of particle physics. DM may be captured in large celestial bodies like the Sun [2] where self-annihilation to SM particles can result in a flux of high-energy neutrinos. These neutrinos can be searched for as a pointlike source by IceCube [3,4]. These indirect searches for DM are sensitive to the WIMP-proton scattering cross section, which initiates the capture process in the Sun. They complement direct DM searches on Earth as they scale with the averaged DM density along the solar circle and are more sensitive to low WIMP velocities [5]. Indirect searches depend only weakly on the underlying WIMP velocity distribution [6], and we have chosen parameters to be conservative in our analysis.

In this work, we present new IceCube limits on dark matter captured by the Sun, with data taken in the 79-string configuration of the detector. This analysis incorporates two significant additions compared to previous work. First, we extend the search to the austral summer when the Sun is above the horizon. This doubles the live time of the analysis but imposes new challenges to reduce the down-going atmospheric muon background. Second, we search for neutrinos from WIMPs with masses ($m_p$) as low as 20 GeV/$c^2$, whereas past IceCube searches have only been sensitive above 50 GeV/$c^2$. 

(Received 17 December 2012; revised manuscript received 20 February 2013; published 28 March 2013)
The IceCube detector [7] is situated at the South Pole. Digital optical modules (DOMs) arranged on vertical strings deep in the ice sheet record the Cherenkov light emitted by relativistic charged particles, including those created in neutrino interactions in the ice. The detection of photon yields and arrival times in DOMs allows the reconstruction of direction and energy of the secondaries. This analysis used 317 live days of data taken between June 2010 and May 2011. During this period, the detector was operating in its 79-string configuration, which includes six more densely instrumented strings in the center of the array, optimized for low energies. These strings feature reduced vertical spacing between DOMs and higher quantum efficiency photomultiplier tubes. Along with the seven surrounding regular strings, they form the DeepCore subarray [8]. Both the improvement in live time and in energy threshold, which this analysis has achieved over previous IceCube analyses, can be attributed to the use of the DeepCore array.

All signal simulations are made with DarkSUSY [9] and WimpSim [10], which describe the capture and annihilation of WIMPs inside the Sun and the consequent production, interaction, and propagation of neutrinos from the core of the Sun to the detector, including three-flavor oscillations and matter effects. The primary WIMP annihilation spectrum is very model dependent, owing to different branching ratios into SM particles. We approximately bracket the range of possible models by assuming 100% branching into two channels with very different characteristics: the “hard” channel $\chi \chi \rightarrow W^+ W^- (\tau^+ \tau^-)$ below $m_\chi = 80.4$ GeV/$c^2$ and the “soft” channel $\chi \chi \rightarrow b\bar{b}$. For this work, WIMP masses ranging from 20 GeV/$c^2$ to 5 TeV/$c^2$ are simulated.

The background in this search consists of muons and neutrinos created in cosmic ray interactions in Earth’s atmosphere. The dominant down-going muon component is simulated with CORSIKA [11], including simulations of single and coincident air showers. The $\nu_\mu$ and $\nu_e$ components of the atmospheric spectrum are generated following the Honda flux model [12]. For verification and cross-checks, a dedicated simulation of atmospheric $\nu$’s below 200 GeV/$c^2$ is performed with GENIE [13]. The background at the final analysis level from solar atmospheric neutrinos, originating from cosmic ray interactions in the Sun’s atmosphere, has been calculated to be of an order of magnitude, independent of the flux model [14–16]. To reduce the dependence on simulation and associated systematic errors, we use off-source data to estimate the background at all analysis levels. Background simulation is merely used to verify accurate understanding of the detector. Off-source data consist of data recorded when the Sun was outside the respective analysis region.

Propagation of muons through the ice is simulated [17], and transport of light from these particles to the DOMs is performed using direct photon tracking [18], taking into account measured ice properties [19]. Particle and photon propagation simulations at the lowest targeted energies below 50 GeV/$c^2$ have been independently verified using GEANT4 [20].

In this work, the full data set is split into three independent nonoverlapping event selections, first into “summer” and “winter” seasons, when the Sun is above and below the horizon, respectively. The winter data set is further split into a low energy sample (WL), with focus on neutrino-induced muon tracks starting within DeepCore, and a higher energy sample (WH), aiming to select tracklike events with no particular containment requirement. The summer selection is a dedicated low energy event sample (SL) for which the surrounding IceCube strings are used as an active muon veto in order to select neutrino-induced events, starting within DeepCore. Separation into these samples is necessary, owing to the different characteristics of the overwhelming down-going muon background within each data set. The event selection is carried out separately for each independent sample, and the final search is conducted using a combined likelihood function. In order to avoid potential bias, a strict blindness criterion is imposed by scrambling the azimuthal position of the Sun in data.

In IceCube, filters preselect data to enhance the content of signal-like muon events above the dominant atmospheric muon background. To increase the signal-to-background ratio, we only select events that pass any of three filters: the dedicated DeepCore low energy filter [8] and two filters selecting muonlike events with an upward pointing track reconstruction. At this point, the data set is split into the two seasonal streams, where September 22nd, 2010, and March 22nd, 2011, mark the beginning and ending dates of the SL selection. We first discuss the additional winter cut selections: Cuts are applied on the zenith angle and quality of the likelihood-based track reconstruction, on hit and string multiplicity, and on timing and topological variables. For DeepCore contained events, the zenith acceptance region is extended to reflect the broadened signal point spread function at low energies.

The first data reduction is followed by additional processing, including an estimate of the angular uncertainty of the muon track fit. Some signal neutrinos will arrive in coincidence with atmospheric backgrounds (10%). In order to retain these signal events, a set of topological criteria is applied to “split” these combined hit patterns into distinct subevents. These subevents are then processed as above and undergo all subsequent event selection in their own right. Following the addition of events from splitting, the data set is divided into independent low and high energy event samples. For events to be included in the WL sample, we demand that the number of hit DOMs within DeepCore must be larger than outside. Additionally, the number of outside hits must be less than seven. This ensures that events with a long lever arm and therefore good angular resolution are assigned to the complement.
sample. Events that fail the WL criteria are classified as WH events and undergo a series of additional, stricter cuts on the same variables as in the initial event selection. WL events, conversely, undergo a veto cut, removing events with hits in the ten uppermost layers of DOMs on the regular (non-DeepCore) strings. The final background reduction utilizes one boosted decision tree (BDT) [21] for each data set to discriminate true up-going muonlike events from misreconstructed atmospheric muons. For training and testing, an independent high statistics set of signal simulations is used and discarded afterward. For background training, this multivariate analysis uses one month of off-source data. Through an iterative process, individual variables were removed and added and the performance of the BDT evaluated, until we arrived at a final set of 14 variables in the WH stream and 10 in the WL stream. All input distributions for simulated backgrounds and data are in good agreement. The selected variables describe both the quality of the track reconstruction and the time evolution of the pattern of hit DOMs and spatial positions within the detector.

The SL event sample uses a different set of cuts because the dominant background is comprised of well-reconstructed down-going muons penetrating the detector. To reduce these backgrounds, we focus on low \( m_\chi \) signals with a reconstructed neutrino interaction vertex inside the DeepCore fiducial volume. Selecting only these events, cuts are placed on the zenith angle of the track reconstruction, hit multiplicity, and vertical extension of the event. A 14 DOM layer top veto is imposed to reject down-going events. Additionally, events are required to be DeepCore dominated (defined in the same way as for the winter analysis) and fulfill a tight hit-time containment criterion. The final step in background rejection again consists of one BDT with ten input variables. These are selected using the same iterative selection process. Track quality parameters yield less separation power within this down-going sample. As a result, the final BDT input observables mainly describe the degree of containment and the vertical and lateral extension of the event within the detector.

The cut on the BDT score is optimized for each event selection to minimize the model rejection factor [22] in the full likelihood analysis. Total signal cut efficiencies range between 1% and 5% for low \( m_\chi \) signals and up to 30%—40% for high \( m_\chi \). The final step of the analysis is a likelihood ratio hypothesis test based on the values of the reconstructed angle to the Sun \( \Psi \), using the Feldman-Cousins unified approach [23]. This results in confidence intervals for the mean number of signal events \( \mu_s \). The required probability densities for signal are computed from simulations, while for background they are based on real data events at the final selection level, with a scrambled azimuth direction. A single result is calculated from all three data samples with a combined likelihood, constructed from the set of three independent probability distributions of signal and background, weighting each by the respective live time and effective volume (see Ref. [4] for details).

After unblinding the direction of the events in the final data samples, the observed distributions are compared to the expected background distributions from atmospheric muons and neutrinos, shown in Fig. 1. The observed number of events from the direction of the Sun is consistent with the background-only hypothesis. The upper 90% C.L. limits on \( \mu_s \) are calculated and listed for each signal hypothesis in Table I.

The upper limit on \( \mu_s \) can be translated into a limit on the signal flux and annihilation rate in the Sun. The effect of different sources of systematic uncertainties on signal flux expectations is calculated for three signal energy regions, defined in Table II by corresponding benchmark WIMP masses. Sources of uncertainties are divided into two classes, measurement and parametrization errors on cross sections and neutrino properties on the one hand and limitations in the detector simulation and uncertainties in detector calibrations on the other hand. The first class, class I, affects signal normalizations only, whereas the latter (class II) alters signal acceptance and introduces changes in the point spread function that is the basis for the likelihood analysis. Class-II uncertainties are evaluated using alternative signal simulations with varied calibration parameters, processed through the same analysis chain and evaluated with the full multi-data-set combined likelihood. This procedure explicitly determines the systematic effect on \( \mu_s \).
TABLE I. Results from the combination of the three independent data sets. The upper 90% limits on the number of signal events $\mu_s^0$, the WIMP annihilation rate in the Sun $\Gamma_A$, the muon flux $\Phi_{\mu}$, and neutrino flux $\Phi_{\nu}$, and the WIMP-proton scattering cross sections (spin independent, $\sigma_{SL,p}$; spin dependent, $\sigma_{SD,p}$) at the 90% confidence level, including systematic errors. The sensitivity $\Phi_{\mu}$ (see the text) is shown for comparison.

<table>
<thead>
<tr>
<th>$m_\chi$ (GeV/c^2)</th>
<th>Channel</th>
<th>$\mu_s^0$ (s^-1)</th>
<th>$\Gamma_A$ (km^-2 s^-1)</th>
<th>$\Phi_{\mu}$ (km^-2 s^-1)</th>
<th>$\Phi_{\nu}$ (km^-2 s^-1)</th>
<th>$\sigma_{SL,p}$ (cm^2)</th>
<th>$\sigma_{SD,p}$ (cm^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>$\tau^+\tau^-$</td>
<td>162</td>
<td>2.46 × 10^25</td>
<td>5.26 × 10^4</td>
<td>9.27 × 10^15</td>
<td>2.35 × 10^15</td>
<td>1.08 × 10^-40</td>
</tr>
<tr>
<td>35</td>
<td>$\tau^+\tau^-$</td>
<td>70.2</td>
<td>1.03 × 10^24</td>
<td>1.03 × 10^4</td>
<td>1.21 × 10^4</td>
<td>1.02 × 10^14</td>
<td>6.59 × 10^-42</td>
</tr>
<tr>
<td>50</td>
<td>$bb$</td>
<td>128</td>
<td>1.99 × 10^26</td>
<td>5.63 × 10^4</td>
<td>1.04 × 10^4</td>
<td>6.29 × 10^15</td>
<td>1.28 × 10^-39</td>
</tr>
<tr>
<td>100</td>
<td>$W^+W^-$</td>
<td>16.8</td>
<td>3.35 × 10^22</td>
<td>1.49 × 10^3</td>
<td>1.19 × 10^3</td>
<td>1.23 × 10^12</td>
<td>6.01 × 10^-43</td>
</tr>
<tr>
<td>250</td>
<td>$W^+W^-$</td>
<td>28.9</td>
<td>1.82 × 10^24</td>
<td>7.57 × 10^3</td>
<td>5.91 × 10^3</td>
<td>6.34 × 10^13</td>
<td>3.30 × 10^-41</td>
</tr>
<tr>
<td>500</td>
<td>$W^+W^-$</td>
<td>29.9</td>
<td>2.85 × 10^21</td>
<td>3.04 × 10^2</td>
<td>4.15 × 10^2</td>
<td>9.72 × 10^10</td>
<td>1.67 × 10^-43</td>
</tr>
<tr>
<td>1000</td>
<td>$W^+W^-$</td>
<td>19.8</td>
<td>1.27 × 10^23</td>
<td>1.85 × 10^3</td>
<td>1.45 × 10^3</td>
<td>4.59 × 10^12</td>
<td>7.37 × 10^-42</td>
</tr>
<tr>
<td>2000</td>
<td>$W^+W^-$</td>
<td>25.2</td>
<td>8.57 × 10^20</td>
<td>1.46 × 10^2</td>
<td>2.23 × 10^2</td>
<td>2.61 × 10^10</td>
<td>1.45 × 10^-43</td>
</tr>
<tr>
<td>3000</td>
<td>$W^+W^-$</td>
<td>30.6</td>
<td>4.12 × 10^22</td>
<td>8.53 × 10^2</td>
<td>1.02 × 10^3</td>
<td>1.52 × 10^12</td>
<td>6.98 × 10^-42</td>
</tr>
<tr>
<td>5000</td>
<td>$W^+W^-$</td>
<td>23.4</td>
<td>6.13 × 10^20</td>
<td>1.19 × 10^2</td>
<td>1.85 × 10^2</td>
<td>1.62 × 10^10</td>
<td>3.46 × 10^-43</td>
</tr>
<tr>
<td>1000</td>
<td>$W^+W^-$</td>
<td>30.4</td>
<td>1.39 × 10^22</td>
<td>4.33 × 10^2</td>
<td>5.99 × 10^2</td>
<td>5.23 × 10^11</td>
<td>7.75 × 10^-42</td>
</tr>
<tr>
<td>3000</td>
<td>$W^+W^-$</td>
<td>22.2</td>
<td>7.79 × 10^20</td>
<td>1.09 × 10^2</td>
<td>1.66 × 10^2</td>
<td>1.65 × 10^10</td>
<td>3.44 × 10^-42</td>
</tr>
<tr>
<td>5000</td>
<td>$W^+W^-$</td>
<td>26.1</td>
<td>4.88 × 10^21</td>
<td>2.52 × 10^2</td>
<td>3.47 × 10^2</td>
<td>1.89 × 10^11</td>
<td>2.17 × 10^-41</td>
</tr>
<tr>
<td>1000</td>
<td>$bb$</td>
<td>22.8</td>
<td>8.79 × 10^20</td>
<td>1.01 × 10^2</td>
<td>1.58 × 10^2</td>
<td>1.77 × 10^10</td>
<td>1.06 × 10^-41</td>
</tr>
<tr>
<td>3000</td>
<td>$bb$</td>
<td>26.4</td>
<td>6.50 × 10^20</td>
<td>2.21 × 10^2</td>
<td>3.26 × 10^2</td>
<td>1.63 × 10^11</td>
<td>4.89 × 10^-41</td>
</tr>
</tbody>
</table>

Uncertainties in neutrino-nucleon cross sections for signal simulations arise in the parametrization of the CTEQ9- DIS parton distribution functions as used in NuSUGRA [24]. In addition to this theoretical uncertainty on $\sigma_{\nu}$, the energy-dependent error on the experimental $\sigma_{\nu}$ measurement [25] is included. The uncertainty in neutrino oscillation parameters used in signal flux calculations is investigated through variations of mixing parameters within the quoted 1 $\sigma$ regions [25]. Here, the dominant effect results from the least constrained mixing angle $\theta_{23}$, maximizing tau (dis)appearance within the expected flux expectation.

The second class of uncertainties includes absolute calibration and DOM to DOM variation of sensitivity, optical properties of the glacial ice, and photon propagation to the detector. The systematic uncertainties on absolute DOM sensitivity are evaluated with sets of signal simulations with an overall shift of 10% in DOM efficiency. As baseline simulations do not account for varying relative DOM efficiency, dedicated signal simulations are performed with individual DOM efficiencies from a Gaussian fitted to the in situ measured spread ($\sigma = 0.087$) and centered around the nominal value. Optical properties of the glacial ice are measured [19] and characterized in models that are parametrizations of the absorption and scattering coefficients as a function of depth and position in the detector. Two such models [19,26], differing in parametrization techniques, are considered to bracket the uncertainty in light yield resulting from the ice description. Individual uncertainties, listed in Table II, are added in quadrature to obtain the total systematic uncertainty for each benchmark mass region.

The upper limits on $\mu_s$ for each signal hypothesis are then converted to limits on the neutrino to muon conversion rate and, through DarkSUSY [9], to limits on the WIMP annihilation rate in the Sun $\Gamma_A$. For better comparison to other experiment limits, the neutrino flux ($\Phi_{\nu}$) from the Sun and the corresponding induced muon flux in the ice ($\Phi_{\mu}$), both integrated above 1 GeV, are computed at the 90% confidence level. These limits are listed in Table I. Also specified is the median sensitivity $\Phi_{\mu}$ derived from simulations without signal. Under the assumption of equilibrium between WIMP capture and annihilation in the Sun, limits on $\Gamma_A$ are converted into limits on the spin-dependent $\sigma_{SD,p}$ and spin-independent $\sigma_{SL,p}$ WIMP-proton scattering cross sections, using the method from Ref. [27]. The results are listed in Table I and shown in Fig. 2 together

TABLE II. Systematic errors on signal flux expectations in %. The class-II uncertainties are marked with $^*$.

<table>
<thead>
<tr>
<th>Source</th>
<th>Mass ranges (GeV/c^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;35</td>
</tr>
<tr>
<td>$\nu$ oscillations</td>
<td>6</td>
</tr>
<tr>
<td>$\nu$-nucleon cross section</td>
<td>7</td>
</tr>
<tr>
<td>$\mu$ propagation in ice</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Time, position calibration</td>
<td>5</td>
</tr>
<tr>
<td>DOM sensitivity spread*</td>
<td>6</td>
</tr>
<tr>
<td>Photon propagation in ice*</td>
<td>15</td>
</tr>
<tr>
<td>Absolute DOM efficiency*</td>
<td>50</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>54</td>
</tr>
</tbody>
</table>
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FIG. 2 (color online). 90% C.L. upper limits on $\sigma_{\text{SD},p}$ (top figure) and $\sigma_{\text{SL},p}$ (bottom figure) for hard and soft annihilation channels over a range of WIMP masses. Systematic uncertainties are included. The shaded region represents an allowed minimal supersymmetric standard model parameter space (MSSM-25 [42]) taking into account recent accelerator [43], cosmological, and direct DM search constraints. The results from Super-K [28], COUPP (exponential model) [29], PICASSO [30], CDMS [31,32], XENON100 (limits above 1 TeV/$c^2$ from the XENON100 Collaboration) [36], CoGENT [35], Simple [37], and DAMA [33,34] are shown for comparison.

with other experimental limits [28–37]. We assume a standard DM halo with a local density of 0.3 GeV/cm$^3$ [25] and a Maxwellian WIMP velocity distribution with an rms velocity of 270 km/s. We do not include the detailed effects of diffusion and planets upon the capture rate, as the simple free-space approximation [2] included in DarkSUSY is found to be accurate [38]. Limits on the WIMP-nucleon scattering cross section can also be deduced from limits on monojet and monophoton signals at hadron colliders, but these depend strongly on the choice of the underlying effective theory and mediator masses [39–41] and are consequently not included in Fig. 2.

In conclusion, we have presented the most stringent limits to date on the spin-dependent WIMP-proton cross section for WIMPs annihilating into $W^+W^-$ or $\tau^+\tau^-$ with masses above 35 GeV/$c^2$. With this data set, we have demonstrated for the first time the ability of IceCube to probe WIMP masses below 50 GeV/$c^2$. This has been accomplished through effective use of the DeepCore subarray. Furthermore, we have accessed the southern sky for the first time by incorporating strong vetoes against the large atmospheric muon backgrounds. The added live time has been shown to improve the presented limits. IceCube has now achieved limits that strongly constrain dark matter models and that will impact global fits of the allowed dark matter parameter space. This impact will only increase in the future, as analysis techniques improve and detector live time increases.


