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Abstract

Accurate prediction of protein functions solely from its amino acid sequence is of paramount importance, particularly in the development of new drugs. An ARTMAP neural network (NN) is employed to predict a protein’s function based only on its amino-acid (AA) sequence. For our protein database, a Gene Ontology-based search against the UniProt/SwissProt database for “DNA sequence-specific binding proteins”. The search complement set was also retrieved. For training and testing, various size datasets were generated. Datasets were generated either by random sampling from the existing categories or by classifying the proteins first into sub-groups based on a similarity measure and then randomly sampling from each sub-group. Our NN’s performance with the latter method performed better than with the former method in every size dataset. Our NN has been successful in predicting the function of a protein from its AA sequence by extracting a shared sequence-specific feature that is linked to specific DNA binding proteins. This result is of major importance in structural biology and biomedicine as it can provide a basis of the development of highly specific tools for genome modification and gene therapy.

1 Introduction

In recent years we have experienced a dramatic growth of genomic and proteomic data. Making sense of millions of protein sequences as well as their evolutionary and functional relationships is of out-most importance for the development of highly specific tools for genome modification and gene therapy.

Various statistical and machine learning techniques including neural networks have been employed in recent years to understand the proteins sequence-structure-function relationship and uncover the mechanisms of their evolution. Backpropagation neural networks in particular have been used to predict protein secondary and tertiary structure [1, 2] and to distinguish ribosomal binding sites from non-binding sites [3] and encoding regions from non-coding sequences [4]. Similarly, Adaptive Resonance Theory (ART) family neural networks have been used for the probabilistic motif discovery in biological sequences [5].

In this paper we employ an Predictive ART (ARTMAP) neural network [6] to predict the function of proteins based only on their AA sequence.

2 Methods

2.1 Dataset and protein coding

For our protein database, a Gene Ontology-based search against the UniProt/SwissProt database for “DNA sequence-specific binding proteins” (see Fig. 1 for an example of such protein) retrieved 6492 sequences of amino acids. The search complement set comprising of 524406 sequences was also retrieved. All sequences less than 50 amino acids in length were thrown out, whereas the remaining ones were made equal-in-length by padding them with “Xs” till their length
was equal to 1000. Every amino acid in each sequence was then converted into its corresponding 7-bit binary number (see Table 1) generating a sequence of length 7000 (see Fig. 2). For training and testing, various size datasets (Small dataset: 2600 proteins; Medium dataset: 4900 proteins; Large dataset: 6800 proteins) were generated. 90% of each dataset was used for training and 10% for testing.

2.2 ARTMAP system

For protein function prediction, the ARTMAP neural network was used. ARTMAP is a supervised learning system consisting of a pair of ART modules [6]. During training, an ARTa receives a stream of input patterns \( \{A(n)\} \) and an ARTb a stream of input patterns \( \{B(n)\} \), where \( B(n) \) is the correct prediction given \( A(n) \). Associative learning and a baseline vigilance parameter \( \rho \) representing a minimum matching criterion link these ART modules to enable ARTMAP to learn quickly and accurately by minimizing predictive error. High values of the vigilance parameter ensure the formation of fine categories, whereas low values the formation of coarse categories. Predictive failure at ARTb increases \( \rho \) just enough to trigger a match tracking search by focusing attention on a different cluster of input features and checking on whether these features better predict the correct outcome. This way ARTMAP teaches itself to make a different prediction for a rare event.
embedded in a cloud of similar frequent events.

3 Results

3.1 Random sampling

We first trained and tested ARTMAP’s performance on predicting the function of a protein on three different size datasets (small, medium, large) created by randomly sampling the extracted UniProt/SwissProt database “DNA sequence-specific binding proteins” and “non DNA sequence binding proteins” datasets. From figure 3 we can see that when \( \rho = 0.3 \) (coarse categories) and as the size of the dataset increased, then the percentage of misclassified proteins (“DNA binding” vs “non-DNA binding” classes) increased from 15% to 40%. As \( \rho \) increased (fine categories) and a test input did not match any of the two learned classes, then the input was placed in the “I don’t know” class. At \( \rho = 0.7 \) the error rate was roughly 30% regardless of the dataset size. The percent “I don’t know” predictions were less 10%. At \( \rho = 0.9 \), the error rate dropped to less than 10% as the dataset size increased, but the percent “I don’t know” predictions increased to almost 60% (large size dataset).

![Figure 3: ARTMAP’s performance using the “random sampling” methodology on three different size (small, medium, large) protein datasets as function of the vigilance parameter, \( \rho \).](image)

3.2 First similarity-based clustering, then random sampling

We then trained and tested ARTMAP’s performance by classifying the proteins first into sub-groups based on a 40% similarity between its members and then randomly sampling 90% members from each sub-group for training and 10% for testing. This ensured that our sample was a representative one. From figure 4 we can see that when \( \rho = 0.3 \) and as the size of testing datasets increased, so did the error rate. When \( \rho = 0.7 \), the error rate fluctuated from 6% (small dataset) to 17% (large dataset). When \( \rho = 0.9 \), the error rate dropped to \(~13\%\) for the large dataset, but the number of “I don’t know” predictions increased (~40%).

![Figure 4: ARTMAP’s performance using the “clustering first, then random sampling” methodology on three different size (small, medium, large) protein datasets as function of the vigilance parameter, \( \rho \).](image)

3.3 DNA bindingness feature

We then examined whether ARTMAP was able to extract a shared sequence-specific feature that is linked to all specific DNA binding proteins. As before, we first classified all DNA binding proteins into sub-groups based on 40% similarity and then we randomly selected N (10 or 30) sub-groups for testing and the remaining 90 sub-groups for training. The protein numbers varied in
each sub-group. From figure 5 we can see that for certain range of \( \rho \) values (0.1 < \( \rho \) < 0.7), ARTMAP can recognize correctly unseen during training proteins as DNA binding. As \( \rho \) increases, the ARTMAP’s predictive success decreases, as it makes many more “I don’t know” predictions and less correct ones.

![Figure 5](image.png)  
**Figure 5**: ARTMAP’s predictive success when tested against N unseen during training DNA binding sub-groups of proteins. (A) N = 10. (B) N = 30. Protein members in each excluded sub-group varied.

4 Conclusions

In summary, we employed an ARTMAP neural network to predict the function (“DNA binding” vs “non-DNA binding”) of a protein solely from its AA sequence. ARTMAP using the “clustering first, then random sampling” methodology performs better than using the “random sampling” method in all datasets and vigilance parameter values. The total number of “mis-classified” proteins and “I don’t know” predictions was found to be less using the former method than with the latter method particularly in the large size dataset.

Also, ARTMAP has been successful in predicting the function of a protein from its AA sequence by extracting a shared sequence-specific feature (“DNA bindingness” feature) that seems to be linked to specific DNA binding proteins. This shared sequence-specific feature is imprinted in the weight matrix between the input (comparison) and output (recognition) layers of the ART module of ARTMAP. Future research will attempt to decipher to what protein structural parameters these weight values correspond to.
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