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## Abstract

In this thesis, we define codes based on the Phan geometry of type $A_{n}$. We show that the action of the group $\mathrm{SU}_{n+1}(q)$ is not irreducible on the code. In the rank two case, we prove that the code is spanned by those apartments which only consist of chambers belonging to the Phan geometry and obtain submodules for the code.
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## Introduction

We are concerned with defining error-correcting codes on group geometries and buildings. The theory of error-correcting codes is a branch of Engineering and Mathematics which deals with the transmission and storage of data in a reliable way. In practice, absolute reliability of information media is not certain and so when information is being transmitted over a medium, data may become distorted due to noise (any form of interference or disturbance) in the communication channel.

The aim of an error-correcting code is to encode the message to be communicated, by adding some form of redundancy, so that the received message may be decoded by the decoder into a message resembling, as close as possible, the original message if (not too many) errors have occurred, or at least the presence of errors can be detected. The degree of resemblance will depend on how good the code is in relation to the channel in question.

In recent years, finite geometries have played a significant role in the theory of error-correcting codes. More specifically, finite geometries acted upon by groups have been found to provide spaces on which codes can be defined, and these codes have generally been found to have high error-correcting capabilities. Two examples of such codes are the Hamming code and the Golay
code. These are error-correcting codes which have desirable properties in the sense that they are relatively short and can correct errors quickly. This is partly due to the fact that they are highly symmetric, i.e., they admit large automorphism groups. One related observation is that the codewords in each code have some natural meaning in the defining geometry for the automorphism group of the code. For example, in the case of the Hamming code, its automorphism group is the group $L_{3}(2)$ whose natural geometry is the rank 2 Projective geometry over $\mathbb{F}_{2}=\{0,1\}$. We identify the codewords with the lines of this projective space. The points and lines of this projective geometry are an example of a classical building of rank two.

For the purpose of this introduction, we define a building to be a simplicial complex consisting of a family of subcomplexes called apartments which satisfy certain axioms that we shall describe later in Chapter 1. Jacques Tits introduced buildings in order to provide a systematic approach for the geometric interpretation of semisimple complex Lie groups and also semisimple algebraic groups over an arbitrary field. Buildings played a significant role in the classification of the finite simple groups because these geometries allow certain abstract groups to be identified as groups of Lie type.

We obtain codes from buildings by using elementary algebraic topology following S. D. Smith and S. Yoshiara [14]. Their method involves defining homolgy groups on buildings which may be viewed as (linear) codes; and so codewords are just cycles in the homology group. An advantage of this construction is that, we can use the geometric information of the building to determine those cycles which have the smallest possible weight. This weight
is called the minimal weight of the code and determines its error correction capability. There are other geometric implications of such a construction. In the particular case of a building associated with a simple Chevalley group, minimal cycles are given by apartments. Furthermore, the (top dimensional) homology group provides a natural construction of the irreducible complex Steinberg module. So, just as in the case of the Hamming and the Golay codes, this code is also very symmetric. It is therefore reasonable to ask if such a construction exists for other group geometries.

A subclass of Tits buildings are the buildings coming from Phan geometries. These geometries are named after Kok-Wee Phan who proved several results in [10] and [11] which played significant roles in the classification of the finite simple groups. Our interest lies with the Phan geometry of type $A_{n}$. The Phan geometry $\Gamma=\Gamma(n, q)$ of type $A_{n}$ is the simplicial complex whose vertex set consists of all the proper non-degenerate subspaces of the unitary space $V=V(n, q)$ for the unitary group $S U_{n+1}(q)$. This geometry was instrumental in the revision of Phan's first theorem which states that, for $q>4$ and $n \geq 3$, the group $S U_{n+1}(q)$ is the universal completion of the amalgam of its fundamental subgroups having rank one and two.

It was M. Aschbacher [2] who first observed that, using standard geometric results, simple connectedness of this geometry would imply Phan's first theorem. He and K.M. Das [8] did some work towards a new proof of Phan's theorem and Das proved that $\Gamma$ is simply connected for $q$ odd, $q \neq 3$. Later, C. Bennett and S. Shpectorov [5] gave a complete proof of Phan's theorem, which partially generalizes to the cases $q=2$ and $q=3$. The significance
of this geometry in the revision of Phan's theorem makes it an important geometry for the group $S U_{n+1}(q)$.

We define (linear) codes based on this geometry $\Gamma$ and investigate some of its properties. The main motivation for our research was to obtain codes which would have properties analogous to those of the Hamming and Golay codes, and also possess some nice geometric properties. We employ the methods of Smith and Yoshiara [14] in defining linear codes based on the geometry $\Gamma$ and refer to the code obtained in this way as the Phan code. Utilizing information about the code based on the projective geometry $\Delta$ for the unitary space $V$, and the action of the unitary group $G=S U_{n+1}(q)$ on the geometry $\Gamma$, we obtain the following result regarding the length and minimal weight of the Phan code.

Theorem 0.0.1. The Phan code has length $\left|G: G_{C}\right|$ and minimal weight $(n+1)$ !, where $G_{C}$ denotes the stabilizer of a chamber $C$ in $\Gamma$.

In [9], Devillers et al proved that if $q>2^{n-1}(\sqrt{q}+1)$ the Phan geometry $\Gamma$ is Cohen-Macaulay, that is, reduced homology vanishes from top dimension. This enables us to determine the dimension of the Phan code.

Theorem 0.0.2. Let $\Gamma_{i}$ denote the set of $i$-dimensional simplices in $\Gamma$ and suppose $q>2^{n-1}(\sqrt{q}+1)$. Then the dimension of the Phan code is given by

$$
\chi(\Gamma)=\sum_{i=0}^{n+1}(-1)^{i}\left|\Gamma_{n-i}\right| .
$$

We further obtain a recursive formula for the dimension of the Phan code, more on this can be found in Chapter 5 .

We investigate the properties of the Phan code and prove that unlike the Hamming and Golay codes given above, the action of the group $G$ on the Phan code is not irreducible.

Theorem 0.0.3. The Phan code is not irreducible.

In the rank two case, we obtain a basis for the Phan code and show that it is spanned by the set of codewords corresponding to apartments which consist only of chambers in $\Gamma$.

The structure of the thesis is as follows. In Chapter 1, we introduce Buildings and BN-pairs and collect some relevant results. We also give a description of the building of type $A_{n}$. Homology and Simplicial complexes are covered in Chapter 2. In Chapter 3, we describe linear codes and how they can be obtained from homology. We also define codes on buildings using the method of Smith and Yoshiara. Chapter 4 is dedicated to the unitary space and the unitary group. The main results of this thesis can be found in Chapter 5. In addition, we investigate the properties of the code in the rank two case in more detail.

## Chapter 1

## Buildings

In this chapter, we collect some results on Chamber systems, Coxeter groups, groups with $B N$-pairs and Buildings which we will use in later parts of this thesis.

### 1.1 Chamber systems

In this section, we explore the concept of a chamber system. A more detailed description can be found in [1], [12] and [17].

Definition 1.1.1. $A$ chamber system over a set $I$ is a nonempty set $\mathcal{C}$ together with a family of equivalence relations $\left(\sim_{i}\right)_{i \in I}$ on $\mathcal{C}$ indexed by $I$. The elements of $\mathcal{C}$ are called chambers and the equivalence classes with respect to $\sim_{i}$ are called $i$-panels, a panel being an i-panel for some $i \in I$. Two chambers $C$ and $D$ are $i$-adjacent, written $C \sim_{i} D$, if they lie in the same $i$-panel, and we say they are adjacent if they are $i$-adjacent for some $i \in I$. We require further that each panel contains at least two chambers.

A chamber system is said to be thin if every panel contains exactly two chambers and thick if every panel contains at least three chambers. For
any set $I$, let $M_{I}$ denote the free monoid on $I$, that is, the set of all words in the alphabet $I$ including the empty word, with multiplication given by concatenation.

Definition 1.1.2. Let $\mathcal{C}$ be a chamber system and let $C, D \in \mathcal{C}$. $A$ gallery of length $k$ connecting $C$ and $D$ is a sequence $\gamma=\left(C_{0}, \ldots, C_{k}\right)$ such that $C_{0}=C, C_{k}=D$ and $C_{j-1} \sim_{i_{j}} C_{j}$ for some $i_{j} \in I$. The type of the the gallery $\gamma$ is the word $i_{1} \cdots i_{k} \in M_{I}$.

A chamber system $\mathcal{C}$ is said to be connected if any two chambers $C, D \in \mathcal{C}$ can be connected by a gallery. The distance $d(C, D)$ from $C$ to $D$ is defined to be the length of a shortest gallery from $C$ to $D$ if such a gallery exists, and $\infty$ otherwise. A gallery from $C$ to $D$ is said to be minimal if it has length $d(C, D)$. The diameter of $\mathcal{C}$ denoted $\operatorname{diam}(\mathcal{C})$ is the supremum of the set $\{d(A, B) \mid A, B \in \Delta\}$. We say that two chambers $C$ and $D$ are opposite if $d(C, D)=\operatorname{diam}(\Delta)<\infty$.

### 1.2 Coxeter groups

In this section, we shall be concerned with finite groups $W$ having a generating set $S$ of involutions (elements of order 2) subject to certain relations. We make reference to [1], [6] and [7].

Definition 1.2.1. Let $S$ be a set. A Coxeter matrix of type $S$ is a square symmetric array $M=\left(m\left(s, s^{\prime}\right)\right)_{s, s^{\prime} \in S}$ such that $m\left(s, s^{\prime}\right)$ are positive integers or $+\infty$ satisfying the following relations:

- $m(s, s)=1$ for all $s \in S$
- $m\left(s, s^{\prime}\right) \geq 2$ for all $s \neq s^{\prime} \in S$.

A Coxeter group $W$ is a group having a presentation

$$
\left.\langle s \in S|\left(s s^{\prime}\right)^{m\left(s, s^{\prime}\right)}=1 \text { for all } s, s^{\prime} \in S\right\rangle .
$$

The set $S$ is called the generating set for $W$ and we call the pair $(W, S)$ a Coxeter system.

Observe that the condition that $m(s, s)=1$ for all $s \in S$ implies that the elements of $S$ are involutions. Furthermore, if $m\left(s, s^{\prime}\right)=2$, then $s s^{\prime}=s^{\prime} s$, that is, $s$ and $s^{\prime}$ commute. If $W$ is a finite Coxeter group, then $m\left(s, s^{\prime}\right)<\infty$ for all $s, s^{\prime} \in S$.

Definition 1.2.2. We define the Coxeter diagram of a Coxeter matrix $M=$ $\left(m\left(s, s^{\prime}\right)\right)_{s, s^{\prime} \in S}$ to be the graph with vertex set $S$ and edge set consisting of all unordered pairs $\left\{s, s^{\prime}\right\}$, such that $m\left(s, s^{\prime}\right) \geq 3$ together with the labeling which assigns the label $m\left(s, s^{\prime}\right)$ to each edge $\left\{s, s^{\prime}\right\}$. The rank of a Coxeter diagram is the cardinality of its vertex set $S$.

Let $(W, S)$ be a Coxeter system and let $\Pi$ be the corresponding Coxeter diagram. Then we say $(W, S)$ is a Coxeter system of type $\Pi$. We remark that two vertices $s$ and $s^{\prime}$ are adjacent in $\Pi$ if and only if they do not commute. A Coxeter system is said to be irreducible if the underlying graph of its corresponding Coxeter diagram is connected. From now on we consider only finite Coxeter systems.

Definition 1.2.3. Let $(W, S)$ be a finite Coxeter system. For $w \in W$, we define the length $l(w)$ of $w$ (with respect to $S$ ) to be the least integer $k$ such
that $w$ is a product of $k$ elements of $S$. A word in the generating set $S$ (called an $S$-word) is a finite sequence $\mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ of elements of $S$. It is said to be reduced if the corresponding element $w=s_{1} s_{2} \cdots s_{k}$ has length $l(w)=k$, and we say that $\mathbf{s}$ is a reduced decomposition of $w$.

By convention the empty word is reduced and the corresponding product is $1 \in W$. The elements of the generating set $S$ are the only elements having length 1 . We collect some results on the length function $l$ of the Coxeter group $W$.

Proposition 1.2.4. Let $(W, S)$ be a finite Coxeter system and $w, w^{\prime} \in W$. We have the following:
(i) $l\left(w w^{\prime}\right) \leq l(w)+l\left(w^{\prime}\right)$,
(ii) $l\left(w^{-1}\right)=l(w)$,
(iii) $\left|l(w)-l\left(w^{\prime}\right)\right| \leq l\left(w w^{\prime-1}\right)$.

Proof. This is Proposition 1 in Chapter IV of [6].

We have an important assertion about Coxeter systems known as the exchange condition.

## (E) (The Exchange Condition)

Let $(W, S)$ be a finite Coxeter system and let $w \in W$ and $s \in S$ such that $l(w s) \leq l(w)$. If $\left(s_{1}, \ldots, s_{q}\right)$ is any reduced decomposition of $w$, then there is an integer $j$ such that $1 \leq j \leq q$ and

$$
s_{j+1} \ldots s_{q} s=s_{j} s_{j+1} \ldots s_{q}
$$

Similarly, we also have

$$
s s_{1} \cdots s_{j-1}=s_{1} \cdots s_{j-1} s_{j},
$$

if $l(s w) \leq l(w)$.
Proposition 1.2.5. Let $(W, S)$ be a finite Coxeter system. Let $s \in S, w \in$ $W$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{q}\right)$ be a reduced decomposition of $w$. Then one of the following holds.
(a) $l(s w)=l(w)+1$ and $\left(s, s_{1}, \ldots, s_{q}\right)$ is a reduced decomposition of $s w$.
(b) $l(s w)=l(w)-1$ and there is some integer $j, 1 \leq j \leq q$ such that $\left(s_{1}, \ldots, s_{j-1}, s_{j+1}, \ldots, s_{q}\right)$ is a reduced decomposition of sw and

$$
\left(s, s_{1}, \ldots, s_{j-1}, s_{j+1}, \ldots, s_{q}\right)
$$

is a reduced decomposition of $w$.
Proof. Let $w^{\prime}=s w$. Then by Proposition 1.2.4 (iii),

$$
\begin{aligned}
\left|l(w)-l\left(w^{\prime}\right)\right| & \leq l\left(w w^{\prime-1}\right) \\
& =l(s)=1 .
\end{aligned}
$$

If $l\left(w^{\prime}\right)>l(w)$, then $\left|l(w)-l\left(w^{\prime}\right)\right|=1$ which implies $l\left(w^{\prime}\right)=l(w)+1=q+1$ and $\left(s, s_{1}, \ldots, s_{q}\right)$ is a reduced decomposition of $w^{\prime}$.

If $l\left(w^{\prime}\right) \leq l(w)=q$, then by the exchange condition, there exists $j \in$ $\{1, \ldots, q\}$ such that

$$
w=s s_{1} \cdots s_{j-1} s_{j+1} \cdots s_{q},
$$

and so $w^{\prime}=s w=s_{1} \cdots s_{j-1} s_{j+1} \cdots s_{q}$. Thus $q-1 \leq l\left(w^{\prime}\right) \leq q$ and since $l\left(w^{\prime}\right)$ is an integer, we must have that $l\left(w^{\prime}\right)=q-1$. So $\left(s_{1}, \ldots, s_{j-1}, s_{j+1}, \ldots, s_{q}\right)$ is a reduced decomposition of $w^{\prime}$.

Let $V$ be a finite dimensional real vector space endowed with a symmetric positive definite bilinear form (, ) taking values in $\mathbb{R}$. Let $O(V)$ denote the set $T$ of linear transformations from $V$ to itself such that $(T(u), T(v))=(u, v)$ for all $u, v \in V$. A reflection is an element $s \in O(V)$ such that $s \neq 1$ and $s$ fixes every vector in some hyperplane in $V$.

Definition 1.2.6. A subgroup of $O(V)$ generated by reflections is referred to as a group generated by reflections.

Our main aim is to describe finite Coxeter groups as groups generated by reflections.

Definition 1.2.7. $A$ root system $\Delta$ in $V$ is a finite set of vectors having the following properties.

1. $0 \notin \Delta$ and $\Delta$ spans $V$.
2. If $\alpha \in \Delta$, then $-\alpha \in \Delta$; moreover if $c \alpha \in \Delta$ for some $c \in \mathbb{R}$, then $c= \pm 1$.
3. For each $\alpha \in \Delta$, we have $s_{\alpha} \Delta=\Delta$, where $s_{\alpha}$ is the reflection fixing the hyperplane $\langle\alpha\rangle^{\perp}$.

The group $W=W(\Delta)$ generated by the reflections $\left\{s_{\alpha} \mid \alpha \in \Delta\right\}$ is the subgroup of $O(V)$ associated with the root system $\Delta$. The next result shows that Coxeter groups can be identified with finite groups generated by reflections.

Theorem 1.2.8. Let $(W, S)$ be a finite Coxeter system with generating set $S=\left\{s_{1}, \ldots, s_{n}\right\}$. Let $V$ be a vector space of dimension $n$ over $\mathbb{R}$ with basis $\left\{e_{1}, \ldots, e_{n}\right\}$. Define the bilinear form $B: V \times V \rightarrow \mathbb{R}$ by

$$
B\left(e_{i}, e_{j}\right)=-\cos \pi / m_{i j}
$$

$1 \leq i, j \leq n$, where $m_{i j}$ is the order of $s_{i} s_{j}$ in $W$. For each $s_{i} \in S$ define $a$ linear transformation $T\left(s_{i}\right)$ on $V$ by

$$
T\left(s_{i}\right) e_{j}=e_{j}-2 B\left(e_{i}, e_{j}\right) e_{j}, \quad 1 \leq j \leq n
$$

Then the following hold.
(i) The map $T: S \rightarrow$ End $V$ extends to a faithful representation $T: W \rightarrow$ $G L(V)$, where End $V$ denotes the set of endomorphisms of $V$.
(ii) The bilinear form $B$ is symmetric, positive definite and $T(w)$-invariant for all $w \in W$.
(iii) The group $T(W)$ is a finite group generated by reflections, and the set $\left\{T\left(s_{1}\right), \ldots, T\left(s_{n}\right)\right\}$ can be identified with a set of fundamental reflections in $T(W)$.
(iv) If the Coxeter system $(W, S)$ is irreducible, then the representation $T$ is absolutely irreducible.

Proof. See Theorem 64.28 in [7].

We shall now consider a certain important family of subgroups of a Coxeter group.

Definition 1.2.9. Let $(W, S)$ be a finite Coxeter system, let $J \subseteq S$ and denote by $W_{J}$ the subgroup of $W$ spanned by $J$. The subgroups $\left\{W_{J}\right\}_{J \subseteq S}$ are called standard parabolic subgroups of $W$. Their conjugates are called parabolic subgroups of $W$.

We collect some results on parabolic subgroups of a Coxeter group.

Proposition 1.2.10. Let $(W, S)$ be a finite Coxeter system with length function $l$. Then the following statements hold.
(i) For each $w \in W_{J}$, all reduced expressions for $w$ have all their factors in $J$.
(ii) For each $J \subseteq S$, the pair $\left(W_{J}, J\right)$ is a Coxeter system.
(iii) The map $J \rightarrow W_{J}, J \subseteq S$, is a bijection from the family of all subsets of $S$ to a family of subgroups of $W$.
(iv) For all $J, K \subseteq S, W_{J} \cap W_{K}=W_{J \cap K}$.
(v) The set $S$ is a minimal set of generators for $W$.

Proof. (i) is Lemma 64.33 in [7], (ii) follows from Proposition 64.36 in [7], (iii) follows from (i) and the definition of parabolic subgroups, (iv) also follows from (i), and ( $v$ ) follows from Proposition 1.2.8 (i) and (iii).

We now wish to collect some results on double cosets of the Coxeter group $W$. First we require the following definition.

Definition 1.2.11. Let $W$ be a group and $U$ a subgroup of $W$. Then the group $U \times U$ acts on $W$ by $\left(u, u^{\prime}\right) \cdot w=u w u^{\prime-1}$ for $u, u^{\prime} \in U$ and $w \in W$.

The orbits of $U \times U$ on $W$ are the sets $U w U$ for $w \in W$, and are called the double cosets of $W$ with respect to $U$. They form a partition of $W$ and the corresponding quotient is denoted by $U \backslash W / U$.

Note that if $C, C^{\prime}$ are two double cosets, then their product $C C^{\prime}$ is a union of double cosets.

Proposition 1.2.12. Let $(W, S)$ be a Coxeter system and $J, K \subseteq S$. There is a unique element $x$ of minimal length in every double coset $W_{J} w W_{K} \in$ $W_{J} \backslash W / W_{K}$. Furthermore, each element in $W_{J} x W_{K}$ has an expression uxv, with $u \in W_{J}, v \in W_{K}$ and

$$
l(u x v)=l(u)+l(x)+l(v) .
$$

Proof. See [7], Proposition 64.38.

Observe that if $J=\emptyset$, then $W_{J} w W_{K}=w W_{K}$. Thus, by Proposition 1.2.12, every left coset $w W_{K}$ has a unique element of minimal length. Similar remarks hold if $K=\emptyset$.

Definition 1.2.13. An element $x$ of minimal length in a double coset $W_{J} \backslash$ $W / W_{K}$ (as in Proposition 1.2.12) will be called a distinguished double coset representative. We denote by $D_{J K}$ the set of all distinguished double coset representatives for all the double cosets in $W_{J} \backslash W / W_{K}$.

### 1.3 BN-pairs

In this section, we collect some results on groups with $B N$-pairs. Most of our results are taken from [7] and we also refer to [4] and [6].

We recall the definition of double cosets of a group as given in Definition 1.2.11.

Definition 1.3.1. A BN-pair (or Tits system) in a group $G$ is a pair of subgroups ( $B, N$ ) of $G$, satisfying the following axioms.
(B1) $G=\langle B, N\rangle$.
(B2) $H=B \cap N$ is normal in $N$.
(B3) $W=N / H$ is a Coxeter group with generating set $S=\left\{s_{i} \mid i \in I\right\}$.
(B4) For any $w \in W$ and $s \in S$ we have $B s B w B \subseteq B w B \cup B s w B$, and $s B s \neq B$.

The group $W$ is called the Weyl group of the $B N$-pair and the cardinality $|I|$ of $I$ is the rank of the $B N$-pair. Any subgroup of $G$ which is conjugate to $B$ is called a Borel subgroup.

Remark 1.3.2. Every element of $W$ is a coset modulo $H=B \cap N$ and is therefore a subset of $G$. Thus, products of the form BwB make sense. In particular, if $\pi$ denotes the natural homomorphism from $N$ to $W=N / H$ given by $\pi(n)=n H$, then the product $B w B$ may be taken to represent each $B n B$ such that $\pi(n)=w$. For instance, (B4) may be rewritten as $B n_{i} B n B \subseteq$ $B n B \cup B n_{i} n B$ and $n_{i} B n_{i} \neq B$ for all $n_{i}, n \in N$ such that $\pi\left(n_{i}\right)=s_{i} \in S$ and $\pi(n)=w \in W$. Additionally, for any subset $A \subset W$, we let $B A B$ denote the subset $\bigcup_{w \in A} B w B$.

Example 1.3.3. For $G \leq G L_{n}(q)$, take

$$
\begin{aligned}
& B:=G \cap \text { upper triangular matrices } \\
& N:=G \cap \text { monomial matrices } \\
& H:=G \cap \text { diagonal matrices. }
\end{aligned}
$$

Then $B$ and $N$ form a $B N$-pair for $G$. For instance, take $G=S L_{3}(2)$. Then $B$ consists of matrices of the form

$$
\left(\begin{array}{ccc}
1 & * & * \\
0 & 1 & * \\
0 & 0 & 1
\end{array}\right)
$$

The subgroup $N$ in this case is just the set of permutation matrices (since the only nonzero element in $\mathbb{F}_{2}$ is 1 ). So $T=B \cap N=\{1\}$ and the Weyl group $W=N / T \cong S_{3}$.

For the remaining part of this section let $G, B, N, W$ and $S$ be as in Definition 1.3.1. We collect some results on $B N$-pairs, proofs can be found in [7].

Proposition 1.3.4. Let $w, w^{\prime} \in W$, then $B w B=B w^{\prime} B$ if and only if $w=$ $w^{\prime}$. Hence, there is a bijection $w \mapsto B w B$ from $W$ to $B \backslash G / B$. Furthermore, for any $s \in S$, if $l(s w)=l(w)+1$, then $B s B w B=B s w B$.

Proof. See Theorem 65.4 and Proposition 65.5 in [7].
As a consequence of Proposition 1.3.4, we have that $G=\dot{U}_{w \in W} B w B=$ $B W B$. This is called the Bruhat decomposition for the group $G$.

For any subset $J \subseteq S$, recall from the previous section that $W_{J}$ is the subgroup of $W$ generated by $J$. Let $P_{J}$ denote the union $B W_{J} B$ of double cosets $B w B, w \in W_{J}$. Then $P_{\emptyset}=B$ and $P_{S}=G$.

Theorem 1.3.5. Let $J \subseteq S$. Then $P_{J}$ is a subgroup of $G$ containing $B$. If $P \leq G$ contains $B$, then $P=P_{J}$ for some $J \subseteq S$.

Proof. See Theorem 65.13 in [7].

Definition 1.3.6. The subgroups $\left\{P_{J}\right\}_{J \subseteq S}$ of $G$ which contain the (standard) Borel subgroup $B$ of $G$ are called standard parabolic subgroups of $G$. A parabolic subgroup of $G$ is a conjugate of a standard parabolic subgroup.

Each $P_{J}$ contains a $B N$-pair with Borel subgroup $B$ and Weyl group $W_{J}$. We collect some properties of parabolic subgroups.

Proposition 1.3.7. Let $I, J \subseteq S$. The following hold.
(i) $I \subseteq J$ if and only if $P_{I} \subseteq P_{J}$.
(ii) $P_{I} \cap P_{J}=P_{I \cap J}$.
(iii) The map $I \rightarrow P_{I}$ gives a bijection from the set of subsets of $S$ to the set of standard parabolic subgroups of $G$.

Proof. See Proposition 65.17 in [7].

Corollary 1.3.8. The set $S$ is a minimal generating set of generators of $W$.

Theorem 1.3.9. We have the following.
(i) For each parabolic subgroup $P$ of $G$, we have $N_{G}(P)=P$.
(ii) If $P_{1}$ and $P_{2}$ are two parabolic subgroups of $G$ such that $P_{1} \cap P_{2}$ is parabolic, then $g P_{1} g^{-1} \leq P_{2}$ if and only if $P_{1} \leq P_{2}$ and $g \in P_{2}$.

Proof. See Theorem 65.19 in [7].

Corollary 1.3.10. Every parabolic subgroup of $G$ is conjugate to a unique standard parabolic subgroup of $G$.

The next result shows a connection between parabolic subgroups of $G$ and parabolic subgroups of $W$.

Theorem 1.3.11. Let $J, K \subseteq S$. There exists a bijection of double cosets

$$
W_{J} \backslash W / W_{K} \leftrightarrow P_{J} \backslash G / P_{K}
$$

given by $W_{K} w W_{K} \leftrightarrow B W_{J} w W_{K} B=P_{J} w P_{K}$.

Proof. This is Theorem 65.21 in [7].

### 1.4 Buildings

Throughout this section let $I$ be a set and $M$ be a Coxeter matrix over $I$, let $(W, S)$ be a Coxeter system of type $M$, where $S=\left\{s_{i} \mid i \in I\right\}$ and let $l$ denote the length function of the Coxeter group $W$. Most of our work in this section is taken from [1], and we also make reference to [12] and [17].

Definition 1.4.1. A building of type $(W, S)$ (or $M$ ) is a pair $(\mathcal{C}, \delta)$, where $\mathcal{C}$ is a chamber system over $S$ and $\delta$ is a function from $\mathcal{C} \times \mathcal{C}$ to $W$ such that for any pair of chambers $C, D \in \mathcal{C}$ and any reduced $S$-word $\mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{k}\right)$, $\delta(C, D)=s_{1} s_{2} \cdots s_{k}$ if and only if there exists a gallery of type $\mathbf{s}$ connecting
$C$ and $D$. The group $W$ is called the Weyl group and the map $\delta$ is called the Weyl distance function of $\mathcal{C}$.

Observe that the definition implies that any two chambers can be joined by a reduced gallery in a building. For the ease of notation we shall denote a building $(\mathcal{C}, \delta)$ simply by $\mathcal{C}$.

Example 1.4.2. Let $(W, S)$ be a Coxeter system and let $\Sigma=\Sigma_{W}$ be the chamber system whose chambers are the elements of $W$. Two chambers $x, y \in$ $\Sigma$ are adjacent if and only if $y=x s$ for some $s \in S$. Then $\Sigma_{W}$ together with the map $\delta=\delta_{W}$ defined by

$$
\delta(x, y)=x^{-1} y
$$

for all $x, y \in W$ is a building of type $M$.

The following result provides an alternative definition for buildings.

Lemma 1.4.3. Let $\Delta$ be a chamber system over $S$ and let $\delta$ be a map from $\Delta \times \Delta$ to $W$. Then $(\Delta, \delta)$ is a building if and only if $\delta$ satisfies the following conditions.
(i) $\delta(C, D)=1$ if and only if $C=D$.
(ii) If $\delta(C, D)=w$ and $C^{\prime} \in \Delta$ is such that $\delta\left(C^{\prime}, C\right)=s \in S$, then $\delta\left(C^{\prime}, D\right) \in\{s w, w\}$. Furthermore, if $l(s w)=l(w)+1$, then $\delta\left(C^{\prime}, D\right)=$ $s w$.
(iii) If $\delta(C, D)=w$, then for any $s \in S$, there exists $C^{\prime} \in \Delta$ such that $\delta\left(C^{\prime}, C\right)=s$ and $\delta\left(C^{\prime}, D\right)=s w$.

Proof. See [1], Proposition 5.23.

Proposition 1.4.4. Let $\Delta$ be a building. Then $\Delta$ is connected.

Proof. This follows from the definition since any two chambers can be joined by a gallery of reduced type.

Proposition 1.4.5. A gallery is minimal if and only if its type $\boldsymbol{s}$ is reduced. Furthermore, if $\boldsymbol{s}$ is reduced, then a gallery of type $\boldsymbol{s}$ is unique.

Proof. See [12], (3.1).

Recall the definition of the distance $d(C, D)$ between two chambers $C$ and $D$ in a chamber system, defined in section 1.1.

Corollary 1.4.6. For any two chambers $C, D$ in a building $\Delta$, the following hold:

1. $\delta(C, D)=\delta(D, C)^{-1}$.
2. $d(C, D)=l(\delta(C, D))$.

Recall that if $J \subseteq S$ the group $W_{J}=\langle J\rangle \leq W$ is a Coxeter group of type $J$, thus $\left(W_{J}, J\right)$ is a Coxeter subsystem of $(W, S)$.

Definition 1.4.7. Let $J \subseteq S$. We say that the chambers $C, D \in \Delta$ are $J$-equivalent denoted $C \sim_{J} D$ provided $\delta(C, D) \in W_{J}$. Observe that Lemma 1.4.5 implies that $C \sim_{J} D$ if and only if there is a gallery connecting $C$ and $D$ of type $\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ with $s_{i} \in J$ for all $i \in[1, k]$. It follows that
$J$-equivalence is an equivalence relation. We call the equivalence classes $J$ residues. Thus, for each chamber $C \in \Delta$ there is a unique J-residue containing $C$. We denote this residue by $R_{J}(C)$. Hence

$$
R_{J}(C)=\left\{D \in \Delta \mid \delta(C, D) \in W_{J}\right\} .
$$

$A$ residue is a subset $\mathcal{S}$ of $\Delta$ which is a $J$-residue for some $J \subseteq S$. The set $J$ is referred to as the type of the residue $\mathcal{S}$, and the cardinality $|J|$ is referred to as its rank. We also refer to the set $S \backslash J$ as the cotype of $\mathcal{S}$.

Observe that panels are residues of rank 1 (and type $s$ for some $s \in S$ ), a single chamber is a residue of rank 0 (and type $\emptyset$ ), and the building $\Delta$ is the unique residue of type $S$.

We now collect some results pertaining to residues. First, we fix some notation.

Definition 1.4.8. Let $\mathcal{S}, \mathcal{T} \subseteq \Delta$. We define the Weyl function $\delta(\mathcal{S}, \mathcal{T})$ by $\delta(\mathcal{S}, \mathcal{T})=\{\delta(X, Y) \mid X \in \mathcal{S}, Y \in \mathcal{T}\}$.

Lemma 1.4.9. Given a J-residue $\mathcal{R}$ and a $K$-residue $\mathcal{S}$ of a building $\Delta$, $J, K \subseteq S$, the Weyl function $\delta(\mathcal{R}, \mathcal{S})$ is a double coset of the form $W_{J} w W_{K}$. In particular, $\delta(\mathcal{R}, \mathcal{R})=W_{J}$.

Proof. See [1], Theorem 5.29.

Corollary 1.4.10. Suppose $\mathcal{R}$ is a $J$-residue for some $J \subseteq S$. Then $\left(\mathcal{R},\left.\delta\right|_{\mathcal{R} \times \mathcal{R}}\right)$ is a building of type $\left(W_{J}, J\right)$.

Note that if $J=\emptyset$, then the $J$-residue $\mathcal{R}$ consists of a single chamber $C$ and
$\delta(C, \mathcal{S})=\delta(\{C\}, \mathcal{S})$ is a left coset $w W_{K}$. We obtain a similar result if $K$ is empty.

Let $J, K \subseteq S$ and $w \in W$. Recall that a double coset $W_{J} w W_{K}$ has a unique element of minimal length. We denote this element by $\min \left(W_{J} w W_{K}\right)$, so $w_{1}=\min \left(W_{J} w W_{K}\right)$ if and only if $w_{1}$ has minimal length in $W_{J} w W_{K}$. Thus, if $\mathcal{R}, \mathcal{S}$ are any two residues, then we have a well-defined minimal element $w_{1}=\min (\delta(\mathcal{R}, \mathcal{S})) \in W$. Set

$$
d(\mathcal{R}, \mathcal{S})=\min \{d(C, D) \mid C \in \mathcal{R}, D \in \mathcal{S}\}
$$

Notice that for any $C \in \mathcal{R}$ and $D \in \mathcal{S}$ satisfying $d(C, D)=d(\mathcal{R}, \mathcal{S})$, Corollary 1.4.6 implies that $l(\delta(C, D))=d(\mathcal{R}, \mathcal{S})$. In particular, $\delta(C, D)$ is minimal in $\delta(\mathcal{R}, \mathcal{S})$ and so by uniqueness, we have that

$$
\delta(C, D)=\min (\delta(\mathcal{R}, \mathcal{S}))=w_{1}
$$

This gives us a characterization for the unique minimal element $w_{1} \in \delta(\mathcal{R}, \mathcal{S})$. We wish to study projection of chambers onto residues. In order to do this, we require a technical result known as the gate property.

Lemma 1.4.11. Suppose $\Delta$ is a building and let $\mathcal{R}$ be a residue and $D \in \Delta$. Then there exists a unique chamber $C_{1} \in \mathcal{R}$ such that $d\left(C_{1}, D\right)=d(\mathcal{R}, D)$. Furthermore, $C_{1}$ has the following properties:

1. $\delta\left(C_{1}, D\right)=\min (\delta(\mathcal{R}, D))$.
2. $\delta(C, D)=\delta\left(C, C_{1}\right) \delta\left(C_{1}, D\right)$ for all $C \in \mathcal{R}$.
3. $d(C, D)=d\left(C, C_{1}\right)+d\left(C_{1}, D\right)$ for all $C \in \mathcal{R}$.

Proof. A proof can be found in [1], Proposition 5.34.
Definition 1.4.12. Let $\mathcal{R}$ be a residue in a building $\Delta$ and let $D \in \Delta$. We call the unique chamber $C_{1} \in \mathcal{R}$ at minimal distance from $D$ the projection of $D$ onto $\mathcal{R}$ and denote it by $\operatorname{proj}_{\mathcal{R}}(D)$. By Lemma 1.4.11(1), it is the unique element in $\mathcal{R}$ satisfying

$$
\delta\left(C_{1}, D\right)=\min (\delta(\mathcal{R}, D))
$$

Definition 1.4.13. Let $\Delta$ be a building. A nonempty subset $\mathcal{C}$ of $\Delta$ is said to be convex if for any two chambers $C, D \in \mathcal{C}$, every minimal gallery connecting $C$ and $D$ in $\Delta$ is contained in $\mathcal{C}$.

Note that a convex subset $\mathcal{C}$ of a building $\Delta$ is necessarily connected.
Proposition 1.4.14. Let $\Delta$ be a building. Then all residues of $\Delta$ are convex. Proof. Let $\mathcal{R}$ be a residue of $\Delta$ of type $J \subseteq S$ and let $A, B$ be chambers in $\mathcal{R}$. Let $\gamma$ be a minimal gallery connecting $A$ and $B$. Suppose there exists $C \in \gamma$ such that $C \notin \mathcal{R}$ and let $D=\operatorname{proj}_{\mathcal{R}} C$. Then Lemma 1.4.11(3) implies $d(A, C)>d(A, D)$ and $d(B, C)>d(B, D)$. Thus any gallery connecting $A$ and $B$ passing through $C$ is longer than any gallery connecting $A$ and $B$ passing through $D$. This contradicts the minimality of $\gamma$ and so $\gamma$ must be contained in $\mathcal{R}$.

Definition 1.4.15. Suppose $(\Delta, \delta)$ is a building of type $(W, S)$. Let $\mathcal{C}$ be a subset of $\Delta$ and $\delta_{\mathcal{C}}=\left.\delta\right|_{\mathcal{C} \times \mathcal{C}}$. If $\left(\mathcal{C}, \delta_{\mathcal{C}}\right)$ is a building of type $(W, S)$, then $\left(\mathcal{C}, \delta_{\mathcal{C}}\right)$ is called $a$ subbuilding of $(\Delta, \delta)$.

A building $(\Delta, \delta)$ is said to be thin (respectively, thick) if $\Delta$ is a thin (respectively, thick) chamber system.

Lemma 1.4.16. Suppose $\mathcal{A}$ is a thin building. Then for all $C, D, E \in \mathcal{A}$, we have $\delta(C, E)=\delta(C, D) \delta(D, E)$.

Proof. See [1], Lemma 5.55.

Definition 1.4.17. Let $\Delta$ be a building. An apartment $\mathcal{A}$ of $\Delta$ is a thin subbuilding of $\Delta$.

We now collect some properties of apartments.

Proposition 1.4.18. Let $\mathcal{A}$ be a subset of a building $\Delta$ of type $(W, S)$. The following are equivalent.
(i) $\mathcal{A}$ is an apartment.
(ii) $\mathcal{A}$ is thin and convex.
(iii) $\mathcal{A}$ is isomorphic to $\Sigma_{W}$, where $\Sigma_{W}$ denotes the Coxeter chamber system of $W$.

Proof. A proof can be found in [17].
Definition 1.4.19. For any subset $X$ of $W$, define a map $\alpha: X \rightarrow \Delta$ to be an isometry if it preserves the $W$-distance $\delta$. Thus,

$$
\delta_{\Delta}(\alpha(x), \alpha(y))=\delta_{W}(x, y)=x^{-1} y
$$

for all $x, y \in X$, where $\delta_{\Delta}$ and $\delta_{W}$ denote the Weyl distance functions in $\Delta$ and $W$ respectively.

Theorem 1.4.20. Any isometry of a subset $X$ of $W$ into $\Delta$ extends to an isometry of $W$ into $\Delta$.

Proof. This is Theorem 3.6 in [12].

Corollary 1.4.21. Any two chambers lie in a common apartment.

Observe that an isometry $\alpha: W \rightarrow \Delta$ is uniquely determined by its image $\mathcal{A}=\alpha(W)$ and the chamber $C=\alpha(1)$.

Definition 1.4.22. Let $\Delta$ be a building, fix an apartment $\mathcal{A} \in \Delta$ and $a$ chamber $C \in \mathcal{A}$ and let $\alpha$ be an isometry such that $\mathcal{A}=\alpha(W)$ and $C=\alpha(1)$. Let $\rho_{C, \mathcal{A}}: \Delta \rightarrow \mathcal{A}$ be a map defined by

$$
\rho_{C, \mathcal{A}}(D)=\alpha(\delta(C, D)) \text { for all } D \in \Delta
$$

Then $\rho_{C, \mathcal{A}}$ is called the retraction of $\Delta$ onto $\mathcal{A}$ with centre $C$.

Recall that for a fixed chamber $C$ in an apartment $\mathcal{A}$ and every $w \in W$, there is a unique chamber $D \in \mathcal{A}$ such that $\delta(C, D)=w$. Thus the retraction map $\rho_{C, \mathcal{A}}$ maps every chamber $D$ in the building, at distance $w \in W$, to the unique chamber $D^{\prime} \in \mathcal{A}$ at distance $w$ from $C$. In particular, $\rho_{C, \mathcal{A}}(D)=D$ for all $D \in \mathcal{A}$.

Lemma 1.4.23. Let $\Delta$ be a building. Any two apartments $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are isomorphic. Moreover there is an isomorphism $\pi: \mathcal{A}_{1} \rightarrow \mathcal{A}_{2}$ such that $\pi(C)=C$ for all $C \in \mathcal{A}_{1} \cap \mathcal{A}_{2}$.

Proof. See Corollary 5.68 in [1].

Recall that residues are buildings, so we can talk about apartments of residues.

Proposition 1.4.24. Let $\Delta$ be a building and $\mathcal{R}$ a residue of $\Delta$. The following hold.
(i) If $\mathcal{A}_{0}$ is an apartment of $R$, then $\mathcal{A}_{0}=\mathcal{A} \cap \mathcal{R}$ for some apartment $\mathcal{A}$ of $\Delta$.
(ii) Let $C$ be a chamber of $\Delta$ and let $\operatorname{proj}_{\mathcal{R}} C=D$. Then $D$ is contained in every apartment of $\Delta$ containing $C$ and some chamber of $\mathcal{R}$.

Proof. See Proposition 8.14 and Theorem 8.21 in [17].
We shall be mainly concerned with spherical buildings (that is, buildings having finite Weyl groups). The next result shows that every apartment in a spherical building of rank $n$ is a triangulation of an $(n-1)$-sphere.

Theorem 1.4.25. A spherical building $\Delta$ of rank $n$ is homotopic to a bouquet of ( $n-1$ )-spheres, where there is one sphere for each apartment containing a fixed chamber $C$.

Proof. See Appendix 4 in [12].

We now show the connection between buildings and groups with $B N$ pairs.

Throughout the remaining part of this section let $G$ be a group with a $B N$ pair and let $W$ be the corresponding Weyl group with generating set $S$.

Definition 1.4.26. Let $\Delta$ be a building and let $G \leq \operatorname{Aut}(\Delta)$. We say $G$ is strongly transitive if it satisfies the following conditions.
(i) For each $w \in W, G$ acts transitively on the set of ordered pairs of chambers $(C, D)$ such that $\delta(C, D)=w$.
(ii) There is an apartment $\mathcal{A}$ whose stabilizer in $G$ is transitive on the set of chambers of $\mathcal{A}$ (thus inducing the Coxeter group $W$ on $\mathcal{A}$ ).

The aim here is to show that a building $\Delta$ admitting a strongly transitive group $G$ determines a Tits system. Fix a chamber $C \in \Delta$, the chambers in $\Delta$ correspond to the left cosets $g B$ where $B=\operatorname{Stab}_{G}(C)$. Thus, a double coset $B w B$ consists of those chambers which lie in the same orbit as $w B$ under the action of $B$.

Theorem 1.4.27. Let $\Delta$ be a thick building admitting a strongly transitive group $G$ of automorphisms, let $\mathcal{A}$ be as in 1.4.26(ii) and let $W$ be the corresponding Coxeter group. Fix $C \in \mathcal{A}$ and let $B=\operatorname{Stab}_{G}(C), N=\operatorname{Stab}_{G}(\mathcal{A})$. Then $(B, N)$ is a Tits system, and

$$
\delta(C, D)=w \text { if and only if } D \subseteq B w B
$$

where $D$ is taken to be a left coset of $B$.
Proof. See Theorem 5.2 in [12].
The next result also shows that a Tits system in a group $G$ also defines a building.

Theorem 1.4.28. Every Tits system $(B, N)$ in a group $G$ defines a building $(\Delta, \delta)$, the chambers being the left cosets of $B$, with $s$-adjacency given by

$$
g B \sim_{s} h B \text { if and only if } g^{-1} h \in B\langle s\rangle B .
$$

Furthermore $\delta(B, g B)=w$ if and only if $g B \subseteq B w B, N$ stabilizes an apartment and the action of $G$ is strongly transitive.

Proof. This is Theorem 5.3 in [12].

Proposition 1.4.29. Let $\Delta, C, \mathcal{A}$ and $B$ be as in Theorem 1.4.27 and let $A$ be a face of $C$ of cotype $J$ for some $J \subseteq S$. The stabilizer of $A$ in $G$ is the parabolic subgroup

$$
P_{J}=\bigcup_{w \in W_{J}} B w B=B W_{J} B
$$

Proof. This is Proposition 6.27 in [1].

### 1.5 The Building of type $A_{n}$

Let $V$ be an $(n+1)$-dimensional vector space over a field $K$. Let $\Gamma$ be the set consisting of all the proper nontrivial subspaces of $V$. We call $\Gamma$ the projective geometry of $V$ of dimension $n$. A sequence $\left\{Y_{1}, \ldots, Y_{k}\right\}$ of subspaces in $\Gamma$ is said to be nested if $Y_{i} \subset Y_{i+1}$ for $1 \leq i \leq k-1$. We also call such a nested sequence a flag. We define a chamber system $\mathcal{C}=\mathcal{C}(\Gamma)$ by taking as chambers the maximal flags $\left\{Y_{1}, \ldots, Y_{n}\right\}$ of $\Gamma$ with $\operatorname{dim}_{K} Y_{i}=i$. Its index set $I$ is the set $\{1, \ldots, n\}$ and we say two chambers $\left\{Y_{1}, \ldots, Y_{n}\right\}$ and $\left\{Y_{1}^{\prime}, \ldots, Y_{n}^{\prime}\right\}$ are $i$-adjacent if $Y_{j}=Y_{j}^{\prime}$ for all $j \neq i$ and $Y_{i} \neq Y_{i}^{\prime}$. A set $\mathcal{F}=\left\{L_{1}, L_{2}, \ldots, L_{n+1}\right\}$ consisting of 1-dimensional subspaces of $V$ such that $V=L_{1} \oplus \cdots \oplus L_{n+1}$ is called a frame in $V$. An apartment in $\mathcal{C}$ is given by a frame in $V$. Let $\mathcal{A}=\mathcal{A}(\mathcal{F})$ be an apartment given by the frame $\mathcal{F}=\left\{L_{1}, \ldots, L_{n+1}\right\}$. Then $\mathcal{A}$ consists of all the subspaces of $V$ spanned by a proper subset of $\mathcal{F}$, and all
flags of such subspaces. The chambers of this apartment are all the maximal flags consisting of subspaces of $V$ spanned by proper nonempty subsets of $\mathcal{F}$. The associated Coxeter group is the symmetric group $S_{n+1}$ on the set $\{1,2, \ldots, n+1\}$.

Let $C=\left\{Y_{1}, \ldots, Y_{n}\right\}$ and $C^{\prime}=\left\{Y_{1}^{\prime}, \ldots, Y_{n}^{\prime}\right\}$ be two chambers of $\mathcal{C}$ and let $Y_{0}=Y_{0}^{\prime}=\{0\}$ and $Y_{n+1}=Y_{n+1}^{\prime}=V$. Set $\delta\left(C, C^{\prime}\right)=\sigma$ where $\sigma=\sigma\left(C, C^{\prime}\right)$ is obtained as follows.

$$
\sigma(i)=\min \left\{j \in\{1, \ldots, n+1\} \mid Y_{i}^{\prime} \subseteq Y_{i-1}^{\prime}+Y_{j}\right\}
$$

for all $i \in[1, n+1]$. Thus,
(i) $Y_{i}^{\prime} \nsubseteq Y_{i-1}^{\prime}+Y_{j-1}$
(ii) $Y_{i}^{\prime} \cap Y_{j}=\left(Y_{i}^{\prime} \backslash Y_{i-1}^{\prime}\right) \cap\left(Y_{j} \backslash Y_{j-1}\right)$ is 1-dimensional.

Observe that if $\sigma(i)=\sigma(k)=j$, then $Y_{i}=Y_{i-1}+\langle v\rangle$ and $Y_{k}=Y_{k-1}+\langle w\rangle$ where $v, w \in Y_{j}^{\prime} \backslash Y_{j-1}^{\prime}$. Thus $v$ can be written as $v=\lambda w+u$ for some $u \in Y_{j-1}^{\prime}$. So $i \leq k$ for otherwise, we have that $Y_{k} \subseteq Y_{i-1}$ and so

$$
Y_{i}=Y_{i-1}+\langle v\rangle=Y_{i-1}+\langle u\rangle \subseteq Y_{i-1}+Y_{j-1}^{\prime},
$$

a contradiction to the minimality of $j$. By a similar argument, we also get $k \leq i$ and so $\sigma$ is injective and hence a bijection. Hence $\sigma$ is a permutation of the set $\{1,2, \ldots, n+1\}$. Its inverse is the map $\sigma^{\prime}=\sigma\left(C^{\prime}, C\right)$.

Now $\delta\left(C, C^{\prime}\right)=\sigma$ if and only if for all $1 \leq i \leq n+1$ there exists $e_{i} \in Y_{i} \backslash Y_{i-1}$
such that $e_{i} \in Y_{j}^{\prime} \backslash Y_{j-1}^{\prime}$ where $\sigma(j)=i$. That is,

$$
e_{i}=e_{\sigma(j)} \in Y_{j}^{\prime} \backslash Y_{j-1}^{\prime} .
$$

Evaluating at each $i, j \in\{1,2, \ldots, n+1\}$, we get a frame

$$
\mathcal{F}=\left\{\left\langle e_{1}\right\rangle,\left\langle e_{2}\right\rangle, \ldots,\left\langle e_{n+1}\right\rangle\right\}
$$

such that

$$
Y_{i}=\left\langle e_{1}\right\rangle+\left\langle e_{2}\right\rangle+\cdots+\left\langle e_{i}\right\rangle
$$

and

$$
Y_{i}^{\prime}=\left\langle e_{\sigma(1)}\right\rangle+\left\langle e_{\sigma(2)}\right\rangle+\cdots+\left\langle e_{\sigma(i)}\right\rangle .
$$

In particular, the chambers $C$ and $C^{\prime}$ are contained in the apartment $\mathcal{A}(\mathcal{F})$ given by this frame. Thus, we have shown that any two chambers lie in a common apartment. This gives rise to an isomorphism $\phi_{C, \mathcal{F}}: S_{n+1} \rightarrow \mathcal{A}(\mathcal{F})$ defined by

$$
\sigma \mapsto C_{\sigma}
$$

where $C_{\sigma}:=\left\{L_{\sigma(1)}, L_{\sigma(1)}+L_{\sigma(2)}, \ldots, L_{\sigma(1)}+L_{\sigma(2)}+\cdots+L_{\sigma(n)}\right\}$. Its inverse is the $\operatorname{map} \psi_{C, \mathcal{F}}: \mathcal{A}(\mathcal{F}) \rightarrow S_{n+1}$ defined by

$$
D \mapsto \delta(C, D) .
$$

Observe that $\psi_{C, \mathcal{F}}$ does not make any reference to $\mathcal{F}$, only to $C$. It turns out that if $\mathcal{F}^{\prime}$ is another frame whose apartment $\mathcal{A}(\mathcal{F})$ contains $C$, then $\psi_{C, \mathcal{F}}$
and $\psi_{C, \mathcal{F}^{\prime}}$ agree on $\mathcal{A}(\mathcal{F}) \cap \mathcal{A}\left(\mathcal{F}^{\prime}\right)$. It therefore follows that the map

$$
\phi_{C, \mathcal{F}^{\prime}} \circ \psi_{C, \mathcal{F}}: \mathcal{A}(\mathcal{F}) \rightarrow \mathcal{A}\left(\mathcal{F}^{\prime}\right)
$$

is an isomorphism fixing the intersection $\mathcal{A}(\mathcal{F}) \cap \mathcal{A}\left(\mathcal{F}^{\prime}\right)$ pointwise. Hence, $(C, \delta)$ is indeed a building.

An $i$-panel (or residue of type $i$ ) in this building corresponds to the set of 1-spaces in a 2 -space $V_{i+1} / V_{i-1}$. More generally, if $J=\left\{j_{1}, \ldots, j_{k}\right\} \subset I$, a residue of cotype $J$ (or of type $I \backslash J$ ) in this building corresponds to a flag

$$
\mathcal{F}=\left\{Y_{i_{1}}, Y_{i_{2}}, \ldots, Y_{i_{k}}\right\} .
$$

Denote this residue by $\operatorname{Res}(\mathcal{F})$. Its chambers are the maximal flags $C=$ $\left\{Y_{1}^{\prime}, \ldots, Y_{n}^{\prime}\right\}$, such that $Y_{j}^{\prime}=Y_{j}$ for all $j \in J$.

Let $C_{1}=\left\{Y_{1}^{\prime}, \ldots, Y_{j_{1}-1}^{\prime}\right\}$, then $C_{1}$ is a chamber in the projective geometry for the space $Y_{j_{1}}$. Similarly, the flag

$$
C_{2}:=Y_{j_{1}+1}^{\prime} / Y_{j_{1}} \subset Y_{j_{1}+2}^{\prime} / Y_{j_{1}}^{\prime} \subset \cdots \subset Y_{j_{2}-1}^{\prime} / Y_{j_{1}}^{\prime}
$$

is a chamber in the geometry for the space $Y_{j_{2}} / Y_{j_{1}}$. In general, the flag

$$
C_{m+1}:=Y_{j_{m}+1}^{\prime} / Y_{j_{m}} \subset Y_{j_{m+2}}^{\prime} / Y_{j_{m}}^{\prime} \subset \cdots \subset Y_{j_{m+1}-1} / Y_{j_{m}}
$$

is a chamber in the geometry for the space $Y_{j_{m+1}}^{\prime} / Y_{j_{m}}^{\prime}, 1 \leq m \leq k$. Thus, each chamber $C$ in $\operatorname{Res}(\mathcal{F})$ corresponds to a $k$-tuple $\left(C_{1}, C_{2}, \ldots, C_{k}\right)$. Moreover, $\operatorname{Res}(\mathcal{F})$ corresponds to the direct product $\Delta_{1} \times \Delta_{2} \times \cdots \times \Delta_{k}$ where $\Delta_{i}$ is
the projective building on the space $Y_{j_{i}} / Y_{j_{, i-1}}, 1 \leq i \leq k$. The stabilizer of the flag $\mathcal{F}$ is the subgroup of the general linear group $\mathrm{GL}_{n}(K)$ of dimension $n$ over $K$, consisting of the matrices of the form
$\left(\begin{array}{c|c|c|c}A_{1} & * & * & * \\ \hline 0 & A_{2} & * & * \\ \hline 0 & 0 & \ddots & * \\ \hline 0 & 0 & 0 & A_{k}\end{array}\right)$,
where $A_{i}$ is an invertible matrix of dimension $\operatorname{dim} Y_{j_{i}} / Y_{j_{, i-1}}$, for $1 \leq i \leq k$.

## Chapter 2

## Homology and the Steinberg Module

### 2.1 Simplicial complexes

Definition 2.1.1. Let $X$ be a set and $\Delta$ a collection of (finite) subsets of $X$, with the property that if $B \in \Delta$ and $A \subseteq B$, then $A \in \Delta$. Furthermore, every singleton subset $\{x\}$ of $X$ lies in $\Delta$. Then we say that $\Delta$ is an (abstract) simplicial complex with vertex set $X$. The elements of $\Delta$ are called simplices.

A simplex $B=\left\{x_{0}, x_{1}, \ldots, x_{q}\right\}$ consisting of $q+1$ vertices is said to be $q$ dimensional and we refer to $B$ as a $q$-simplex. If $A \subseteq B \in \Delta$, then we say $A$ is a face of $B$. The codimension of $A$ in $B$ is given as $|B-A|$. If $A$ has codimension 1 in $B$, then we say $A$ is a facet of $B$. The dimension of a simplicial complex $\Delta$ is the largest dimension of its simplices. That is,

$$
\operatorname{dim} \Delta=\max \{\operatorname{dim} A \mid A \in \Delta\}
$$

The relations $A \subseteq B$ holding in a simplicial complex $\Delta$ are called the face relations of $\Delta$.

Two simplices $A$ and $B$ in $\Delta$ are said to be adjacent if they have a common facet. A simplex $A \in \Delta$ is said to maximal if $A$ is not a proper face of any other simplex in $\Delta$. A simplicial complex $\Delta$ is said to be pure if it is finite dimensional and every maximal simplex has the same dimension. A subcomplex of a simplicial complex $\Delta$ is a subset $Y$ of $\Delta$ which is a simplicial complex with the face relations from $\Delta$.

Example 2.1.2. Let $\Delta$ be a simplicial complex. For any simplex $B \in \Delta$, the set $\mathrm{lk} B=\{A \in \Delta \mid A \cup B \in \Delta, A \cap B=\emptyset\}$ called the link of $B$ is a subcomplex of $\Delta$.

Throughout the remaining part of this section let $\Delta$ be a simplicial complex with vertex set $X$.

Definition 2.1.3. Let $S$ be a finite subset of $\mathbb{R}^{n}$. An affine combination of the points $p_{i} \in S$ is a point $x=\sum \lambda_{i} p_{i}$, such that $\lambda_{i} \in \mathbb{R}$ and $\sum \lambda_{i}=1$. The set $S$ is said to be affinely independent if no point in $S$ is an affine combination of the other points. A convex combination is an affine combination with non-negative coefficients $\lambda_{i}$. The convex hull $\operatorname{conv}(S)$ of $S$ is the set of all convex combinations of points in $S$.

Definition 2.1.4. Suppose $X=\left\{x_{1}, \ldots, x_{n}\right\}$. Let $e_{i}$ be the $i$-th unit coordinate vector in $\mathbb{R}^{n}$. For any subset $A \subseteq X$, define

$$
|A|=\operatorname{conv}\left\{e_{i} \mid x_{i} \in A\right\} .
$$

So if $A$ is a $q$-simplex in $\Delta$, then $|A|$ is called a geometric $q$-simplex in $\mathbb{R}^{n}$. We define the geometric realization $|\Delta|$ of the simplicial complex $\Delta$ to be

$$
|\Delta|=\bigcup_{A \in \Delta}|A| .
$$

Thus $|\Delta|$ inherits from the topology on $\mathbb{R}^{n}$ the structure of a topological space. If $Y$ is any topological space homeomorphic to $|\Delta|$, then we call $\Delta$ a triangulation of $Y$.

Definition 2.1.5. Let $\Delta$ be a simplicial complex. Then $\Delta$ is a chamber complex if it satisfies the following conditions.
(i) Every simplex is contained in a maximal simplex.
(ii) For any two maximal simplices $A, B \in \Delta$, there is a gallery connecting $A$ to $B$.

The maximal simplices in $\Delta$ are called chambers of $\Delta$.

Observe that the maximal simplices in a chamber complex $\Delta$ all have the same dimension. This follows from condition (ii) above. Thus, if $\Delta$ is finite dimensional then $\Delta$ is pure.

Definition 2.1.6. Let $\mathcal{S}=(X, \Delta)$ and $\mathcal{S}^{\prime}=\left(X^{\prime}, \Delta^{\prime}\right)$ be two simplicial complexes. A morphism from $\mathcal{S}$ to $\mathcal{S}^{\prime}$ is a map from $X$ to $X^{\prime}$ which takes simplices to simplices.

Definition 2.1.7. Let $G$ be a finite group. We say that $G$ acts on $\Delta$ if $G$ acts on the vertices of $\Delta$ and if the action of $G$ takes simplices to simplices. $W e$ call $\Delta a G$-complex in this case.

### 2.2 Homology

Definition 2.2.1. A differential group is a pair $(C, \partial)$ consisting of an abelian group $C$ and an endomorphism $\partial: C \rightarrow C$ satisfying $\partial \partial=0$. The endomorphism $\partial$ is called the differential or boundary operator of the differential group.

The elements of Kerд are called cycles and those of Im $\partial$ are called boundaries, and the requirement that $\partial \partial=0$ implies $\operatorname{Im} \partial \subseteq \operatorname{Ker} \partial$. The quotient group $H(C)$ defined by

$$
H(C)=K e r \partial / \operatorname{Im} \partial
$$

is called the Homology group of $C$. The elements of $H(C)$ are called homology classes, two cycles being homologous if they lie in the same homology class.

Definition 2.2.2. (Chain Complex) $A$ chain complex $C$ over a ring $K$ is a family $\left\{C_{q}, \partial_{q}\right\}, q \in \mathbb{Z}$, of abelian groups $C_{q}$ and homomorphisms $\partial_{q}$ : $C_{q} \rightarrow C_{q-1}$ such that $\partial_{q} \partial_{q+1}=0$.

The elements of $C_{q}$ are the $q$-chains of the complex. If $C_{q}=0$ for $q<0$, we say the complex is nonnegative. A free chain complex is a chain complex in which $C_{q}$ is free abelian for all $q$. Again the condition that $\partial_{q} \partial_{q+1}=0$ implies $\operatorname{Im} \partial_{q+1} \subseteq \operatorname{Ker}_{q}$. The homology group $H(C)$ consists of the family $\left\{H_{q}(C)=\operatorname{Ker}_{q} / \operatorname{Im} \partial_{q+1}\right\}$ of quotient groups.

We now turn attention to chain complexes defined over a simplicial complex. Throughout the remaining part of this section, let $\Delta$ be a simplicial complex. An ordered $q$-simplex of $\Delta$ is a sequence $\left(v_{0}, v_{1}, \ldots, v_{q}\right)$ of $q+1$ vertices belonging to some $q$-simplex of $\Delta$. If $q<0$ then no ordered $q$-simplex exists.

Definition 2.2.3. An ordered chain complex $C(\Delta)$ of $\Delta$ is a family $\left\{C_{q}(\Delta), \partial_{q}\right\}$, where $C_{q}(\Delta)$ is the free abelian group generated by the ordered $q$-simplexes of $\Delta$ and $\partial_{q}$ is given by the equation

$$
\partial_{q}\left(v_{0}, v_{1}, \ldots, v_{q}\right)=\sum_{0 \leq i \leq q}(-1)^{i}\left(v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{q}\right),
$$

where $\left(v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{q}\right)$ denotes the ordered $(q-1)$-simplex obtained by deleting the $i^{\text {th }}$ vertex $v_{i}$.

If $q<0$ then $C_{q}(\Delta)=0$ and so the ordered chain complex is also a free nonnegative chain complex. A chain complex $C=\left\{C_{q}, \partial_{q}\right\}$ is said to be finitely generated if $C_{q}$ is finitely generated for all $q$ and $C_{q}=0$ for all but finitely many integers $q$. If $C$ is finitely generated then $H(C)$ is also finitely generated.

Definition 2.2.4. (Reduced Homology) We define the augmented chain complex $\tilde{C}(\Delta)$ of $\Delta$ by setting $\tilde{C}_{q}(\Delta)=C_{q}(\Delta)$ for $q \geq 0$ and $\tilde{C}_{q}(\Delta)=\mathbb{Z}$ for $q=-1$. Define $\partial_{0}(v)=1$ for each vertex $v$. The reduced homology $\tilde{H}_{q}(\Delta)$ is the homology of $\tilde{C}_{q}(\Delta)$.

We shall be interested in complexes which satisfy the well-known CohenMacaulay property. Recall that the link $\mathrm{lk} F$ of a simplex $F$ in $\Delta$ is the subcomplex lk $F=\{E \in \Delta \mid E \cup F \in \Delta$, and $E \cap F=\emptyset\}$. Let $K$ denote the ring of integers $\mathbb{Z}$ or a field $\mathbb{F}$.

Definition 2.2.5. (Cohen- Macaulay) A simplicial complex $\Delta$ is said to be Cohen-Macaulay over $K$ if $\tilde{H}_{i}(\mathrm{lk} F, K)=0$ for all $F \in \Delta$ and $i<\operatorname{dim}(\mathrm{lk} F)$.

Definition 2.2.6. Let $G$ be a finite group. We say that $G$ acts on a chain complex $C=\left\{C_{q}, \partial_{q}\right\}$ over $K$ if each $C_{q}$ is a finite dimensional $K G$-module and if $\partial_{q}$ commutes with the action of $G$. If $G$ acts on $C$ then the homology spaces $\left\{H_{q}(C)\right\}$ are also $K G$-modules affording what we refer to as the homology representations of $G$.

### 2.3 The Solomon-Tits Theorem

In this section, we collect some results on homology representation of groups and the Steinberg module. We also state the well-known Solomon-Tits theorem as given in [7].

Definition 2.3.1. Let $(W, S)$ be a finite Coxeter system with $|S| \geq 2$. Let $\Gamma$ be the partially ordered set (poset), referred to as the $W$-poset, consisting of all the left cosets

$$
\left\{w W_{J} \mid w \in W \text { and } J \subset S\right\}
$$

ordered by inclusion. We call $\Gamma$ the Coxeter poset, and the action of $W$ on $\Gamma$ is given by left translation. That is, for $x \in W$,

$$
w W_{J} \mapsto x w W_{J},
$$

for all $w \in W$ and $J \subset S$.

Definition 2.3.2. Let $(W, S)$ be a finite Coxeter system. The sign representation $\varepsilon$ of $W$ is the representation $\varepsilon: W \rightarrow \mathbb{Q}$ of degree 1, given uniquely by

$$
\varepsilon(s)=-1 \text { for all } s \in S
$$

We have the following results.
Theorem 2.3.3. Let $V$ be a finite dimensional vector space over the real field $\mathbb{R}$, let $\Phi$ be a root system in $V$ and let $(W, S)$ be the Coxeter system associated with $\Phi$. Thus $W=W(\Phi)$ (see Theorem 1.2.8) and $S$ is the set of reflections associated with a fundamental system $\Pi \subseteq \Phi$. Let $n=|S|=\operatorname{dim} V$ and suppose $n \geq 2$. Then the following statements hold:
(i) The group $W$ acts on the unit sphere $S^{n-1}=\{v \in V \mid\|v\|=1\}$ in $V$ and there is a $W$-equivariant homeomorphism

$$
|\Gamma| \simeq S^{n-1}
$$

where $|\Gamma|$ denotes the underlying topological space of the Coxeter poset $\Gamma$ associated with the Coxeter system $(W, S)$.
(ii) The homology representation of $W$ on $H(\Gamma)$ over $\mathbb{Q}$ is the following: $H_{i}(\Gamma)=0$ except in dimension 0 and $n-1$. Furthermore, $H_{0}(\Gamma)$ affords the trivial representation $1_{W}$, while $H_{n-1}(\Gamma)$ affords the sign representation $\varepsilon$.

Proof. See Theorem 66.28 in [7].

Theorem 2.3.3 shows that $S^{n-1}$ is the geometric realization $|\Gamma|$ of the $W$-poset $\Gamma$ and thus determines the homology representation of $W$ on $\Gamma$.

Corollary 2.3.4. Let $\varepsilon$ be the sign character of a finite Coxeter group $W$. Then

$$
\varepsilon=\sum_{J \subseteq S}(-1)^{|J|}\left(1_{W_{J}}\right)^{W} .
$$

Proof. See Corollary 66.29 in [7].

Proposition 2.3.5. The correspondence

$$
\xi=\sum_{J \subseteq S} n_{J}\left(1_{W_{J}}\right)^{W} \rightarrow \hat{\xi}=\sum_{J \subseteq S} n_{J}\left(1_{P_{J}}\right)^{G}, n_{J} \in \mathbb{Z}
$$

defines a mapping of virtual characters of $W$ to virtual characters of $G$ that preserves scalar product. Furthermore,

$$
\xi \in \operatorname{Irr} W \Rightarrow \pm \hat{\xi} \in \operatorname{Irr} G
$$

Proof. This is Proposition 67.9 in [7].

We shall now introduce the concept of a combinatorial building. Recall the definition of parabolic subgroups as given in Definition 1.3.6.

Definition 2.3.6. The combinatorial building $\Delta$ of a group $G$ with a $B N$ pair of rank $n>1$ is the poset of all proper parabolic subgroups $P$ of $G$, called $G$-poset, ordered by inclusion, with the $G$-action given by conjugation:

$$
P \rightarrow g P g^{-1}, \text { for } g \in G, P \in \Delta
$$

The statement of the well-known Solomon-Tits theorem which was first proved by L. Solomon in [15] is as follows.

Theorem 2.3.7. (Solomon-Tits) Let $\Delta$ be the combinatorial building of a finite group with a $B N$-pair of rank $n \geq 2$, and let $H(\Delta)=\left\{H_{q}(\Delta) \mid q \geq 0\right\}$ denote the homology of $\Delta$ with coefficients in $\mathbb{Q}$. Then $H_{q}(\Delta)=0$ except
in dimensions $q=0$ and $q=n-1$. In these dimensions, $H_{0}(\Delta)$ affords the trivial representation, while $H_{n-1}(\Delta)$ affords an absolutely irreducible nontrivial representation.

Definition 2.3.8. Let $G$ be a group with a $B N$-pair of rank $n$ and let $\Delta$ be the combinatorial building of $G$. The Steinberg representation $\mathrm{St}_{G}$ is the nontrivial absolutely irreducible $\mathbb{Q}$-representation of $G$ afforded by the rational homology group $H_{n-1}(\Delta)$, if $n>1$. If $n=1$, it is the unique nontrivial irreducible component of the permutation representation of $G$ afforded by the left cosets $G / B$.

We also denote by $\mathrm{St}_{G}$ the character of $G$ afforded by the Steinberg representation.

Theorem 2.3.9. The character $\mathrm{St}_{G}$ of the Steinberg representation of a finite group $G$ with a $B N$-pair is given by

$$
\mathrm{St}_{G}=\sum_{J \subseteq S}(-1)^{|J|}\left(1_{P_{J}}\right)^{G} .
$$

Furthermore, $\mathrm{St}_{G} \in \operatorname{Irr} G$, and deg $S t_{G}=\left|B: B \cap{ }^{w_{0}} B\right|$, where $w_{0}$ is the unique element of maximal length in $W$.

Proof. By Corollary 2.3.4, the sign character of $W$ is given by

$$
\varepsilon=\sum_{J \subset S}(-1)^{|J|}\left(1_{W_{J}}\right)^{W} .
$$

By Proposition 2.3.5, we have that the character $\mathrm{St}_{G}$ is a virtual character such that $\pm \operatorname{St}_{G} \in \operatorname{Irr} G$. We now wish to calculate $\mathrm{St}_{G}(1)$ and we use the
formula

$$
\mathrm{St}_{G}(1)=\sum_{J \subseteq S}(-1)^{|J|}\left|G: P_{J}\right| .
$$

Let $D_{\emptyset, J}$ denote the set of distinguished double coset representatives in $B \backslash$ $G / P_{J}$ (see 1.2.12). By Theorem 1.3.11,

$$
G=\bigcup_{x \in D_{\emptyset J}} B x P_{J}
$$

Furthermore, $\left|B x P_{J} / P_{J}\right|=\left|B: B \cap{ }^{x} P_{J}\right|, x \in D_{\emptyset J J}$. So we have that

$$
\left|G: P_{J}\right|=\sum_{x \in D_{\emptyset, J}}\left|B x P_{J} / P_{J}\right|=\sum_{x \in D_{\emptyset J}}\left|B: B \cap^{x} P_{J}\right| .
$$

Recall that $P_{J}=\bigcup_{w \in W_{J}} B w B$. We want to show that $B \cap^{x} P_{J}=B \cap^{x} B$. It suffices to show that

$$
x B w B x^{-1} \cap B=\emptyset, \text { for } 1 \neq w \in W_{J}, x \in D_{\emptyset J} .
$$

This is equivalent to showing that

$$
x B w B \cap B x B=\emptyset, \text { for } x \in D_{\emptyset J}, w \in W_{J}, w \neq 1 .
$$

By Proposition 1.2.12, $l(x w)=l(x)+l(w)$ for all $w \in W_{J}$ and $x \in D_{\emptyset} J$, thus $x B w \subset B x w B$. This implies that $x B w B \cap B x B=\emptyset$ for all $1 \neq w \in W_{J}$ and $x \in D_{\emptyset, J}$ by the uniqueness part of the Bruhat decomposition. So $\left|G: P_{J}\right|=$ $\sum_{x \in D_{\emptyset J}}\left|B: B \cap B^{x}\right|$.

Substituting for $\left|G: P_{J}\right|$ in the formula for $\mathrm{St}_{G}(1)$ we have

$$
\mathrm{St}_{G}(1)=\sum_{J \subseteq S}(-1)^{|J|} \sum_{x \in D_{\emptyset, J}}\left|B: B \cap^{x} B\right| .
$$

By Proposition 1.2 .12 we have that $x \in W$ belongs to $D_{\emptyset J}$ if and only if $l(x s)>l(x)$ for all $s \in J$. But this happens if and only if $J \subseteq R(x)$ where $R(x)=\{s \in S \mid l(x s) \geq l(x)\}$. Also, if $J=\emptyset$, then $D_{\emptyset \emptyset}=W$. So

$$
\begin{aligned}
\mathrm{St}_{G}(1) & =\sum_{J \subseteq S}(-1)^{|J|} \sum_{D_{\emptyset J}}\left|B: B \cap^{x} B\right| \\
& =\sum_{x \in W}\left(\sum_{J \subseteq R(x)}(-1)^{|J|}\right)\left|B: B \cap^{x} B\right| .
\end{aligned}
$$

Hence for each $x \in W$, we have that $\left|B: B \cap^{x} B\right|$ appears in the formula for $\operatorname{St}_{G}(1)$ precisely $\sum_{J \subseteq R(x)}(-1)^{|J|}$ times. Now if $R(x) \geq 1$, then the alternating sum $\sum_{J \subseteq R(x)}(-1)^{|J|}$ has $2^{|R(x)|}$ terms half of which are positive and the other half negative. It therefore follows that $\sum_{J \subseteq R(x)}(-1)^{|J|}=0$ in this case. Thus we are left with the case $R(x)=\emptyset$. This happens if and only if $x=w_{0}$ where $w_{0}$ is the unique element of maximal length in $W$. The contribution of this element to $\operatorname{St}_{G}(1)$ is $\left|B: B \cap{ }^{w_{0}} B\right|$, so $S t_{G}(1)=\left|B: B \cap{ }^{w_{0}} B\right|$ completing the proof.

## Chapter 3

## Codes

### 3.1 Linear codes

Throughout this section, let $\mathbb{F}_{q}$ denote the Galois field with $q$ elements, where $q$ is a prime power, and we write $V(n, q)$ for the $n$-dimensional vector space over $\mathbb{F}_{q}$, where $n$ is a positive integer. We shall write $x_{1} x_{2} \cdots x_{n}$ for the vector $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and consider linear codes defined over finite fields.

Definition 3.1.1. (Linear Codes) $A$ linear code $C$ over $\mathbb{F}_{q}$ is a subspace of $V(n, q)$. Thus $C$ is nonempty and satisfies the following properties:
(i) for all $x, y \in C, x+y \in C$; and
(ii) for all $x \in C$ and $\lambda \in \mathbb{F}_{q}, \lambda x \in C$.

The elements of $C$ are called codewords. The dimension of the linear code is defined to be the vector space dimension of $C$ and the length of the linear code is given as the dimension of $V(n, q)$. If $C$ is $k$-dimensional, then $C$ is said to be a linear $(n, k)$-code.

Example 3.1.2. Set $V=V(3,2)$, then $V$ consists of the eight vectors

$$
000,100,010,001,110,101,011,111 .
$$

Take $C$ to be the subspace of $V$ given by the basis $\{110,011\}$. Then $C$ is a linear (3,2)-code and consists of the four codewords

$$
000,011,110,101 .
$$

Definition 3.1.3. The rate of a linear ( $n, k$ )-code is given as $R=k / n$ and the redundancy of the code is $n-k$.

The rate of the code measures the fraction of the information which is nonredundant.

An important feature of a linear code $C$ is the minimum distance of the code, which is an indicator of the error correcting capability of the code.

Definition 3.1.4. (Hamming distance) The (Hamming) distance between two vectors $x, y, \in V(n, q)$ denoted $d(x, y)$, is the number of places at which $x$ and $y$ differ. Thus,

$$
d(x, y)=\left|\left\{i \mid x_{i} \neq y_{i}\right\}\right| .
$$

The minimum distance $d(C)$ of a linear code $C$ is given as

$$
\min \{d(x, y) \mid x, y \in C\} .
$$

Example 3.1.5. Let $V(3,2)$ and $C$ be as in Example 3.1.2, then $d(101,111)=$ 1 and $d(C)=2$.

Proposition 3.1.6. The Hamming distance is a metric on $V(n, q)$. That is, for all $x, y$ and $w$ in $V(n, q)$, the following hold.
(i) $d(x, y) \geq 0$ and $d(x, y)=0$ if and only if $x=y$.
(ii) $d(x, y)=d(y, x)$.
(iii) $d(x, y) \leq d(x, w)+d(w, y)$.

Proof. The first two conditions follow immediately from the definition. To verify the third property, observe that $d(x, y)$ is the minimum number of changes required to change $x$ to $y$. However, we may decide to change $x$ to $y$ by first changing $x$ to $w$ (making $d(x, w)$ changes) and then $w$ to $y$ (making $d(w, y)$ changes). It therefore follows that $d(x, y) \leq d(x, w)+d(w, y)$.

Definition 3.1.7. Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ be a vector in $V(n, q)$. The support of $v$ denoted $\operatorname{Supp}(v)$ is the set $\left\{i \mid v_{i} \neq 0\right\}$, and we define the (Hamming) weight $w(v)$ of $v$ to be $|\operatorname{Supp}(v)|$. The minimum weight $w(C)$ of $a$ linear code $C$ is the minimum of the weights of the non-zero codewords in $C$.

It is obvious from the definition that $w(v)=d(0, v)$ for all $v \in V$ and $w(v)=0$ if and only if $v=0$. In fact, $d(u, v)=w(u-v)=w(v-u)$ for all $u, v \in V$. This motivates the next result.

Lemma 3.1.8. Let $C$ be a linear code, then $d(C)=w(C)$.

Proof. Let $x, y \in C$ such that $d(C)=d(x, y)$. Since $x-y \in C$, we have

$$
d(C)=d(x, y)=w(x-y) \geq w(C)
$$

Let $x$ be a nonzero codeword in $C$ with $w(x)=w(C)$. Then the vector 0 is a codeword and so

$$
w(C)=w(x)=d(x, 0) \geq d(C)
$$

The two inequalities yield the desired result.

Lemma 3.1.9. Let $C$ be a linear code and let $d=d(C)$. Then $C$ can correct up to $\lfloor(d-1) / 2\rfloor$ errors and detect up to $d-1$ errors.

Proof. A proof can be found in [3].

### 3.2 Codes from Homology

Let $\Delta$ be a (pure) finite simplicial complex of dimension $n$. We consider the reduced complex over $\Delta$. Let $\Delta_{k}$ denote the set of $k$-dimensional simplices in $\Delta,-1 \leq k \leq n$, where $\Delta_{-1}$ consists of the single empty simplex. The $k$ th chain group $C_{k}=C_{k}(\Delta)$ is the free $\mathbb{Z}$-module generated by the $k$-dimensional simplices $\Delta_{k}$ of $\Delta$. We restrict attention to the top dimension $n$ of the complex. Thus, $C_{n}(\Delta)=\mathbb{Z}\left(\Delta_{n}\right)$ and the associated boundary map $\partial_{n}$ maps $C_{n}(\Delta)$ into $C_{n-1}(\Delta)$. The cycle subgroup $Z_{n}(\Delta)$ is the kernel of $\partial_{n}$. As we are in the top dimension, $\partial_{n+1}=0$, so the homology group $H_{n}(\Delta)=Z_{n}(\Delta)$. For linear codes, we wish to go from $\mathbb{Z}$-modules to modules over some finite field $K$. The modules defined in this way are in fact vector spaces over the field $K$. We restrict attention to the case $K=\mathbb{F}_{2}$, the field with 2 elements, and define the groups $C_{n}\left(\Delta, \mathbb{F}_{2}\right)$ and $Z_{n}\left(\Delta, \mathbb{F}_{2}\right)$ over $\mathbb{F}_{2}$ analogously. By the universal coefficient theorem, we have that the groups over $\mathbb{F}_{2}$ can be
obtained from the groups over $\mathbb{Z}$ by tensoring with $\mathbb{F}_{2}$. Let $\overline{C_{n}}$ and $\overline{Z_{n}}$ denote the spaces over $\mathbb{F}_{2}$ obtained under this map. So, for instance, if $x \in C_{n}$, then $x=\sum_{c \in \Delta_{n}} f_{c}(x) \cdot c$ with coeficients $f_{c}(x) \in \mathbb{Z}$, and its image $\bar{x}$ in $\overline{C_{n}}$ is $\sum_{c \in \Delta_{n}} \overline{f_{c}(x)} \cdot c$, with coefficients $\overline{f_{c}(x)} \in \mathbb{F}_{2}$.

Again, the $n$-dimensional simplices $\Delta_{n}$ are the standard basis of the $\mathbb{F}_{2}$-space $\overline{C_{n}}$. Since $\Delta$ is finite, $\Delta_{n}$ is also finite and so $C_{n}$ is finite dimensional. So, in the language of coding theory, we may identify each element $\bar{x} \in \overline{C_{n}}$ with the vector of coefficients $\overline{f_{c}(x)}$, a word in the alphabet $\mathbb{F}_{2}=\{0,1\}$. As $\overline{Z_{n}}$ is a subspace of $\overline{C_{n}}$, it follows that $\overline{Z_{n}}$ is a linear code. We call it the cycle code of $\Delta$. The following result is immediate from the definition of linear codes.

Lemma 3.2.1. The cycle space $\overline{Z_{n}}$ is a linear code in $\overline{C_{n}}$ with length $\operatorname{dim} \overline{C_{n}}=$ $\left|\Delta_{n}\right|$ and dimension $\operatorname{dim} \overline{Z_{n}}$.

In general, the dimension of the cycle code can be obtained by linear-algebraic calculations involving the boundary map $\partial$. However, if $\Delta$ is Cohen-Macaulay, then the cycle code is given by the reduced Euler characteristic. Hence we have the following result.

Lemma 3.2.2. Suppose $\Delta$ is Cohen-Macaulay. Then the dimension of the cycle code is given by the reduced Euler characteristic

$$
\tilde{\chi}(\Delta)=\sum_{i=0}^{n+1}(-1)^{i}\left|\Delta_{n-i}\right|
$$

where $\left|\Delta_{-1}\right|=1$ by convention.
Proof. Since $\Delta$ is Cohen-Macaulay, reduced homology vanishes away from top dimension and this happens in the link of every simplex in $\Delta$. Now
$\emptyset \in \Delta$ and $\operatorname{lk}(\emptyset)=\Delta$, so we have $\operatorname{dim} \tilde{H}_{i}(\Delta)=0$ for all $i<n$. In particular, $\operatorname{Ker}_{i}=\operatorname{Im} \partial_{i+1}$ for $0 \leq i<n$. Thus,

$$
\begin{aligned}
\operatorname{dim} Z_{n} & =\operatorname{dim} C_{n}-\operatorname{dim} \operatorname{Im} \partial_{n} \\
& =\operatorname{dim} C_{n}-\operatorname{dim} C_{n-1}+\operatorname{dim} \operatorname{Im} \partial_{n-1} \\
& =\operatorname{dim} C_{n}-\operatorname{dim} C_{n-1}+\cdots-\operatorname{dim} C_{1}+\operatorname{dim} C_{0}-\operatorname{dim} \operatorname{Im} \partial_{0} \\
& =\operatorname{dim} C_{n}-\operatorname{dim} C_{n-1}+\cdots-\operatorname{dim} C_{1}+\operatorname{dim} C_{0}-1 \\
& =\left|\Delta_{n}\right|-\left|\Delta_{n-1}\right|+\cdots-\left|\Delta_{1}\right|+\left|\Delta_{0}\right|-\left|\Delta_{-1}\right| \\
& =\sum_{i=0}^{n+1}(-1)^{i}\left|\Delta_{n-i}\right| \\
& =\tilde{\chi}(\Delta)
\end{aligned}
$$

As with any code, an important feature of the cycle code is the minimal weight. We may identify a chain vector $\bar{x} \in \bar{C}$ with the set of those chambers $c \in \Delta_{n}$ such that the coefficient $f_{c}(\bar{x})$ is non-zero. Then the Hamming weight of $\bar{x}$ coincides with the size $|\bar{x}|$ regarded as a set. Thus, we have the following result.

Lemma 3.2.3. The minimal weight of the cycle code $\overline{Z_{n}}$ is given by

$$
\min _{0 \neq \bar{z} \in \overline{Z_{n}}}|\bar{z}| .
$$

### 3.3 Smith-Yoshiara

In [14], Smith and Yoshiara explore a byproduct of the action of groups on geometries, namely the definition of the associated linear codes using elementary topology. In this section, we take a close look at their method on defining codes based on buildings and collect some results.

Let $G=G(q)$ be an (untwisted) Chevalley group of rank $n+1$ over the finite field $\mathbb{F}_{q}$ with $q$ elements. It is a well known fact that $G$ has a Tits' system (details can be found in [4]). Let $B$ denote the Borel subgroup of $G$, and let $W$ be the associated Weyl group with generating set $S$ and $l$ its length function. By Theorem 1.4.28, this Tits' system defines a building $(\Delta, \delta)$ with chambers $g B, g \in G$. Furthermore, the Bruhat decomposition partitions these cosets into double cosets: $g B \subseteq B w B$ if and only if $\delta(B, g B)=w$. We have the following results.

Proposition 3.3.1. For each $w \in W$ the number of cosets in $B w B$ is $q^{l(w)}$. Proof. Let $C$ be the chamber stabilized by the Borel subgroup $B$. Consider the set

$$
\mathcal{A}_{w}^{C}=\{D \in \Delta \mid \delta(C, D)=w\} .
$$

By Theorem 1.4.28, $\delta(C, D)=w$ if and only if $D \subseteq B w B$. Thus the number of cosets in $B w B$ is $\left|\mathcal{A}_{w}^{C}\right|$. Let $w=s_{1} \cdots s_{n}$ be a reduced decomposition of $w($ so $l(w)=n)$. Then, for each $D \in \mathcal{A}_{w}^{C}$, there is a unique minimal gallery of type $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$ connecting $C$ and $D$ by Definition 1.4.1 and Lemma 1.4.5(ii). Thus, $\left|\mathcal{A}_{w}^{C}\right|$ is equal to the number of such minimal galleries.

Let $\Gamma=\left(C_{0}, \ldots, C_{n}\right)$ be a minimal gallery of type $\mathbf{s}$ connecting $C$ and $D$.

Then $C=C_{0}, C_{n}=D$ and $\delta\left(C_{i-1}, C_{i}\right)=s_{i}$. Furthermore, $l\left(s_{1} \cdots s_{i}\right)>$ $l\left(s_{1} \cdots s_{i-1}\right)$ and so $\delta\left(C_{0}, C_{i}\right)=s_{1} \cdots s_{i}$ for all $1 \leq i \leq n$ (by 1.4.3). Now each panel contains $q+1$ chambers, it therefore follows that there are exactly $q$ choices for each $C_{i}, 1 \leq i \leq n$ and so $\left|\mathcal{A}_{w}^{C}\right|=q^{n}=q^{l(w)}$.

This gives us a formula for the length of the cycle code in terms of $q$ and $W$. That is,

$$
\left|\Delta_{n}\right|=\sum_{w \in W} q^{l(w)} .
$$

In [15], Solomon describes the cycle space $Z_{n}$ in the so called Solomon-Tits theorem. In particular, the proof of that theorem shows that $\Delta$ is CohenMacaulay. Thus the dimension of the code is given by the reduced Euler characteristic.

Lemma 3.3.2. The dimension of the cycle code $\overline{Z_{n}}$ is $q^{m}$, where $m=l\left(w_{0}\right)$ and $w_{0}$ is the unique element of maximal length in $W$.

Proof. Since $\Delta$ is Cohen-Macaulay, the cycle code is given by the reduced Euler characteristic by Lemma 3.2.2. Observe that if $J \subseteq S$, then

$$
\left|\Delta_{k}\right|=\sum_{|J|=|S|-(k+1)}\left|G: P_{J}\right|,
$$

by the Orbit-Stabilizer theorem, since the action of $G$ on $\Delta$ is transitive. Thus we may rewrite Lemma 3.2.2 as $\sum_{J \subseteq S}(-1)^{|J|}\left|G: P_{J}\right|$. By Proposition 2.3.9,

$$
\sum_{J \subseteq S}(-1)^{|J|}\left|G: P_{J}\right|=\left|B: B \cap{ }^{w_{0}} B\right| .
$$

Observe that $\left|B: B \cap{ }^{w_{0}} B\right|$ is precisely the number of left cosets $g B$ in the
double coset $B w_{0} B$. Hence

$$
\operatorname{dim} \overline{Z_{n}}=\left|B: B \cap^{w_{0}} B\right|=q^{m} .
$$

Let us identify the group $B$ with the actual chamber in $\Delta_{n}$ it stabilizes. Then an apartment is given by the set of Weyl group translates $\{w B \mid w \in W\}$. Denote this apartment by $A$. Then the apartment $A$ is a subcomplex of $\Delta$. We shall show that the minimal weight of the code is given by apartments.

Proposition 3.3.3. Let $A$ be as above and let $z_{A}=\sum_{w \in W}(-1)^{l(w)} w B \in$ $C_{n}(A)$. Then $z_{A} \in Z_{n}(A)$.

Proof. Since the apartment $A$ is isomorphic to the Weyl group $W$ it is enough to prove the result for $z_{W}=\sum_{w \in W}(-1)^{l(w)} w$. We want $\partial\left(z_{W}\right)=$ $\sum_{w \in W}(-1)^{l(w)} \partial(w)=0$. Recall that panels in $W$ are of the form $\{w, w s\}$ for $w \in W$ and $s \in S$. Let $S=\left\{s_{1}, \ldots, s_{k}\right\}$, then

$$
\partial(w)=\sum_{i=1}^{k}(-1)^{i}\left\{w, w s_{i}\right\} .
$$

Now consider $\partial\left(w s_{i}\right)=\sum_{j=1}^{k}(-1)^{j}\left\{w s_{i}, w s_{i} s_{j}\right\}$. At the point $j=i, \partial(w)$ and $\partial\left(w s_{i}\right)$ coincide, and since $W$ is a thin building, each panel $\left\{w, w s_{i}\right\}$ appears exactly twice in $\partial\left(z_{W}\right)$, once in $\partial(w)$ and once in $\partial\left(w s_{i}\right)$. Furthermore, their coefficients in $\partial\left(z_{W}\right)$ have different signs and so the panel $\left\{w, w s_{i}\right\}$ in $\partial(w)$ and $\partial\left(w s_{i}\right)$ cancel out, yielding the desired result.

Notice that $\left|z_{A}\right|=|W|$ implies that the minimal weight of our cycle code is
at most $|W|$.

Lemma 3.3.4. The cycle code $\overline{Z_{n}}$ of the building $\Delta$ has minimal weight $|W|$.

Proof. We already know that the minimal weight of the cycle code is at most $|W|$, it only remains to show that it is at least $|W|$. Pick $\bar{z} \in \overline{Z_{n}}$ such that $\bar{z} \neq 0$. By the universal coefficient theorem, $\bar{z}$ is the image of $z \in Z_{n}$. Since $\overline{z_{n}} \neq 0$, there is some chamber $C$ in $\bar{z}$ viewed as a set. By chamber transitivity and on conjugating appropriately if necessary, we may assume $C=B$. Thus, $f_{B}(z) \notin 2 \mathbb{Z}$.

Let $\alpha: W \rightarrow \Delta$ be an isometry given by $w \mapsto w B$, so in particular, $\alpha(1)=B$ and $\alpha(W)=A$. (Recall that $\delta(B, g B)=w$ if and only if $g B \subset B w B$.) The retraction map $\rho=\rho_{B, A}: \Delta \rightarrow A$ defined by $\rho(g B)=\alpha(\delta(B, g B))$ maps all the left cosets in $B w B$ to the coset $w B$, and so maps $C_{n}(\Delta)$ into $C_{n}(A)$. Furthermore, $\rho$ is a morphism of the complexes $\Delta$ and $A$ and so commutes with the corresponding boundary maps $\partial$ of $\Delta$ and $A$. In particular, $\rho$ maps $Z_{n}(\Delta)$ into $Z_{n}(A)$. Now $A$ is a triangulation of an $n$-sphere and so $Z_{n}(A)$ is one dimensional. By Proposition 3.3.3, $z_{A} \in Z_{n}(A)$ and so must span this space. We get similar results over $\mathbb{F}_{2}$ using the Universal Coefficient theorem, in particular, $\overline{Z_{n}(A)}$ is one dimensional. Since $\rho$ is linear on the chain spaces, the coefficient of $\rho(B)$ in the image $\rho(z)$ is just $f_{B}(z) \notin 2 \mathbb{Z}$, so $\overline{\rho(z)}$ is a non-zero cycle in $\overline{Z_{n}(A)}$. Now $\overline{z_{A}}$ is also in $\overline{Z_{n}(A)}$ and $\overline{Z_{n}(A)}$ is a one dimensional $\mathbb{F}_{2}$-space and so contains a unique nonzero element. Thus, we must have that $\rho(z)=\overline{z_{A}}$. Since $\overline{z_{A}}$ is simply the sum of the chambers $w B$ of $A$, we must have that the original preimage $\bar{z}$ before retraction must have at least one chamber in each double coset $B w B$, and hence $|\bar{z}| \geq|W|$.
completing the proof.

## Chapter 4

## Unitary spaces and the

## Unitary group

Throughout this chapter let $\mathbb{F}_{q^{2}}$ denote the finite field $\mathrm{GF}\left(q^{2}\right)$ with $q^{2}$ elements, where $q$ is a power of a prime. The field $\mathbb{F}_{q^{2}}$ may be viewed as the splitting field of the polynomial $x^{q^{2}}-x$. It is well known that the multiplicative group $\mathbb{F}_{q^{2}}^{*}=\mathbb{F}_{q^{2}} \backslash\{0\}$ is cyclic.

Let $V$ be an $n$-dimensional vector space over the finite field $\mathbb{F}$ and let $\sigma \in$ $\operatorname{Aut}(\mathbb{F})$ be an involution such that $\sigma(a)=\bar{a}=a^{q}$ for all $a \in \mathbb{F}$. We say that $V$ is equipped with a hermitian form $():, V \times V \rightarrow \mathbb{F}$ if for all $u, v, w \in V$ and $\alpha \in \mathbb{F}$, we have the following:
(i) $(u+v, w)=(u, w)+(v, w)$,
(ii) $(\alpha u, v)=\alpha(u, v)$,
(iii) $(u, v)=\overline{(v, u)}$.

We shall refer to $(v, v)$ as the norm of $v$. A non-zero vector $v \in V$ is said to be isotropic if $(v, v)=0$. For any subspace $W$ of $V$, we define
$W^{\perp}=\{v \in V \mid(v, u)=0$ for all $u \in W\}$. The hermitian form ( , ) is said to be non-degenerate if $\operatorname{Rad}(V)=\{v \in V \mid(v, u)=0$ for all $u \in V\}=\{0\}$. It is said to be degenerate otherwise. A non-degenerate hermitian form is a unitary form. A vector space endowed with a unitary form is called a unitary space.

From now on, let $V$ be a finite dimensional unitary space over $\mathbb{F}$ and $($,$) be$ the unitary form on $V$.

Proposition 4.0.5. There are non-isotropic vectors $v \in V$.

Proof. Suppose not, then for all $v \in V,(v, v)=0$. Thus,

$$
\begin{aligned}
0 & =(u+v, u+v) \\
& =(u, u)+(u, v)+(v, u)+(v, v) \\
& =(u, v)+(v, u) .
\end{aligned}
$$

This implies

$$
\begin{equation*}
(u, v)=-(v, u)=-\overline{(u, v)} \tag{4.1}
\end{equation*}
$$

for all $u, v \in V$. Let $\alpha \in A=\{\gamma \in \mathbb{F} \mid \bar{\gamma}=-\gamma\}$. Then for any $a \in \mathbb{F}$, $\overline{a \alpha}=\bar{a} \bar{\alpha}=-\bar{a} \alpha=-a \alpha$ if and only if $a \in \mathbb{F}^{\sigma}$. Let $a \in \mathbb{F} \backslash \mathbb{F}^{\sigma}$. Using (4.1) we have,

$$
\begin{aligned}
a(u, v) & =(a u, v)=-\overline{(a u, v)} \\
& =-\bar{a} \overline{(u, v)} \\
& =\bar{a}(u, v)
\end{aligned}
$$

Since $a \notin \mathbb{F}^{\sigma}$, we must have that $(u, v)=0$ for all $u, v \in V$, a contradiction to the fact that $V$ is non-degenerate. Thus, there exists $v \in V$ such that $(v, v)=a \neq 0$. Furthermore, $a \in \mathbb{F}^{\sigma}$ since for all $v \in V,(v, v)=\overline{(v, v)}$ implies $(v, v) \in \mathbb{F}^{\sigma}$.

Definition 4.0.6. The subset $\mathbb{F}^{\sigma}=\operatorname{Fix}(\sigma)=\{\alpha \in \mathbb{F} \mid \bar{\alpha}=\alpha\}$ of $\mathbb{F}$ is called the fixed subfield of the automorphism $\sigma$.

It can be easily shown that the field $\mathrm{GF}(q)$ is the fixed subfield of $\mathbb{F}$ under the action of $\sigma$. Thus, we shall simply refer to the field $\mathrm{GF}(q)$ instead of $\mathbb{F}^{\sigma}$.

Definition 4.0.7. The norm $N: \mathbb{F} \rightarrow \mathrm{GF}(q)$ is defined by $N(\alpha)=\alpha \bar{\alpha}$ for all $\alpha \in \mathbb{F}$.

Proposition 4.0.8. The norm function $N$ satisfies the following properties:
(i) $N(\alpha \beta)=N(\alpha) N(\beta)$ for all $\alpha, \beta \in \mathbb{F}$;
(ii) $N$ is surjective.

Proof. It is clear from the definition of the norm that $(i)$ holds. Observe that $N(\alpha)=0$ if and only if $\alpha=0$, so we may consider the map $N: \mathbb{F}^{*} \rightarrow \operatorname{GF}(q)^{*}$. Property $(i)$ implies that $N$ is a group homomorphism. The kernel

$$
\operatorname{Ker}(N)=\left\{\alpha \in \mathbb{F} \mid \alpha \bar{\alpha}=\alpha^{q+1}=1\right\} .
$$

If $\alpha \in \operatorname{Ker}(N)$, then $\alpha$ is a root of the polynomial $x^{q+1}-1=0$. Since this polynomial has at most $q+1$ solutions, we have that $|\operatorname{Ker}(N)| \leq q+1$. Using the first isomorphism theorem, we have $|\operatorname{Im}(N)|=\left|\mathbb{F}^{*}\right| /|\operatorname{Ker}(N)| \geq$ $\frac{q^{2}-1}{q+1}=q-1$. Since $\operatorname{Im}(N) \leq \operatorname{GF}(q)^{*}$ which has $q-1$ elements, it follows
that $|\operatorname{Im}(N)|=q-1$ and $|\operatorname{Ker} N|=q+1$. Thus, $\operatorname{Im}(N)=\operatorname{GF}(q)^{\star}$ and $N$ is surjective.

Corollary 4.0.9. The field $\operatorname{GF}(q)=\{\alpha \bar{\alpha} \mid \alpha \in \mathbb{F}\}$.
Proof. The result follows from Proposition 4.0.8 since

$$
\operatorname{GF}(q)^{*}=\operatorname{Im}(N)=\left\{\alpha \bar{\alpha} \mid \alpha \in \mathbb{F}^{*}\right\} .
$$

Corollary 4.0.10. For every $\alpha \in \mathbb{F}^{*}$, there are precisely $q+1$ elements $\beta \in \mathbb{F}^{*}$ such that $\beta \bar{\beta}=\alpha \bar{\alpha}$. In particular, for every $\lambda \in \mathrm{GF}(q)^{*}$, there are precisely $q+1$ elements $\beta \in \mathbb{F}^{*}$ such that $N(\beta)=\lambda$.

Proof. Consider the homomorphism $N: \mathbb{F}^{*} \rightarrow \mathrm{GF}(q)^{*}$. Let the isomorphism $\phi: \mathbb{F}^{*} / \operatorname{Ker}(N) \rightarrow \mathrm{GF}(q)^{*}$ be defined by $\beta \operatorname{Ker}(N) \mapsto \beta \bar{\beta}$ for all $\beta \in \mathbb{F}^{*}$. Since $\phi$ is an isomorphism, it follows that $\alpha \bar{\alpha}=\beta \bar{\beta}$ for all $\alpha$ in the coset $\beta \operatorname{Ker}(N)$. Thus, the elements of the coset $\beta \operatorname{Ker}(N)$ are precisely the $q+1$ elements in $\mathbb{F}^{*}$ which have the same norm as $\beta$. In particular, if $\beta \bar{\beta}=\lambda$ then $\alpha \bar{\alpha}=\lambda$ for all $\alpha \in \beta \operatorname{Ker}(N)$.

Definition 4.0.11. Consider $\mathbb{F}$ as a vector space over $\operatorname{GF}(q)$. The map $\operatorname{Tr}: \mathbb{F} \rightarrow \mathrm{GF}(q)$ defined by $\operatorname{Tr}(\alpha)=\alpha+\bar{\alpha}$ is called the trace map.

Proposition 4.0.12. For every element $\lambda \in \operatorname{GF}(q)$, there are precisely $q$ elements $\alpha \in \mathbb{F}$ such that $\operatorname{Tr}(\alpha)=\lambda$.

Proof. Observe that $\operatorname{Tr}$ is $\mathrm{GF}(q)$-linear. Consider the Kernel of the map Tr. If $|\operatorname{KerTr}|=q$, then we are done. Now, since $\operatorname{ImTr} \leq \operatorname{GF}(q)$, We have that
either $\operatorname{Tr} \equiv 0$ or $\operatorname{Tr}$ is surjective. If $\operatorname{Tr} \equiv 0$ then $\bar{\alpha}=-\alpha$ for all $\alpha \in \mathbb{F}$. By the proof of Proposition 4.0.5, considering $\mathbb{F}$ as a vector space over itself, we have that this possibility $\bar{\alpha}=-\alpha$ for all $\alpha \in \mathbb{F}$ does not exist. Thus, $\operatorname{Tr}$ is surjective. It follows that $|\mathbb{F} / \operatorname{Ker} \operatorname{Tr}|=q$ which implies that $|\operatorname{Ker} \operatorname{Tr}|=q$. Hence, the $q$ elements of a coset of KerTr all map onto the same unique element in $\mathrm{GF}(q)$.

Lemma 4.0.13. The unitary space $V$ over $\mathbb{F}$ admits an orthonormal basis.

Proof. We first show that $V$ contains elements having norm 1. Let $v \in V$ be such that $v \neq 0$ and $(v, v)=a \neq 0$. Then $a \in \mathrm{GF}(q)$ and for any $\alpha \in \mathbb{F}$, we have $(\alpha v, \alpha v)=\alpha \bar{\alpha}(v, v)=N(\alpha) a$. Since $N$ is surjective, there exists $\alpha \in \mathbb{F}$ such that $N(\alpha)=\frac{1}{a}$. Fix such an $\alpha$ and take $u=\alpha v$, then $(u, u)=1$.

We proceed by induction on the dimension of $V$. Again, choose a non-zero vector $v \in V$ having non-zero norm. Without loss of generality, $(v, v)=1$. Since $v$ is non-degenerate, $\langle v\rangle^{\perp}$ is also non-degenerate. By induction, we have that $\langle v\rangle^{\perp}$ has an orthonormal basis. Thus, this basis together with $v$ yields an orthonormal basis for $V$.

Lemma 4.0.14. Suppose $\operatorname{dim} V \geq 2$. Then $V$ contains isotropic vectors.

Proof. By Lemma 4.0.13, there are non-zero vectors $v_{1}, v_{2} \in V$ such that $\left(v_{i}, v_{j}\right)=\delta_{i j}, i, j \in\{1,2\}$. Then

$$
\left(\alpha v_{1}+\beta v_{2}, \alpha v_{1}+\beta v_{2}\right)=\alpha \bar{\alpha}+\beta \bar{\beta}=0
$$

if and only if $\frac{\alpha \overline{\bar{\alpha}}}{\beta \bar{\beta}}=-1$ if and only if $N\left(\frac{\alpha}{\beta}\right)=-1$. Choose $\beta=1$ and $\alpha$ such that $N(\alpha)=-1$. Set $e=\alpha v_{1}+v_{2}$, then $(e, e)=0$.

Definition 4.0.15. Let the unitary space $V$ be $n$-dimensional over $\mathbb{F}$. If $n=$ $2 m$ for some $m$, then a hyperbolic basis for $V$ is a basis $\left\{e_{i}, f_{i}\right\}, 1 \leq i \leq m$ such that $\left(e_{i}, f_{j}\right)=\delta_{i j}$, and $\left(e_{i}, e_{j}\right)=0=\left(f_{i}, f_{j}\right)$ for all $i, j$.

If $n=2 m+1$, then the basis is required to contain an additional element, $g$, such that $\left(g, e_{i}\right)=\left(g, f_{i}\right)=0$ for all $i$, and $(g, g)=1$.

Proposition 4.0.16. The unitary space $V$ over $\mathbb{F}$ admits a hyperbolic basis.

Proof. Let $n=\operatorname{dim} V$. If $\mathrm{n}=1$, there is nothing to prove. Suppose $n=2$ and let $e \in V$ such that $e \neq 0$ and $(e, e)=0$. By Lemma 4.0.14, such an element exists. Observe that $\langle e\rangle^{\perp} \neq V$ since $V$ is non-degenerate. Hence, there is some non-zero vector $v \in V$ such that $(e, v) \neq 0$. Without loss of generality, $(e, v)=1$. (Indeed, if $(e, v)=a \neq 0$, then $\left(e, \frac{1}{\bar{a}} v\right)=1$.) Let $u=\alpha e+\beta v$ be a non-zero vector. Then

$$
\begin{aligned}
(u, u) & =(\alpha e+\beta v, \alpha e+\beta v) \\
& =\alpha \bar{\beta}+\beta \bar{\alpha}+\beta \bar{\beta}(v, v) \\
& =\beta \bar{\beta}\left(\frac{\alpha}{\beta}+\frac{\bar{\alpha}}{\bar{\beta}}+(v, v)\right) \\
& =\beta \bar{\beta}\left(\operatorname{Tr}\left(\frac{\alpha}{\beta}\right)+(v, v)\right) .
\end{aligned}
$$

Since $\operatorname{Tr}$ is surjective, there exists $\frac{\alpha}{\beta} \in \mathbb{F}$ such that $\operatorname{Tr}\left(\frac{\alpha}{\beta}\right)=-(v, v)$. Set $u=\alpha e+v$ where $\beta=1$ and $\alpha$ is such that $\operatorname{Tr}(\alpha)=-(v, v)$. Then $(u, u)=0$. Let $(e, u)=t$ and set $f=\frac{1}{\bar{t}} u$, then $(e, f)=1$ and $(f, f)=0$. Thus, $\{e, f\}$ is a hyperbolic basis for $V$.

Now suppose $n>2$, and let $v_{1}, v_{2}, \ldots, v_{n}$ be an orthonormal basis for $V$. Pair off the basis vectors so that if $n$ is odd, one is left over. Each two dimensional
subspace thus formed is a unitary space and hence admits a hyperbolic basis (by the above argument). This yields the desired result.

### 4.1 Unitary Groups

Let $V$ be an $n$-dimensional unitary space over the finite field $\mathbb{F}$ and let $f$ denote the unitary form on $V$. The general unitary group denoted $\mathrm{GU}_{n}(q)$ is the group of all non-singular linear transformations of $V$ which preserve the unitary form. That is,

$$
\operatorname{GU}_{n}(q)=\left\{g \in \operatorname{GL}_{n}\left(q^{2}\right) \mid f\left(u^{g}, v^{g}\right)=f(u, v) \text { for all } u, v \in V\right\} .
$$

Remark 4.1.1. Note that the underlying field of $\mathrm{GU}_{n}(q)$ has $q^{2}$ elements and not $q$ elements.

Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a basis of $V$. The matrix $A=\left(a_{i j}\right)$ of $f$ with respect to this basis is given by $a_{i j}=f\left(x_{i}, x_{j}\right)$. So $g \in \operatorname{GU}(n, q)$ if and only if $g^{t} A \bar{g}=A$. Taking determinants, we have that $\operatorname{det}(g) \operatorname{det}(\bar{g})=1$. It follows that the map

$$
\operatorname{det}: \mathrm{GU}_{n}(q) \rightarrow \operatorname{Ker}(N)
$$

is onto, where $\operatorname{Ker}(N)=\left\{\alpha \in \mathbb{F} \mid \alpha \bar{\alpha}=\alpha^{q+1}=1\right\}$, as described in the previous section. The special unitary group $\mathrm{SU}_{n}(q)$ is defined to be the Kernel of this map and has index $q+1$ in $\operatorname{GU}_{n}(q)$. That is,

$$
\mathrm{SU}_{n}(q)=\left\{g \in \mathrm{GU}_{n}(q) \mid \operatorname{det}(g)=1\right\} .
$$

We wish to determine the order of the groups $G U_{n}(q)$ and $S U_{n}(q)$. First, we
need the following result.

Lemma 4.1.2. The unitary space $V$ contains $\left(q^{n-1}-(-1)^{n-1}\right)\left(q^{n}-(-1)^{n}\right)$ isotropic vectors and $q^{n-1}\left(q^{n}-(-1)^{n}\right)$ vectors having norm 1 .

Proof. Let $x_{n}$ denote the number of isotropic vectors and $y_{n}$ the number of vectors of norm 1 in $V$, where $n=\operatorname{dim}(V)$. If $v \in V$ with $f(v, v)=1$, then $f(\alpha v, \alpha v)=\alpha \bar{\alpha}=N(\alpha)$. It follows that every non-zero norm vector is a multiple of a vector of norm 1. Hence, if $\beta \in \operatorname{GF}(q)^{*}$, then the number of vectors in $V$ of norm $\beta$ is $y_{n}$. Since there are $q-1$ possible values $\beta$ can take, we have that

$$
\begin{equation*}
|V|=q^{2 n}=1+x_{n}+(q-1) y_{n} . \tag{4.2}
\end{equation*}
$$

Let $v \in V$ be a norm 1 vector and let $u \in v^{\perp}$ and consider the subspace $U$ generated by $\{u, v\}$. The gram matrix of $U$ is given by

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & f(u, u)
\end{array}\right) .
$$

If $f(u, u)=0$, then $\left.f\right|_{U}$ is degenerate. It follows that there are as many degenerate 2 -spaces containing $v$ as isotropic 1 -spaces in $v^{\perp}$. Hence number of degenerate 2 -spaces containing $v$ is $\frac{x_{n-1}}{q^{2}-1}$. Furthermore, for $a, b \in \mathbb{F}, f(a v+$ $b u, a v+b u)=a \bar{a}=0$ if and only if $a=0$. So the isotropic vectors in $U$ are the scalar multiples of $u$. Thus each degenerate 2 -space has $q^{2}-1$ isotropic vectors.

If $f(u, u) \neq 0$, then $U$ is non-degenerate. So there are as many non-degenerate 2 -spaces containing $v$ as non-isotropic 1 -spaces in $u^{\perp}$. If $f(u, u)=1$, then
$f(\alpha u, \alpha u)=\alpha \bar{\alpha}$. If $\alpha \bar{\alpha}=1$ then there are $q+1$ choices for $\alpha$ (by Lemma 4.0.8). Thus number of non-degenerate 2 -spaces containing $v$ is $\frac{y_{n-1}}{q+1}$. Furthermore, for $a, b \in \mathbb{F}$, we have $f(a v+b u, a v+b u)=a \bar{a}+b \bar{b}=0$ if and only if $\frac{a}{b} \overline{\bar{a}}=-1$. If $x=\frac{a}{b}$, then $x \bar{x}=-1$, so there are $q+1$ choices for $x$ and for each choice of $x$ and each choice of $b$ we get $a=b x$. So there are $\left(q^{2}-1\right)(q+1)$ choices for the pair $(a, b)$. That is, there are $\left(q^{2}-1\right)(q+1)$ isotropic vectors in a non-degenerate 2 -space containing $v$. Thus,

$$
\begin{aligned}
x_{n} & =\frac{x_{n-1}}{q^{2}-1}\left(q^{2}-1\right)+\frac{y_{n-1}}{q+1}\left(q^{2}-1\right)(q+1) \\
& =x_{n-1}+\left(q^{2}-1\right) y_{n-1} .
\end{aligned}
$$

So $x_{n+1}=x_{n}+\left(q^{2}-1\right) y_{n}$. Substituting for $y_{n}$ from (4.2) we solve the resulting recurrence relation as follows:

$$
\begin{aligned}
x_{n+1} & =\left(q^{2 n}-1\right)(q+1)-q x_{n} \\
& =(q+1)\left(q^{2 n}-1\right)(q+1)-q(q+1)\left(q^{2(n-1)}-1\right)+q^{2} x_{n-1} \\
& =\left(q^{2}-1\right)\left(q^{2 n-1}+1\right)+q^{2} x_{n-1} \\
& =\left(q^{2}-1\right)\left(q^{2 n-1}+1\right)+q^{2}\left((q+1)\left(q^{2(n-2)}-1\right)-q x_{n-2}\right) \\
& =\left(q^{3}+1\right)\left(q^{2 n-2}-1\right)-q^{3} x_{n-2} .
\end{aligned}
$$

Thus, $x_{n+1}=\left(q^{k}-(-1)^{k}\right)\left(q^{2 n-(k-1)}-(-1)^{k-1}\right)+q^{k} x_{n-(k-1)}$ for all $k<n$.
Observe that $x_{0}=x_{1}=0$, so when $k=n$, we have

$$
x_{n+1}=\left(q^{n}-(-1)^{n}\right)\left(q^{n+1)}-(-1)^{n-1}\right) .
$$

Thus $x_{n}=\left(q^{n-1}-(-1)^{n-1}\right)\left(q^{n}-(-1)^{n}\right)$. So substituting for $x_{n}$ in (4.2) we get $y_{n}=q^{n-1}\left(q^{n}-(-1)^{n}\right)$.

The group $\mathrm{GU}_{n}(q)$ acts regularly on the set of ordered orthonormal bases of $V$. Hence, the order of $\mathrm{GU}_{n}(q)$ is equal to the number of ordered orthonormal bases of $V$, which is the product $y_{n} y_{n-1} \cdots y_{1}$. So

$$
\left|\operatorname{GU}_{n}(q)\right|=q^{\frac{1}{2} n(n-1)} \Pi_{i=1}^{n}\left(q^{i}-(-1)^{i}\right) .
$$

Since the index of the group $\mathrm{SU}_{n}(q)$ in $\mathrm{GU}_{n}(q)$ is $q+1$, we also have that

$$
\left|\mathrm{SU}_{n}(q)\right|=q^{\frac{1}{2} n(n-1)} \Pi_{i=2}^{n}\left(q^{i}-(-1)^{i}\right) .
$$

## Chapter 5

## Type $A_{n}$ Phan Codes

Throughout this chapter, let $V$ be an $(n+1)$-dimensional vector space over the finite field $\mathbb{F}_{q^{2}}=\mathrm{GF}\left(q^{2}\right)$, endowed with a non-degenerate Hermitian form $($,$) . Let \Delta$ be the $A_{n}$ building on $V$ (that is, the projective building on $V$ ) viewed as a simplicial complex. Thus, the vertex set of $\Delta$ consists of all the proper nontrivial subspaces of $V$, with incidence given by inclusion. Define a map $\tau: \Delta \rightarrow \Delta$ by

$$
U^{\tau}=U^{\perp}=\{v \in V \mid(u, v)=0 \text { for all } u \in U\} .
$$

Note that since $V$ is non-degenerate, for every non-degenerate subspace $U$ of $V$, we have $V=U \oplus U^{\tau}$. We recall that chambers are maximal simplices in $\Delta$. Let $C=Y_{1} \subset \cdots \subset Y_{n}$ be a chamber in $\Delta$. Then $C^{\tau}=Y_{n}^{\tau} \subset \cdots \subset Y_{1}^{\tau}$.

### 5.1 The Phan geometry of type $A_{n}$

In this section, we describe and gather some results about the Phan geometry of type $A_{n}$.

Definition 5.1.1. Let $C=Y_{1} \subset \cdots \subset Y_{n}$ and $C^{\prime}=Y_{1}^{\prime} \subset \cdots \subset Y_{n}^{\prime}$ be two chambers in $\Delta$. We say that $C$ and $C^{\prime}$ are opposite if and only if

$$
Y_{i} \oplus Y_{n+1-i}^{\prime}=V
$$

Let $\Gamma$ be the subcomplex of $\Delta$ whose vertex set consists of all the subspaces $U$ of $V$ satisfying $U \oplus U^{\tau}=V$. (This is equivalent to $U$ and $U^{\tau}$ being non-degenerate with respect to the form (, ).) Thus, the vertex set of $\Gamma$ consists of all the non-degenerate proper subspaces of $V$. We also require that $\{0\} \in \Gamma$. Furthermore, we say a chamber $C \in \Delta$ belongs to $\Gamma$ if and only if $C$ and $C^{\tau}$ are opposite. (Note that the possibility $C$ and $C^{\tau}$ are not opposite does arise, for instance, when $C$ consists of degenerate subspaces of V.)

Definition 5.1.2. The subcomplex $\Gamma$ described above is called the Phan geometry of type $A_{n}$.

Note that $G=\mathrm{GU}_{n+1}(q)$ acts transitively on the set of $k$-dimensional nondegenerate subspaces of $V$ by Witt's Lemma. Let $U$ be a non-degenerate subspace of $V$ of dimension $k$. As $V=U \oplus U^{\perp}$, the stabilizer $G_{U}$ of $U$ will also stabilize $U^{\perp}$. If $\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$ is a basis for $U$, we can extend it to a basis $\left\{e_{1}, e_{2}, \ldots, e_{n+1}\right\}$ for $V$ by choosing $\left\{e_{k+1}, \ldots, e_{n+1}\right\}$ to be a basis for $U^{\perp}$. Then, $G_{U}$ consists of matrices having the shape

$$
\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right)
$$

where $A_{1}$ and $A_{2}$ are non-singular $k \times k$ and $(n-k+1) \times(n-k+1)$ unitary matrices, respectively. Thus, $G_{U} \cong \mathrm{GU}_{k}(q) \times \mathrm{GU}_{n-k+1}(q)$.

If $C=Y_{k_{1}} \subset Y_{k_{2}} \subset \cdots \subset Y_{k_{l}}$ is a simplex of $\Gamma$ with $\operatorname{dim} Y_{k_{i}}=k_{i}$, then the stabilizer $G_{C}$ of $C$ consists of matrices having the shape

$$
\left(\begin{array}{cccc}
A_{k_{1}} & & & 0 \\
& A_{k_{2}} & & \\
& & \ddots & \\
0 & & & A_{k_{l+1}}
\end{array}\right)
$$

such that $A_{k_{1}}, A_{k_{i}}$, for $2 \leq i \leq l$, and $A_{k_{l+1}}$ are non-singular $k_{1} \times k_{1},\left(k_{i}-\right.$ $\left.k_{i-1}\right) \times\left(k_{i}-k_{i-1}\right)$ and $\left(n-k_{l}+1\right) \times\left(n-k_{l}+1\right)$ unitary matrices, respectively.

So $G_{C} \cong \mathrm{GU}_{k_{1}}(q) \times \mathrm{GU}_{k_{2}-k_{1}}(q) \times \cdots \times \mathrm{GU}_{n-k_{l}+1}(q)$.
We summarize the above remarks about the stabilizers of a vertex and simplex of $\Gamma$ in the following proposition.

Proposition 5.1.3. Let $U$ be a vertex of $\Gamma$ with $\operatorname{dim} U=k$. Then its stabilizer $G_{U} \cong \mathrm{GU}_{k}(q) \times \mathrm{GU}_{n-k+1}(q)$. Suppose $C=Y_{k_{1}} \subset Y_{k_{2}} \subset \cdots \subset Y_{k_{l}}$ is a simplex of $\Gamma$, with $\operatorname{dim} Y_{k_{i}}=k_{i}$. Then its stabilizer

$$
G_{C} \cong \mathrm{GU}_{k_{1}}(q) \times \mathrm{GU}_{k_{2}-k_{1}}(q) \times \cdots \times \mathrm{GU}_{k_{l}-k_{l-1}}(q) \times \mathrm{GU}_{n-k_{l}+1}(q) .
$$

Bennett and Shpectorov showed in [5] that the unitary group $S U_{n+1}(q)$ acts transitively on the set of chambers in $\Gamma$. Thus, by the Orbit-Stabilizer theorem, the following lemma is immediate.

Lemma 5.1.4. Let $C$ be a chamber in $\Gamma$. Then the number of chambers in
$\Gamma$ is $\left|G: G_{C}\right|$, where $G=\mathrm{SU}_{n+1}(q)$ and $G_{C}$ denotes the stabilizer in $G$ of $C$.

### 5.2 The Phan Code

As in the building case, we adopt the methods of Smith and Yoshiara in defining linear codes based on $\Gamma$. We restrict attention to the top dimension $n-1$ of $\Gamma$. Let $\Gamma_{i}$ denote the set of $i$-dimensional simplices in $\Gamma$. The top dimensional chain space $C_{n-1}(\Gamma)$ is the module $\mathbb{Z}\left[\Gamma_{n-1}\right]$ on the basis given by the chambers $\Gamma_{n-1}$ of $\Gamma$, the cycle space $Z_{n-1}(\Gamma)$ is just the kernel of the boundary map $\partial=\partial_{n-1}$ and the homology group $H_{n-1}(\Gamma)=Z_{n-1}(\Gamma)$. We also denote by $\overline{Z_{n-1}(\Gamma)}$ and $\overline{C_{n-1}(\Gamma)}$ the spaces in $\mathbb{F}_{2}$ obtained from those over $\mathbb{Z}$ by tensoring with $\mathbb{F}_{2}$.

Since the group $S U_{n+1}(q)$ acts chamber transitively on $\Gamma$, it also acts on the cycle space $Z_{n-1}(\Gamma)$. In fact, $Z_{n-1}(\Gamma)$ provides a representation for the group $S U_{n+1}(q)$ with respect to $\Gamma$. We therefore refer to it as the Phan module. In similar vein, we refer to the corresponding cycle code $\overline{Z_{n-1}(\Gamma)}$ as the Phan code. This makes the cycle space $Z_{n-1}(\Gamma)$ an interesting module for the group $S U_{n+1}(q)$. Our aim is to study the components of the Phan module and hence the Phan code. First, we fix some terminology.

Terminology 5.2.1. We call a vertex $x \in \Delta$ bad (for the geometry $\Gamma$ ) if $x \notin \Gamma$; we say $x$ is good otherwise. Similarly, we call a chamber $D \in \Delta \mathrm{bad}$ if at least one of its vertices is bad, and we say $D$ is good otherwise. Finally, an apartment $\mathcal{A} \in \Delta$ will be called bad if $\mathcal{A}$ contains a bad chamber; we say $\mathcal{A}$ is good otherwise.

With this terminology, we can say an apartment $\mathcal{A}$ belongs to $\Gamma$ if $\mathcal{A}$ is good.
(Strictly speaking, $\Gamma$ does not contain any apartment as it is not a building.)

Lemma 5.2.2. Fix a chamber $C \in \Gamma$ and a (good) apartment $\mathcal{A}$ containing C. Let $\phi=\phi_{C}: \mathcal{A} \rightarrow S_{n+1}$ be the isomorphism given by

$$
D \mapsto \delta(C, D) \text { for all } D \in \mathcal{A}
$$

The element $a_{C}=\sum_{C^{\prime} \in \mathcal{A}} \operatorname{sgn}\left(C^{\prime}\right) C^{\prime} \in Z_{n}(\Gamma)$, where

$$
\operatorname{sgn}\left(C^{\prime}\right)=\operatorname{sgn}\left(\phi\left(C^{\prime}\right)\right)= \begin{cases}+1, & \text { if } \phi\left(C^{\prime}\right) \text { is even } \\ -1, & \text { if } \phi\left(C^{\prime}\right) \text { is odd }\end{cases}
$$

Moreover, if $C^{\prime} \in \mathcal{A}$ then $a_{C^{\prime}}= \pm a_{C}$.

Proof. We first show that $a_{C^{\prime}}= \pm a_{C}$ for all $C^{\prime} \in \mathcal{A}$. Let $C^{\prime}$ be an arbitrary chamber in $\mathcal{A}$. Then by Lemma 1.4.16,

$$
\delta\left(C^{\prime}, C^{\prime \prime}\right)=\delta\left(C^{\prime}, C\right) \delta\left(C, C^{\prime \prime}\right) \text { for all } C^{\prime \prime} \in \mathcal{A}
$$

Recall that $\delta\left(C, C^{\prime}\right)=\delta\left(C^{\prime}, C\right)^{-1}$, so $\delta\left(C, C^{\prime}\right)$ and $\delta\left(C^{\prime}, C\right)$ have the same parity (that is, they're either both even or both odd). Thus, if $\delta\left(C, C^{\prime}\right)$ is even, then $\delta\left(C^{\prime} C^{\prime \prime}\right)$ will be even provided $\delta\left(C, C^{\prime \prime}\right)$ is even, and $\delta\left(C^{\prime}, C^{\prime \prime}\right)$ will be odd if $\delta\left(C, C^{\prime \prime}\right)$ is odd. So $a_{C^{\prime}}=a_{C}$ in this case.

Similarly, if $\delta\left(C, C^{\prime}\right)$ is odd, then $\delta\left(C^{\prime}, C^{\prime \prime}\right)$ will be odd provided $\delta\left(C, C^{\prime \prime}\right)$ is even, and it will be odd if $\delta\left(C, C^{\prime \prime}\right)$ is even. Thus, $a_{C^{\prime}}=-a_{C}$ in this case.

Now $\partial\left(a_{C}\right)=\sum_{C^{\prime} \in \mathcal{A}} \operatorname{sgn}\left(C^{\prime}\right) \partial\left(C^{\prime}\right)$, and for each $C^{\prime} \in \mathcal{A}$,

$$
\partial\left(C^{\prime}\right)=\sum_{\beta<C^{\prime}}\left[C^{\prime}: \beta\right] \beta
$$

where $\beta<C^{\prime}$ means $\beta$ is a facet of $C^{\prime}$ and $\left[C^{\prime}: \beta\right]=(-1)^{i}$ where $\beta$ is obtained from $C^{\prime}$ by deleting its $i$ th vertex. Observe that two chambers are $i$-adjacent if and only if they have a facet of cotype $i$ in common. Since $\mathcal{A}$ is thin, for each $\beta<C^{\prime}$, there exists a unique chamber $D \in \mathcal{A}$ having the common facet $\beta$ with $C^{\prime}$. Thus, $\partial\left(C^{\prime}\right)$ and $\partial(D)$ agree at $\beta$ and this $\beta$ term appears exactly twice in $\partial\left(a_{C}\right)$, once in $\partial\left(C^{\prime}\right)$ and the other in $\partial(D)$, but with different signs since $\operatorname{sgn}\left(C^{\prime}\right) \neq \operatorname{sgn}(D)$. To see this, observe that

$$
s_{i}=\delta\left(C^{\prime}, D\right)=\delta\left(C^{\prime}, C\right) \delta(C, D)
$$

by Lemma 1.4.16. The map sgn : $S_{n+1} \rightarrow\{ \pm 1\}$ defined by

$$
\operatorname{sgn}(\sigma)= \begin{cases}+1, & \text { if } \sigma \text { is even } \\ -1, & \text { if } \sigma \text { is odd }\end{cases}
$$

is a surjective group homomorphism and so $\operatorname{sgn}\left(\delta\left(C^{\prime}, C\right)\right) \operatorname{sgn}(\delta(C, D))=$ $\operatorname{sgn}\left(s_{i}\right)=-1$, that is, $\operatorname{sgn}\left(C^{\prime}\right) \operatorname{sgn}(D)=-1$ which implies $\operatorname{sgn}\left(C^{\prime}\right) \neq$ $\operatorname{sgn}(D)$. Thus, the $\beta$ term in $\partial\left(C^{\prime}\right)$ and $\partial(D)$ cancel out. So $\partial\left(a_{C}\right)=0$ and hence $a_{C} \in Z_{n}(\Gamma)$.

In [9], Devillers, Gramlich and Mühlherr proved a result on the sphericity of the geometry $\Gamma$, analogous to the Solomon-Tits theorem. A statement of the theorem is given below.

Theorem 5.2.3. (Devillers, Gramlich, Muhlherr) Let $\mathbb{F}$ be an arbitrary field and let $\sigma$ be an automorphism of $\mathbb{F}$ of order two. Let $V$ be an $(n+1)$ dimensional vector space over $\mathbb{F}$ endowed with a non-degenerate hermitian form $f$. Furthermore, let $\Gamma$ be the simplicial complex whose vertices are the non-trivial subspaces of $V$ which are non-degenerate with respect to $f$, with incidence given by inclusion. If $\mathbb{F}$ is finite of order $q$, assume $q>$ $2^{n-1}(\sqrt{q}+1)$. Then $\Gamma$ is Cohen-Macaulay. In particular, $|\Gamma|$ is homotopy equivalent to a wedge of $(n-1)$-spheres.

It is reasonable to give an example of $n$ and $q$ for which $q$ satisfies the condition given in Theorem 5.2.3. Take $n=3$ and $q \geq 25$, then $q$ satisfies this condition.

Let us identify $\Gamma$ with the rank $n$ of its maximal simplices (or chambers). If $q$ satisfies the property given in Theorem 5.2.3, then the Cohen-Macaulay property of $\Gamma$ implies the next result.

Theorem 5.2.4. Suppose $\Gamma$ is Cohen-Macaulay. Then the dimension of the Phan code is given by the reduced Euler characteristic

$$
\chi(\Gamma)=\chi(n)=\sum_{i=0}^{n}(-1)^{i}\left|\Gamma_{n-1-i}\right| .
$$

By convention, $\left|\Gamma_{-1}\right|=1$.

Proof. Since $\Gamma$ is Cohen-Macaulay, the result follows from Lemma 3.2.2.

Notation: Let $a_{k}^{n+1}$ denote the number of $k$-dimensional non-degenerate subspaces in an $(n+1)$-dimensional unitary space, let $\mathcal{F}_{k}^{n+1}$ be the set of all
simplices in $\Gamma$ whose smallest object has type $k$, and let $\Gamma_{i}^{n+1}=\Gamma_{i}$ be the set of all $i$-dimensional simplices in $\Gamma$.

Theorem 5.2.5. Suppose q satisfies the condition in Theorem 5.2.3. Then the following results hold.
(i) $\left|\Gamma_{i}^{n+1}\right|=\sum_{k=1}^{n}\left|\Gamma_{i}^{n+1} \cap \mathcal{F}_{k}^{n+1}\right|=\sum_{k=1}^{n} a_{k}^{n+1}\left|\Gamma_{i-1}^{n+1-k}\right|$, for $1 \leq i \leq n-1$.
(ii) The dimension of the Phan code is given by

$$
\chi(n)=-1-\sum_{k=1}^{n} a_{k}^{n+1} \chi(n-k) .
$$

Proof. (i) It is clear that $\left|\Gamma_{i}^{n+1}\right|=\sum_{k=1}^{n}\left|\Gamma_{i}^{n+1} \cap \mathcal{F}_{k}^{n+1}\right|$. It remains to show that $\left|\Gamma_{i}^{n+1} \cap \mathcal{F}_{k}^{n+1}\right|=a_{k}^{n+1}\left|\Gamma_{i-1}^{n+1-k}\right|$.

Let $\mathcal{F} \in \Gamma_{i}^{n+1} \cap \mathcal{F}_{k}^{n+1}$. Then $\mathcal{F}$ is an $i$-dimensional simplex and its smallest object $V_{k}$ has dimension $k$. Since $V=V_{k} \oplus V_{k}^{\perp}$, every non-degenerate subspace $U$ of $V$ properly containing $V_{k}$ corresponds to a non-degenerate subspace $U \cap V_{k}^{\perp}$ of $V_{k}^{\perp}$, which has dimension $\operatorname{dim} U-\operatorname{dim} V_{k}$. Thus $\mathcal{F}$ corresponds to an $(i-1)$-dimensional simplex in the Phan geometry $\Gamma^{\prime}$ defined on $V_{k}^{\perp}$. Thus, for each $k$-dimensional subspace $V_{k}$ of $V$ in $\Gamma$, there are precisely $\left|\Gamma_{i-1}^{n+1-k}\right|$ simplices of dimension $i$ each of which have $V_{k}$ as its smallest object, and since there are $a_{k}^{n+1}$ subspaces of dimension $k$ in $\Gamma$, it follows that

$$
\left|\Gamma_{i}^{n+1} \cap \mathcal{F}_{k}^{n+1}\right|=a_{k}^{n+1}\left|\Gamma_{i-1}^{n+1-k}\right| .
$$

Thus,

$$
\begin{aligned}
\left|\Gamma_{i}^{n+1}\right| & =\sum_{k=1}^{n}\left|\Gamma_{i}^{n+1} \cap \mathcal{F}_{k}^{n+1}\right| \\
& =\sum_{k=1}^{n} a_{k}^{n+1}\left|\Gamma_{i-1}^{n+1-k}\right|,
\end{aligned}
$$

for $1 \leq i \leq n-1$.

Now,

$$
\begin{aligned}
\chi(n) & =\sum_{i=-1}^{n-1}(-1)^{i}\left|\Gamma_{i}^{n+1}\right| \\
& =-1+\sum_{i=0}^{n-1}(-1)^{i}\left|\Gamma_{i}^{n+1}\right| \\
& =-1+\sum_{i=0}^{n-1}(-1)^{i} \sum_{k=1}^{n} a_{k}^{n+1}\left|\Gamma_{i-1}^{n+1-k}\right| \\
& =-1+\sum_{k=1}^{n} a_{k}^{n+1} \sum_{i=0}^{n-1}(-1)^{i}\left|\Gamma_{i-1}^{n+1-k}\right| \\
& =-1+\sum_{k=1}^{n} a_{k}^{n+1}(\sum_{i=0}^{n-k}(-1)^{i}\left|\Gamma_{i-1}^{n+1-k}\right|+\underbrace{\sum_{i=n-k+1}^{n-1}(-1)^{i}\left|\Gamma_{i-1}^{n+1-k}\right|}_{=0}) \\
& =-1+\sum_{k=1}^{n} a_{k}^{n+1} \sum_{i=0}^{n-k}(-1)^{i}\left|\Gamma_{i-1}^{n+1-k}\right| \\
& =-1+\sum_{k=1}^{n} a_{k}^{n+1}(-\chi(n-k)) .
\end{aligned}
$$

This holds since

$$
\begin{aligned}
\chi(n-k) & =\sum_{i=-1}^{n-k-1}(-1)^{i}\left|\Gamma_{i}^{n+1-k}\right| \\
& =-\sum_{i=0}^{n-k}(-1)^{i}\left|\Gamma_{i-1}^{n+1-k}\right| .
\end{aligned}
$$

Thus, $\chi(n)=-1-\sum_{k=1}^{n} a_{k}^{n+1} \chi(n-k)$.

Remark 5.2.6. In [5], Bennett and Shpectorov showed that the Phan geometry $\Gamma$ is connected if $(n, q) \neq(2,2)$. Suppose $n=2$ and $q \geq 3$. Then the (augmented) chain complex

$$
C_{1}(\Gamma) \longrightarrow C_{0}(\Gamma) \longrightarrow C_{-1}(\Gamma) \longrightarrow 0
$$

is exact, where $C_{-1}(\Gamma)=\mathbb{Z}$. This implies that $\operatorname{Ker} \partial_{i}=\operatorname{Im} \partial_{i+1}$ for $i=-1,0$. Hence, we deduce that the dimension of the Phan code $\overline{Z_{1}(\Gamma)}$ is again given by the reduced Euler characteristic $\chi(\Gamma)=\chi(1)$, and $\Gamma$ need not satisfy the Cohen-Macaulay property in this case. Again, in [5], Bennett and Shpectorov showed that if $(n, q) \neq(3,2)$ or $(3,3)$, then $\Gamma$ is simply connected. This implies that the fundamental group $\pi_{1}=0$. That is, the homology group $H_{1}(\Gamma)=0$. So when $n=3$ and $q \geq 4$, the dimension of the Phan code $\overline{Z_{2}(\Gamma)}$ is also given by the reduced Euler characteristic $\chi(\Gamma)=\chi(2)$.

From now on, we work only in $\mathbb{F}_{2}$. For the ease of notation, we let $Z_{n-1}(\Gamma)$ denote the homology group with coefficients in $\mathbb{F}_{2}$.

Theorem 5.2.7. Let $w_{m}$ denote the minimal weight of the cycle code $Z_{n-1}(\Gamma)$.
Then $w_{m}=(n+1)!$.
Proof. Since $\Gamma \subset \Delta$, we may view $Z_{n-1}(\Gamma) \subset Z_{n-1}(\Delta)$. By Lemma 3.3.4, $Z_{n-1}(\Delta)$ has minimal weight $(n+1)$ !. Thus, it suffices to show that a vector $z \in Z_{n-1}(\Delta)$ of minimal weight belongs to $Z_{n-1}(\Gamma)$. Indeed, if $\mathcal{A} \in \Delta$ is a good apartment, then the vector $a_{\mathcal{A}}=\sum_{C^{\prime} \in \mathcal{A}} C^{\prime} \in Z_{n-1}(\Gamma)$ by Lemma 5.2.2 and has weight $(n+1)$ !.

### 5.3 Submodules

In this section, we take a close look at the composition of the Phan code $Z_{n-1}(\Gamma)$.

Definition 5.3.1. We say a good apartment $\mathcal{A}$ is special if $\mathcal{A}^{\tau}=\mathcal{A}$.

The following result gives a description of special apartments.

Lemma 5.3.2. Let $C$ be a chamber in $\Gamma$ and suppose $\mathcal{A}$ is an apartment containing $C$ and $C^{\tau}$. Then $\mathcal{A}^{\tau}=\left\{D^{\tau} \mid D \in \mathcal{A}\right\}=\mathcal{A}$.

Proof. Now $C$ and $C^{\tau}$ are opposite, so the apartment $\mathcal{A}$ containing them is unique. As $C, C^{\tau} \in \mathcal{A}$ we have $C^{\tau}, C^{\tau \tau}=C \in \mathcal{A}^{\tau}$. Hence by the uniqueness of $\mathcal{A}$, we have $\mathcal{A}^{\tau}=\mathcal{A}$.

Proposition 5.3.3. A good apartment $\mathcal{A}$ is special if and only if $\mathcal{A}$ is given by an orthonormal basis.

Proof. Suppose $\mathcal{A}$ is a special apartment and let $C$ be a chamber in $\mathcal{A}$. Then $C^{\tau} \in \mathcal{A}$. Now, if $C=V_{1} \subset V_{2} \subset \cdots \subset V_{n}$, then

$$
\begin{aligned}
C^{\tau} & =V_{n}^{\tau} \subset V_{n-1}^{\tau} \subset \cdots \subset V_{1}^{\tau} \\
& =V_{n}^{\perp} \subset V_{n-1}^{\perp} \subset \cdots \subset V_{1}^{\perp} .
\end{aligned}
$$

The apartment $\mathcal{A}$ is given by the basis $\left\{e_{1}, e_{2}, \ldots, e_{n+1}\right\}$ where $\left\langle e_{1}\right\rangle=V_{1}$, $\left\langle e_{2}\right\rangle=V_{2} \cap V_{1}^{\perp},\left\langle e_{3}\right\rangle=V_{3} \cap V_{2}^{\perp}, \ldots,\left\langle e_{n}\right\rangle=V_{n} \cap V_{n-1}^{\perp},\left\langle e_{n+1}\right\rangle=V_{n+1} \cap V_{n}^{\perp}=$ $V_{n}^{\perp}$, where $V_{n+1}=V$. Indeed, as $V_{1}$ is non-degenerate $e_{1}$ is non-isotropic. Furthermore, $e_{2}$ is non-isotropic since $e_{1} \perp e_{2}$ and $\left\langle e_{1}, e_{2}\right\rangle=V_{2}$ is nondegenerate. By similar argument, we also get that $e_{3}, e_{4}, \ldots, e_{n}, e_{n+1}$ are all non-isotropic. Without loss of generality, $\left(e_{i}, e_{i}\right)=1$ for all $1 \leq i \leq n+1$. Then $\left\{e_{1}, e_{2}, \ldots, e_{n+1}\right\}$ is an orthonormal basis of $V$ giving the apartment $\mathcal{A}$. Now suppose $\mathcal{A}$ is given by an orthonormal basis $\left\{e_{1}, e_{2}, \ldots, e_{n+1}\right\}$. We want to show that for all $C \in \mathcal{A}, C^{\tau} \in \mathcal{A}$.

Let $C=\left\langle e_{1}\right\rangle \subset\left\langle e_{1}, e_{2}\right\rangle \subset \cdots \subset\left\langle e_{1}, e_{2}, \ldots, e_{n}\right\rangle$. Then

$$
\begin{aligned}
C^{\tau} & =\left\langle e_{1}, e_{2}, \ldots, e_{n}\right\rangle^{\tau} \subset\left\langle e_{1}, e_{2}, \ldots, e_{n-1}\right\rangle^{\tau} \subset \cdots \subset\left\langle e_{1}\right\rangle^{\tau} \\
& =\left\langle e_{1}, e_{2}, \ldots, e_{n}\right\rangle^{\perp} \subset\left\langle e_{1}, e_{2}, \ldots, e_{n-1}\right\rangle^{\perp} \subset \cdots \subset\left\langle e_{1}\right\rangle^{\perp} .
\end{aligned}
$$

Since the basis $\left\{e_{1}, e_{2}, \ldots, e_{n+1}\right\}$ is orthonormal, we have

$$
\begin{aligned}
\left\langle e_{1}\right\rangle^{\perp} & =\left\langle e_{2}, e_{3}, \ldots, e_{n+1}\right\rangle \\
\left\langle e_{1}, e_{2}\right\rangle^{\perp} & =\left\langle e_{3}, e_{4}, \ldots, e_{n+1}\right\rangle \\
\left\langle e_{1}, e_{2}, \ldots, e_{k}\right\rangle^{\perp} & =\bigcap_{i=1}^{k}\left\langle e_{i}\right\rangle^{\perp} \\
& =\left\langle e_{k+1}, \ldots, e_{n+1}\right\rangle
\end{aligned}
$$

Hence $C^{\tau}=\left\langle e_{n+1}\right\rangle \subset\left\langle e_{n}, e_{n+1}\right\rangle \subset \cdots \subset\left\langle e_{2}, e_{3}, \ldots, e_{n+1}\right\rangle$, which implies that $C^{\tau} \in \mathcal{A}$. Thus $\mathcal{A}$ is special.

We remark that there are other good apartments $\mathcal{A}$ such that $\mathcal{A}^{\tau} \neq \mathcal{A}$. We illustrate this by means of an example in the rank two case.

Example 5.3.4. Let $V$ be a three dimensional unitary space over the field $\mathbb{F}_{9}=\mathbb{F}_{3}(i)$ and suppose $\left\{e_{1}, e_{2}, e_{3}\right\}$ is an orthonormal basis of $V$. Let $\mathcal{A}$ be the apartment given by the basis $\left\{v_{1}, v_{2}, v_{3}\right\}$ such that $v_{1}=e_{1}, v_{2}=e_{2}$ and $v_{3}=(1+i)\left(e_{2}+e_{3}\right)$. Its Gram matrix is given below.

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 1+i \\
0 & 1-i & 1
\end{array}\right)
$$

From the Gram matrix of $\mathcal{A}$, we see that all the vertices $\left\langle v_{1}\right\rangle,\left\langle v_{2}\right\rangle,\left\langle v_{3}\right\rangle$, $\left\langle v_{1}, v_{2}\right\rangle,\left\langle v_{1}, v_{3}\right\rangle$, and $\left\langle v_{2}, v_{3}\right\rangle$ of $\mathcal{A}$ are good but its basis $\left\{v_{1}, v_{2}, v_{3}\right\}$ is not orthonormal. Thus, $\mathcal{A}$ is a good apartment which is not special.

Lemma 5.3.5. Let $\mathcal{A}$ be a good apartment. Then for all $g \in G$, $\mathcal{A}^{g}$ is special if and only if $\mathcal{A}$ is special.

Proof. By Lemma 5.3.3, this is equivalent to proving that $\mathcal{A}^{g}$ is given by an orthonormal basis if and only if $\mathcal{A}$ is given by an orthonormal basis. The result then follows from the fact that $G$ acts transitively on the set of bases of $V$ and also preserves the form (,$\quad$ ). That is, if $\left\{v_{1}, v_{2}, \ldots, v_{n+1}\right\}$ is a basis giving $\mathcal{A}^{g}$, then $v_{i}=u_{i}^{g}$ where $\left\{u_{1}, u_{2}, \ldots, u_{n+1}\right\}$ is a basis giving $\mathcal{A}$. Thus $\left(v_{i}, v_{j}\right)=\delta_{i j}$ if and only if $\left(u_{i}, u_{j}\right)=\delta_{i j}$.

Recall that if $\mathcal{A}$ is an apartment, then the vector $a_{\mathcal{A}}=\sum_{C^{\prime} \in \mathcal{A}} C^{\prime}$.
Theorem 5.3.6. Let $\mathcal{S}=\left\{a_{\mathcal{A}} \mid \mathcal{A}\right.$ is a special apartment $\}$. Then $\mathcal{S}$ is a linearly independent set and the weight of every element of $\langle\mathcal{S}\rangle$ is a multiple of $(n+1)$ !. Furthermore, $\langle\mathcal{S}\rangle$ is a proper submodule of $Z_{n-1}(\Gamma)$ of dimension $|G: H| /(n+1)!$, where $H$ denotes the stabilizer of a chamber in $\Gamma$.

Proof. Let $\mathcal{A}$ be a special apartment and suppose $D \in \mathcal{A}$. Since $D$ and $D^{\tau}$ are opposite, the apartment $\mathcal{A}$ containing them is uniquely determined. It therefore follows that for any two special apartments $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, their intersection

$$
\mathcal{A}_{1} \cap \mathcal{A}_{2}=\emptyset .
$$

In particular, $\sum_{\mathcal{A}=\mathcal{A}^{\top}} \lambda_{\mathcal{A}} a_{\mathcal{A}}=0$ if and only if $\lambda_{\mathcal{A}}=0$ for all special apartments $\mathcal{A}$. Thus, the set $\mathcal{S}$ is linearly independent.

Note that since the special apartments are pairwise disjoint and each codeword generating $\mathcal{S}$ has weight $(n+1)$ !, any linear combination of codewords in $\mathcal{S}$ would have as weight an integral multiple of $(n+1)$ !. Let $D$
be a good chamber and suppose $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are two distinct good apartments containing $D$. Suppose the codeword $a_{\mathcal{A}_{1}}+a_{\mathcal{A}_{2}}$ has weight $w$, then $(n+1)!<w \leq 2(n+1)!-2=2((n+1)!-1)$ which implies that $w$ is not an integral multiple of $(n+1)$ !. It therefore follows that $\langle\mathcal{S}\rangle$ is a proper subspace of $Z_{n-1}(\Gamma)$. By Lemma 5.3.5, $\mathcal{S}$ is a $G$-set and so $\langle\mathcal{S}\rangle$ is a proper submodule of $Z_{n-1}(\Gamma)$. Since special apartments are pairwise disjoint and each chamber in $\Gamma$ lies in a unique special apartment, it follows that the dimension of $\langle\mathcal{S}\rangle$ is $|G: H| /(n+1)$ !, where $H$ denotes the stabilizer of a chamber in $\Gamma$.

Remark 5.3.7. Indeed, if $C_{1}$ and $C_{2}$ are two good chambers which are not opposite, then $C_{1}$ and $C_{2}$ lie in many good apartments. In particular, any linear combination of the codewords $\left\{a_{\mathcal{A}} \mid \mathcal{A}\right.$ is good and $\left.\mathcal{A} \ni C_{1}, C_{2}\right\}$ would not have weight which is a multiple of $(n+1)$ ! (since every chamber that lies on a minimal gallery from $C_{1}$ to $C_{2}$ would appear in each of these apartments).

Corollary 5.3.8. The Phan module $Z_{n-1}(\Gamma)$ is not irreducible.

### 5.4 The Rank two case

Throughout this section $V$ is a 3 -dimensional unitary space, so $\Delta$ is the projective building of rank two. Chambers are point-line flags, that is, if $D$ is a chamber then $D=Y_{1} \subset Y_{2}$, where $Y_{1}$ is a point and $Y_{2}$ is a line in $\Delta$. The objective of this section is to find a suitable basis for the Phan code in the rank 2 case, and to establish that it is spanned by codewords corresponding to good apartments.

Recall that by the axioms of a projective geometry, every point in $\Delta$ has $q^{2}+1$ lines passing through it and every line in $\Delta$ contains $q^{2}+1$ points.

Proposition 5.4.1. Let $l$ be a non-degenerate line and $p$ a non-degenerate point in $\Delta$. Then the following hold.
(i) There are $q^{2}-q$ non-degenerate points and $q+1$ degenerate points in $l$.
(ii) There are $q+1$ degenerate lines passing through the point $p$.
(iii) If $p$ is a point not on $l$, then there are at least $q^{2}-2 q-1$ non-degenerate points on $l$ which form a degenerate line with $p$.

Proof. Since $l$ is a non-degenerate line, it may be viewed as a 2-dimensional unitary space on which the group $G=\mathrm{GU}_{2}(q)$ acts. Now $G$ acts transitively on the set of non-degenerate points in $l$ (by Witt's Lemma), so the number of non-degenerate points in $l$ is given by $\left|G: G_{p}\right|$. By Proposition 5.1.3, $G_{p}=\mathrm{GU}_{1}(q) \times \mathrm{GU}_{1}(q)$. So

$$
\left|G: G_{p}\right|=q(q+1)\left(q^{2}-1\right) /(q+1)^{2}=q^{2}-q .
$$

Since $l$ contains $q^{2}+1$ points and $q^{2}-q$ of them are non-degenerate, there are $q^{2}+1-\left(q^{2}-q\right)=q+1$ degenerate points in $l$.

Now every degenerate point in $p^{\perp}$ forms a degenerate line with $p$, and so (ii) follows from the proof of Lemma 4.1.2. Since $l$ has $q^{2}-q$ non-degenerate points and $p$ has $q+1$ degenerate lines passing through it, if $p$ is not in $l$, then there are at least $q^{2}-q-(q+1)=q^{2}-2 q-1$ non-degenerate points on $l$ which form a degenerate line with $p$.

Fix a chamber $C \in \Gamma$; call it the fundamental chamber. Recall that SolomonTits theorem tells us that the set $\mathcal{D}=\left\{a_{\mathcal{A}} \mid \mathcal{A} \ni C\right\}$ forms a basis for the module $Z_{1}(\Delta)$. Thus for each $z \in Z_{1}(\Delta)$,

$$
z=\sum_{\substack{\mathcal{A} \in \Delta \\ \mathcal{A} \ni C}} f_{\mathcal{A}}(z) a_{\mathcal{A}} \quad \text { with } f_{\mathcal{A}}(z) \in \mathbb{F}_{2}
$$

We say an apartment $\mathcal{A}$ is represented in $z \in Z_{1}(\Delta)$ if $f_{\mathcal{A}}(z) \neq 0 \in \mathbb{F}_{2}$, we also say $\mathcal{A}$ is represented in $Z_{1}(\Delta)$ if it is represented in some element $z \in Z_{1}(\Delta)$. Indeed as $Z_{1}(\Gamma)$ is contained in $Z_{1}(\Delta)$, each element $x \in Z_{1}(\Gamma)$ can be written as a sum of elements in $\mathcal{D}$. Thus $x$ can be written as a sum of good and bad apartments in $\Delta$. Furthermore, apartments containing bad opposite chambers to the fundamental chamber $C$ cannot be represented. We remark that a bad apartment $\mathcal{A}$ containing $C$ can only be represented in $Z_{1}(\Gamma)$ if and only if the opposite chamber $C^{o p p}$ to $C$ in $\mathcal{A}$ is good. Hence, we only need to consider those apartments $\mathcal{A}$ containing $C$ such that $C^{\text {opp }}$ in $\mathcal{A}$ is good. The objective is to identify those apartments which are actually represented and how they would appear. We need the following definition.

Definition 5.4.2. Let $C^{\prime}=p^{\prime} \subset l^{\prime}$ be a chamber such that $d\left(C, C^{\prime}\right)=2$. We say $C^{\prime}$ is of type 1 if the minimal gallery $\gamma$ from $C$ to $C^{\prime}$ has type $(1,2)$ and the point $p^{\prime}$ is bad but the line $l^{\prime}$ is good. Similarly, we say $C^{\prime}$ is of type 2 if the minimal gallery $\gamma$ from $C$ to $C^{\prime}$ has type $(2,1)$ and the point $p^{\prime}$ is good but the line $l^{\prime}$ is bad.

Remark 5.4.3. Note that if $C^{\prime}=p^{\prime} \subset l^{\prime}$ is of type 1 and the fundamental chamber $C=p \subset l$, then $p^{\prime} \subset l$. Similarly, if $C^{\prime}$ is of type 2 , then $p \subset l^{\prime}$.

Let $\mathcal{A}_{C}$ denote an apartment containing the chamber $C$ and suppose $C^{\text {opp }}$ in $\mathcal{A}_{C}$ is good. There are four types to consider:
(Type 1) The apartment $\mathcal{A}_{C}$ is bad; $\mathcal{A}_{C}$ contains a bad chamber $C^{\prime}$ of type 1 such that every bad chamber in $\mathcal{A}_{C}$ lies on the minimal gallery $\gamma$ from $C$ to $C^{\prime}$. (See Figure 5.1 (a).)
(Type 2) The apartment $\mathcal{A}_{C}$ is bad; $\mathcal{A}_{C}$ contains a bad chamber $C^{\prime}$ of type 2 such that every bad chamber in $\mathcal{A}_{C}$ lies on the minimal gallery $\gamma$ from $C$ to $C^{\prime}$. (See Figure 5.1 (b).)
(Type 3) The apartment $\mathcal{A}_{C}$ is bad; $\mathcal{A}_{C}$ contains a bad chamber $C^{\prime}$ of type 1 and a bad chamber $C^{\prime \prime}$ of type 2, such that if $\gamma$ is the minimal gallery from $C$ to $C^{\prime}$ and $\beta$ is the minimal gallery from $C$ to $C^{\prime \prime}$, then every bad chamber in $\mathcal{A}_{C}$ lies in $\gamma \cup \beta$. In particular, the only good chambers in $\mathcal{A}_{C}$ are $C$ and $C^{\text {opp }}$. (See Figure 5.1 (c).)
(Type 4) The apartment $\mathcal{A}_{C}$ is good, that is, all the chambers in $\mathcal{A}_{C}$ belongs to $\Gamma$. Then $\mathcal{A}_{C}$ is definitely represented in $Z_{1}(\Gamma)$.


Figure 5.1: (a) Example of a Type 1 apartment, (b) Example of a Type 2 apartment, and (c) Example of a Type 3 apartment.

Definition 5.4.4. Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be two apartments of type 1 (respectively, type 2) above. We say $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are $C^{\prime}$-related if they contain the same $C^{\prime}$ of type 1 (respectively, type 2 ), and we write $\mathcal{A}_{1} \approx_{C^{\prime}} \mathcal{A}_{2}$ or simply $\mathcal{A}_{1} \approx \mathcal{A}_{2}$. The relation $\approx$ is an equivalence relation and partitions the apartments of type $k, k=1,2$, into corresponding equivalence classes.

Notation: We write $\mathcal{A}_{D, D^{\prime}}$ for an apartment containing the chambers $D$ and $D^{\prime}$, such that $D$ and $D^{\prime}$ are opposite.

Proposition 5.4.5. Let $C^{\prime}$ denote a chamber of type $k, k=1,2$. Suppose $\mathcal{A}_{1}=\mathcal{A}_{C, C_{1}}=\mathcal{A}_{C^{\prime}, C_{1}^{\prime}}$ and $\mathcal{A}_{2}=\mathcal{A}_{C, C_{2}}=\mathcal{A}_{C^{\prime}, C_{2}^{\prime}}$ are two apartments of type $k$, such that $\mathcal{A}_{1} \approx_{C^{\prime}} \mathcal{A}_{2}$. Then their symmetric difference

$$
\mathcal{A}_{1} \triangle \mathcal{A}_{2}=\mathcal{A}_{C_{1}, C_{2}^{\prime}}=\mathcal{A}_{C_{2}, C_{1}^{\prime}}=\mathcal{A}
$$

is a good apartment. In particular, $a_{\mathcal{A}_{1}}+a_{\mathcal{A}_{2}}=a_{\mathcal{A}}$.

$\times$ - Bad chamber

Figure 5.2: Example of type 2 apartments $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, such that $\mathcal{A}_{1} \approx_{C^{\prime}} \mathcal{A}_{2}$.

*- Bad chamber



Figure 5.3: Description of how the good apartment $\mathcal{A}$ is obtained from the apartments $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$.

Proof. Let $\gamma=\left(C, C_{0}, C^{\prime}\right)$ be the minimal gallery from $C$ to $C^{\prime}$. Then $\gamma$
lies in $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ (see Figure 5.2). If $k=1$, then $\gamma$ has type $(1,2)$ and $C_{1} \sim_{1} C^{\prime} \sim_{1} C_{2}$ which implies $C_{1} \sim_{1} C_{2}$. Let $C_{1}^{\prime}$ and $C_{2}^{\prime}$ be the other neighbours of $C$ in $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ respectively. (That is, $C_{1}^{\prime} \neq C_{0} \neq C_{2}^{\prime}$.) Then as $C \sim_{1} C_{0}$, we have $C_{1}^{\prime} \sim_{2} C \sim_{2} C_{2}^{\prime}$, which implies $C_{1}^{\prime} \sim_{2} C_{2}^{\prime}$. Since $\mathcal{A}_{1} \cap \mathcal{A}_{2}=\left\{C, C_{0}, C^{\prime}\right\}$, we have that $\mathcal{A}_{1} \triangle \mathcal{A}_{2}$ contains every chamber in $\mathcal{A}_{1} \cup \mathcal{A}_{2}$ except the chambers $C, C_{0}$ and $C^{\prime}$. Note that $C_{1}$ and $C_{2}^{\prime}$ are opposite (similarly, $C_{2}$ and $C_{1}^{\prime}$ ) and hence every chamber in $\mathcal{A}_{1} \triangle \mathcal{A}_{2}$ lies on some minimal gallery from $C_{1}$ to $C_{2}^{\prime}$ (similarly, from $C_{2}$ to $C_{1}^{\prime}$ ). Note that all the chambers in $\mathcal{A}_{1} \triangle \mathcal{A}_{2}$ are good (see Figure 5.3). It therefore follows that

$$
\mathcal{A}_{1} \triangle \mathcal{A}_{2}=\mathcal{A}_{C_{1}, C_{2}^{\prime}}=\mathcal{A}_{C_{2}, C_{1}^{\prime}}=\mathcal{A}
$$

We get similar results in the case $k=2$.
Now the sum $a_{\mathcal{A}_{1}}+a_{\mathcal{A}_{2}}$ is in $Z_{1}(\Gamma)$ (with coefficients in $\mathbb{F}_{2}$ ) and hence chambers which appear an even number of times are eliminated. Thus, $a_{\mathcal{A}_{1}}+a_{\mathcal{A}_{2}}=a_{\mathcal{A}}$.

For each chamber $C^{\prime}$ of type $k, k \in\{1,2\}$, denote by $X_{C^{\prime}}$ the $C^{\prime}$-equivalence class of type $k$ apartments. Fix an apartment $\mathcal{A}_{C^{\prime}} \in X_{C^{\prime}}$. For any $\mathcal{A} \in X_{C^{\prime}}$ define

$$
e_{\mathcal{A}}=a_{\mathcal{A}}+a_{\mathcal{A}_{C^{\prime}}} .
$$

Note that $e_{\mathcal{A}_{C^{\prime}}}=0$. Similarly, for each apartment $\mathcal{A}$ of type 3, define

$$
e_{\mathcal{A}}=a_{\mathcal{A}_{C^{\prime}}}+a_{\mathcal{A}}+a_{\mathcal{A}_{C^{\prime \prime}}}
$$

where $C^{\prime}, C^{\prime \prime} \in \mathcal{A}$ are of types 1 and 2 respectively, and $\mathcal{A}_{C^{\prime}}$ and $\mathcal{A}_{C^{\prime \prime}}$ are the corresponding fixed apartments in $X_{C^{\prime}}$ and $X_{C^{\prime \prime}}$ respectively. Finally, for each apartment $\mathcal{A}$ of type 4 , define $e_{\mathcal{A}}=a_{\mathcal{A}}$.

Theorem 5.4.6. Let $\mathcal{A}$ denote an apartment containing the fundamental chamber $C$. The set $\mathcal{B}=\left\{e_{\mathcal{A}} \neq 0 \mid \mathcal{A}\right.$ is of type $1,2,3$ or 4$\}$ forms a basis for $Z_{1}(\Gamma)$.

Proof. First observe that $e_{\mathcal{A}}=0$ if and only if $\mathcal{A}=\mathcal{A}_{C^{\prime}}$ for some $C^{\prime}$ of type 1 or 2 . Also note that for each apartment $\mathcal{A}$ of type $1,2,3$ or 4 , the set $\left\{a_{\mathcal{A}} \mid e_{\mathcal{A}} \in \mathcal{B}\right\}$ is a linearly independent set. This is due to the fact that $\left\{a_{\mathcal{A}} \mid e_{\mathcal{A}} \in \mathcal{B}\right\} \subset\left\{a_{\mathcal{A}} \mid \mathcal{A} \ni C\right\}$, which is a basis for $Z_{1}(\Delta)$ by the Solomon-Tits theorem. It therefore follows that for each apartment $\mathcal{A}$ of type $k, k=1,2,3,4, e_{\mathcal{A}}$ is not in the linear combination of any of the others. Thus, $\mathcal{B}$ is a linearly independent set. It now remains to show that $\mathcal{B}$ spans $Z_{1}(\Gamma)$.

Suppose $\operatorname{span}(\mathcal{B}) \neq Z_{1}(\Gamma)$ and pick a codeword $x \in Z_{1}(\Gamma) \backslash \operatorname{span}(\mathcal{B})$. Then $x \neq 0$ and by the Solomon-Tits theorem, $x$ can be written as a linear combination of the apartments containing the fundamental chamber $C$. That is,

$$
\begin{equation*}
x=\sum_{\substack{\mathcal{A} \in \Delta \\ \mathcal{A} \ni C}} f_{\mathcal{A}}(x) a_{\mathcal{A}}, \quad f_{\mathcal{A}}(x) \in \mathbb{F} \tag{*}
\end{equation*}
$$

Consider the apartments represented in (*). If $\mathcal{A}$ is such an apartment, that is $f_{\mathcal{A}}(x) \neq 0$ in $\left(^{*}\right)$, then $\mathcal{A}$ has type $1,2,3$, or 4 . If $\mathcal{A}$ has type 4 , then add $e_{\mathcal{A}}=a_{\mathcal{A}}$ to $x$. We do this for each apartment of type 4 represented in
$\left(^{*}\right)$. So the resulting codeword $x^{\prime}$ has no apartment of type 4 represented, furthermore, $x^{\prime} \in Z(\Gamma) \backslash \operatorname{span}(\mathcal{B})$ since $x \notin \operatorname{span}(\mathcal{B})$ implies $x+e_{\mathcal{A}} \notin \operatorname{span}(\mathcal{B})$ for all apartments $\mathcal{A}$ of type 4 represented in $x$. Similarly, for any apartment $\mathcal{A}$ of type 3 represented in $x^{\prime}$ add $e_{\mathcal{A}}=a_{\mathcal{A}_{C^{\prime}}}+a_{\mathcal{A}}+a_{\mathcal{A}_{C^{\prime \prime}}}$ to $x^{\prime}$. This eliminates $a_{\mathcal{A}}$ but adds $a_{\mathcal{A}_{C^{\prime}}}$ and $a_{\mathcal{A}_{C^{\prime \prime}}}$ to $x^{\prime}$. Thus, the resulting codeword $x^{\prime \prime}$ only has apartments of types 1 or 2 represented. Finally, for each apartment $\mathcal{A}$ of type $k$ represented in $x^{\prime \prime}, k=1,2$, add $e_{\mathcal{A}}=a_{\mathcal{A}}+a_{\mathcal{A}_{C^{\prime}}}$ to $x^{\prime \prime}$. Again, this gets $\operatorname{rid}$ of $a_{\mathcal{A}}$ but adds $a_{\mathcal{A}_{C^{\prime}}}$ to $x^{\prime \prime}$, for each $\mathcal{A}$ of type $k$. Note that for the fixed $\approx_{C^{\prime}}$-class representatives $\mathcal{A}_{C^{\prime}}, e_{\mathcal{A}_{C^{\prime}}}=0$. Hence, the resulting codeword $x^{\prime \prime \prime}$ is a sum of the $\mathcal{A}_{C^{\prime}} \mathrm{s}$. Since these contain bad chambers, the only way they can appear in $Z_{1}(\Gamma)$ is an even number of times, forcing $x^{\prime \prime \prime}=0$. But this implies that the codeword $x$ we started with belongs to $\operatorname{span}(\mathcal{B})$, a contradiction to the choice of $x$.

Lemma 5.4.7. Let $\mathcal{A}_{C, C^{\star}}=\mathcal{A}^{\star}$ be an apartment of type 3 , where $C^{\star}=p^{\star} \subset$ $l^{\star}$ denotes the opposite chamber to $C$ in $\mathcal{A}^{\star}$. Let $C^{\prime}$ and $C^{\prime \prime}$ be the neighbours of $C^{\star}$ in $\mathcal{A}^{\star}$ of types 1 and 2 respectively. Then, if $q \geq 5$, there are at least $\left(q^{2}-2 q-1\right)\left(q^{2}-4 q-3\right)$ pairs of apartments $\mathcal{A}_{1} \in X_{C^{\prime}}$ and $\mathcal{A}_{2} \in X_{C^{\prime \prime}}$, such that the codeword $a_{\mathcal{A}_{1}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}}$ can be written as a sum of three good apartments.

Proof. A pictorial representation of the apartments $\mathcal{A}_{1}, \mathcal{A}^{\star}$ and $\mathcal{A}_{2}$ is given in Figure 5.4.

Pick $\mathcal{A}_{1} \in X_{C^{\prime}}$ and let $C_{1}$ be the opposite chamber to $C$ in $\mathcal{A}_{1}$. Then $C$ and $C_{1}$ determine $\mathcal{A}_{1}$. Note that $C_{1}$ and $C^{\star}$ are 1-adjacent and so have the line $l^{\star}$ in common. Thus $C_{1}=p_{1} \subset l^{\star}$ for some good point $p_{1} \in l^{\star}, p_{1} \neq p^{\star}$. To

$x$ - Bad chamber

Figure 5.4: Representation of a type 3 apartment
count the number of choices for $\mathcal{A}_{1}$ is equivalent to counting the number of choices for $C_{1}$ (or $p_{1}$ to be precise) subject to the condition that $\left\langle p_{1}, p\right\rangle$ is a good line. Now there are $q^{2}-q$ good points in $l^{\star}$ (by Proposition 5.4.1), and $p^{\star}$ is one of them, so there are at most $q^{2}-q-1$ choices for $p_{1}$ in $l^{\star}$. We want $\left\langle p_{1}, p\right\rangle$ to be a good line. There are $q+1$ bad lines through $p$ (by Proposition 5.4.1)and hence $q+1$ points which form a bad line with $p$. The point $p^{\star}$ is one of such points, so at most $q$ of the $q^{2}-q-1$ possible choices for $p_{1}$ are bad. Thus, there are at least $\left(q^{2}-q-1\right)-q=q^{2}-2 q-1$ choices for $p_{1}$ and hence at least $q^{2}-2 q-1$ choices for $\mathcal{A}_{1}$.

Let us fix $\mathcal{A}_{1}$ (hence $C_{1}=p_{1} \subset l^{\star}$ ) for the moment. We would like to count the number of choices for $\mathcal{A}_{2}$ such that $a_{\mathcal{A}_{1}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}}$ can be written as a sum of three good apartments. Let $C_{2}$ be the opposite chamber to $C$ in $\mathcal{A}_{2}$. Then $C_{2}$ and $C^{\star}$ are 2-connected (since $C_{2}$ is 2-adjacent to $C^{\prime \prime}$ which is also

2-adjacent to $C^{\star}$ ) and so have the point $p^{\star}$ in common. Thus $C_{2}=p^{\star} \subset l_{2}$ where $l_{2}$ is a good line such that $l_{2} \cap l$ is good. Again counting the number of choices for $\mathcal{A}_{2}$ is equivalent to counting the number of choices for $l_{2}$, subject to the following conditions:

- $p_{2}=l_{2} \cap l$ is good
- $\left\langle p_{1}, p_{2}\right\rangle$ is good
- $l_{2} \cap l_{1}$ is good.

Now, $l_{2}$ passes through $p^{\star}$ which has $q^{2}-q$ good lines through it. The line $l^{\star}$ is one of them, so there are at most $q^{2}-q-1$ possible choices for $l_{2}$. We want $l_{2} \cap l$ to be good. There are $q+1$ bad points on $l$, so at most $q+1$ good lines passing through $p^{\star}$ intersect $l$ at a bad point and $l^{\star}$ is one of them. So there at least $\left(q^{2}-q-1\right)-q=q^{2}-2 q-1$ choices for $l_{2}$ such that $l_{2} \cap l$ is good. We also want $\left\langle p_{1}, p_{2}\right\rangle$ to be good, where $p_{2}=l_{2} \cap l$. Observe that each line $l_{2}$ determines a unique point $p_{2}$. Thus, there are as many choices for $p_{2}$ as there are for $l_{2}$. For $\left\langle p_{1}, p_{2}\right\rangle$ to be good, $p_{2}$ cannot lie in the $q+1 \mathrm{bad}$ lines through $p_{1}$. If $p_{2}$ lies in a bad line through $p_{1}$, then the line $l_{2}$ yielding it is unacceptable. So, there are at least $q^{2}-2 q-1-(q+1)=q^{2}-3 q-2$ choices for $p_{2}$ and hence at least $q^{2}-3 q-2$ choices for $l_{2}$. Finally, we want $l_{2} \cap l_{1}$ to be good. Again, at most $q+1$ good lines intersect $l_{1}$ at a bad point, so the number of choices for $l_{2}$ such that $l_{2} \cap l_{1}$ is good is at least $\left(q^{2}-3 q-2\right)-(q+1)=q^{2}-4 q-3$. Hence, for the fixed apartment $\mathcal{A}_{1}$ there are at least $q^{2}-4 q-3$ choices for the apartment $\mathcal{A}_{2}$. Since $\mathcal{A}_{1}$ has at least $q^{2}-2 q-1$ choices, there are at least $\left(q^{2}-2 q-1\right)\left(q^{2}-4 q-3\right)$ pairs of
apartments $\mathcal{A}_{1}, \mathcal{A}_{2}$ such that the codeword $a_{\mathcal{A}_{1}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}}$ can be written as a sum of three good apartments.

Corollary 5.4.8. Let $\mathcal{A}^{\star}, C^{\prime}, C^{\prime \prime}$ and $q$ be as in Lemma 5.4.7. Then for any apartment $\mathcal{A}_{1} \in X_{C^{\prime}}$ and $\mathcal{A}_{2} \in X_{C^{\prime \prime}}$, the codeword $a_{\mathcal{A}_{1}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}}$ can be written as a sum of good apartments.

Proof. By Lemma 5.4.7, we can choose $\mathcal{A}_{1} \in X_{C^{\prime}}$ and $\mathcal{A}_{2} \in X_{C^{\prime \prime}}$ such that the codeword $a_{\mathcal{A}_{1}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}}$ can be written as a sum of three good apartments. Choose and fix such an $\mathcal{A}_{1} \in X_{C^{\prime}}$ and $\mathcal{A}_{2} \in X_{C^{\prime \prime}}$. Then for any $\mathcal{A}_{1}^{\prime} \neq \mathcal{A}_{1} \in$ $X_{C^{\prime}}$ and $\mathcal{A}_{2}^{\prime} \neq \mathcal{A}_{2} \in X_{C^{\prime \prime}}$ we have,

$$
a_{\mathcal{A}_{1}^{\prime}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}^{\prime}}=\left(a_{\mathcal{A}_{1}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}}\right)+\left(a_{\mathcal{A}_{1}}+a_{\mathcal{A}_{1}^{\prime}}\right)+\left(a_{\mathcal{A}_{2}}+a_{\mathcal{A}_{2}^{\prime}}\right) .
$$

By Proposition 5.4.5, there are good apartments $\mathcal{A}^{\prime}$ and $\mathcal{A}^{\prime \prime}$ such that

$$
\left(a_{\mathcal{A}_{1}}+a_{\mathcal{A}_{1}^{\prime}}\right)=a_{\mathcal{A}^{\prime}} \text { and }\left(a_{\mathcal{A}_{2}}+a_{\mathcal{A}_{2}^{\prime}}\right)=a_{\mathcal{A}^{\prime \prime}} .
$$

Let $\mathcal{B}_{1}, \mathcal{B}_{2}$, and $\mathcal{B}_{3}$ be three good apartments such that

$$
a_{\mathcal{A}_{1}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}}=a_{\mathcal{B}_{1}}+a_{\mathcal{B}_{2}}+a_{\mathcal{B}_{3}} .
$$

Then, $a_{\mathcal{A}_{1}^{\prime}}+a_{\mathcal{A}^{\star}}+a_{\mathcal{A}_{2}^{\prime}}=a_{\mathcal{B}_{1}}+a_{\mathcal{B}_{2}}+a_{\mathcal{B}_{3}}+a_{\mathcal{A}^{\prime}}+a_{\mathcal{A}^{\prime \prime}}$, completing the proof.

Theorem 5.4.9. Suppose $q \geq 5$. The set $\mathcal{T}=\left\{a_{\mathcal{A}} \mid \mathcal{A}\right.$ is a good apartment $\}$ spans $Z_{1}(\Gamma)$.

Proof. By Lemma 5.4.6, the set

$$
\mathcal{B}=\left\{e_{\mathcal{A}} \neq 0 \mid \mathcal{A} \ni C \text { and } \mathcal{A} \text { is of type } 1,2,3 \text { or } 4\right\}
$$

forms a basis for $Z_{1}(\Gamma)$. If $\mathcal{A}$ is of type $k, k=1,2$, then by Proposition 5.4.5, there is a good apartment $\mathcal{A}^{\prime}$ such that $e_{\mathcal{A}}=a_{\mathcal{A}^{\prime}}$. If $\mathcal{A}$ is of type 3 then by Lemma 5.4.7 and Corollary 5.4.8, $e_{\mathcal{A}}$ can be written as a sum of good apartments. If $\mathcal{A}$ is of type 4 , then $\mathcal{A}$ is good by definition and $e_{\mathcal{A}}=a_{\mathcal{A}}$. It therefore follows that every element in $Z_{1}(\Gamma)$ can be written as a sum of good apartments.

Noting that good apartments can be defined for all ranks, a natural question would be; can we find a basis for $Z_{n-1}(\Gamma)$ consisting only of good apartments?

### 5.5 Submodules in Rank 2

Here, we obtain submodules for the Phan code in the rank 2 case.

Definition 5.5.1. We say an apartment $\mathcal{A}$ has $k$ zeros, $k \geq 0$, if the gram matrix of a basis of $V$ giving $\mathcal{A}$ contains $k$ zeros.

Note that if the Gram matrix of a basis of $V$ giving an apartment $\mathcal{A}$ contains $k$ number of zeros, then the Gram matrix of any basis of $V$ giving $\mathcal{A}$ contains $k$ zeros.

Lemma 5.5.2. Let $\mathcal{A}$ denote a good apartment and for $i=0,1,2,3$, let $B_{i}=\{\mathcal{A} \mid \mathcal{A}$ has $2 i$ zeros $\}$. Set $V_{i}=\left\langle a_{\mathcal{A}} \mid \mathcal{A} \in B_{i}\right\rangle$. Then $V_{i}$ is a submodule of $Z_{1}(\Gamma)$, for all $i$.

Proof. By definition, $V_{i}$ is a subspace of $Z_{1}(\Gamma)$, for all $i$. It remains to show that $V_{i}$ is also a $G$-set. Suppose an apartment $\mathcal{A} \in B_{i}$ is given by the basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ for $V$. Then for any $g \in G$, we have

$$
\left(e_{i}^{g}, e_{j}^{g}\right)=\left(e_{i}, e_{j}\right)
$$

It therefore follows that the apartment $\mathcal{A}^{g}$ given by the basis $\left\{e_{1}^{g}, e_{2}^{g}, e_{3}^{g}\right\}$ has the same gram matrix as $\mathcal{A}$. Hence, for all $i$ and all $g \in G, \mathcal{A}^{g} \in B_{i}$ provided $\mathcal{A} \in B_{i}$. In particular, $V_{i}^{G}=V_{i}$.

The next result shows that there is some overlapping of the submodules $V_{i}$.

Lemma 5.5.3. Let $V_{i}, B_{i}$ be as in Lemma 5.5.2, $i=2,3$. Then for each apartment $\mathcal{A} \in B_{3}$, the codeword $a_{\mathcal{A}}$ can be written as a sum of apartments in $B_{2}$. In particular, $V_{3} \varsubsetneqq V_{2}$.

Proof. Let $\mathcal{A}$ be a good apartment given by the basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ of $V$ and suppose $\left(e_{i}, e_{i}\right)=1$ for all $i$. We consider the different ways by which $\mathcal{A}$ may be written as a symmetric difference of two good apartments $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. There are three possibilities.
(I) The apartments $\mathcal{A}_{1}, \mathcal{A}_{2}$ are given by the bases $\left\{e_{1}, e_{2}, e_{4}\right\}$ and $\left\{e_{2}, e_{3}, e_{4}\right\}$ respectively, with $e_{4} \in\left\langle e_{1}, e_{3}\right\rangle$ such that $\left\langle e_{4}\right\rangle$ and $\left\langle e_{2}, e_{4}\right\rangle$ are nondegenerate.
(II) The apartments $\mathcal{A}_{1}, \mathcal{A}_{2}$ are given by the bases $\left\{e_{1}, e_{2}, e_{4}\right\}$ and $\left\{e_{1}, e_{3}, e_{4}\right\}$ respectively, with $e_{4} \in\left\langle e_{2}, e_{3}\right\rangle$ such that $\left\langle e_{4}\right\rangle$ and $\left\langle e_{1}, e_{4}\right\rangle$ are nondegenerate.
(III) The apartments $\mathcal{A}_{1}, \mathcal{A}_{2}$ are given by the bases $\left\{e_{1}, e_{3}, e_{4}\right\}$ and $\left\{e_{2}, e_{3}, e_{4}\right\}$ respectively, with $e_{4} \in\left\langle e_{1}, e_{2}\right\rangle$ such that $\left\langle e_{4}\right\rangle$ and $\left\langle e_{3}, e_{4}\right\rangle$ are nondegenerate.

Suppose $\mathcal{A} \in B_{3}$, then $\mathcal{A}$ is special. Thus $\mathcal{A}$ is given by an orthonormal basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ which has gram matrix

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

We have $e_{1}^{\perp}=\left\langle e_{2}, e_{3}\right\rangle$, and $e_{2}^{\perp}=\left\langle e_{1}, e_{3}\right\rangle$ and $e_{3}^{\perp}=\left\langle e_{1}, e_{2}\right\rangle$. We wish to examine the gram matrices for the bases giving the apartments $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. In (I), we have $e_{4} \in\left\langle e_{1}, e_{3}\right\rangle$ so $\left(e_{2}, e_{4}\right)=0$. Also $\left(e_{1}, e_{4}\right)=a \neq 0$ and $\left(e_{3}, e_{4}\right)=b \neq 0$ since $\left\langle e_{1}, e_{3}\right\rangle \cap e_{1}^{\perp}=\left\langle e_{3}\right\rangle$ and $\left\langle e_{1}, e_{3}\right\rangle \cap e_{3}^{\perp}=\left\langle e_{1}\right\rangle$. So the bases $\left\{e_{1}, e_{2}, e_{4}\right\}$ and $\left\{e_{2}, e_{3}, e_{4}\right\}$ have gram matrices

$$
\left(\begin{array}{ccc}
1 & 0 & a \\
0 & 1 & 0 \\
\bar{a} & 0 & 1
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & b \\
0 & \bar{b} & 1
\end{array}\right)
$$

We get similar results in cases (II) and (III) with gram matrices also containing four zeros. Thus, in all three cases, the apartments $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ belong to $B_{2}$ and so $V_{3} \subseteq V_{2}$. Now, if $V_{2} \subseteq V_{3}$, then any apartment $\mathcal{A} \in B_{2}$ can be written as a symmetric difference of apartments in $B_{3}$. By Lemma 5.3.6, the apartments in $B_{3}$ are pairwise disjoint, which implies their intersection is empty and so the symmetric difference of any two apartments in $B_{3}$ is
just the (disjoint) union of the two apartments. In particular, the symmetric difference of any two apartments in $B_{3}$ cannot yield an apartment in $B_{2}$ and hence $V_{3} \varsubsetneqq V_{2}$.

## Chapter 6

## Summary and Conjectures

In this thesis, we have defined linear codes based on the Phan geometry $\Gamma=\Gamma(n, q)$ of type $A_{n}$. We also investigated the action of the unitary group $G=S U_{n+1}(q)$ on the code and described some of its properties. In particular, we showed that the action of the group on the code is not irreducible. In the rank two case, we obtained a basis for this code and showed that it is spanned by all the good apartments in the associated building of type $A_{n}$. In addition, we find some submodules of the code module. We proved that given the sets $B_{i}=\{\mathcal{A}$ a good apartment $\mid \mathcal{A}$ has a gram matrix having $2 i$ zeros $\}$, with $0 \leq i \leq 3$, the spaces defined by

$$
V_{i}=\left\langle a_{\mathcal{A}} \mid \mathcal{A} \in B_{i}\right\rangle
$$

are submodules of the code module. We suspect that these spaces would overlap in some way and on close observation we obtained the refinement $V_{3} \varsubsetneqq V_{2}$. Furthermore, we anticipate that we would have the following result. Conjecture 6.0.4. Let $V_{i}$ be as above, $0 \leq i \leq 3$. Then the following results
hold.
(i) $V_{3} \varsubsetneqq V_{2} \varsubsetneqq V_{0}$
(ii) $V_{1} \varsubsetneqq V_{0}$
(iii) $V_{0}$ is the code module.

Drawing from our results in the rank two case, we also make the following speculation regarding a basis of the Phan module in arbitrary rank $n$.

Conjecture 6.0.5. The set of good apartments spans the Phan code in any rank n. In particular, there is a basis consisting only of good apartments for the Phan code.

### 6.1 Coding theory implications

Below, we give a table showing the rate of the Phan code for different ranks.
Let $G_{C}$ denote the stabilizer of a chamber $C$ in $\Gamma$.

| n | weight | q | dimension | length | rate |
| :---: | :---: | :---: | :--- | :--- | :---: |
|  | $(\mathrm{n}+1)!$ |  | $\chi(n)$ | $\left\|G: G_{C}\right\|$ | $\chi(n) /\|G: H\|$ |
| 2 | 6 | q | polynomial in q | polynomial in q |  |
|  |  |  | $q^{2}\left(q^{2}-q+1\right)\left(q^{2}-q-\right.$ <br> $2)+1$ | $q^{3}(q-1)\left(q^{2}-q+1\right)$ |  |
|  |  | 3 | 253 | 378 | $253 / 378$ |
|  |  | 4 | 2079 | 2496 | $2079 / 2496$ |
| 3 | 24 | q | $q^{5}(q-1)\left(q^{2}+1\right)\left(q^{2}-\right.$ <br> $q+1)\left(q^{2}-q-3\right)+$ <br> $q^{6}(q-1)^{2}\left(q^{2}+1\right)\left(q^{2}-\right.$ <br> $q+1)$ |  |  |

From the table above, we see that as $q$ increases, asymptotically, the rate tends to 1 . This tells us that a high fraction of the code symbols carry
information. The code is able to correct $e=\lfloor((n+1)!-1) / 2\rfloor$ errors and detect $(n+1)$ ! -1 errors. However, we suspect that its error correcting capability relative to its length would not be as good as that of the Hamming and Golay codes owing to the fact it is less symmetric.
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