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 
Abstract—Space-based positioning, navigation and timing 

(PNT) technologies, such as the Global Navigation Satellite 
Systems (GNSS) provide position, velocity, and timing information 
to an unlimited number of users around the world. In recent years 
PNT information has become increasingly critical to the security, 
safety and prosperity of the World’s population, and is now widely 
recognized as an essential element of the global information 
infrastructure.  

Due to its vulnerabilities and line-of-sight requirements GNSS 
alone is unable to provide PNT with the required levels of 
integrity, accuracy, continuity and reliability. A multi-sensor 
navigation approach offers an effective augmentation in GNSS-
challenged environments that holds a promise of delivering robust 
and resilient PNT. Traditionally, sensors such as inertial 
measurement units (IMUs), barometers, magnetometers, 
odometers and digital compasses, have been used. However, recent 
trends have largely focused on image-based, terrain-based and 
collaborative navigation to recover the user location.  

This paper offers a review of the technological advances that 
have taken place in PNT over the last two decades, and discusses 
various hybridizations of multi-sensory systems, building upon the 
fundamental GNSS/IMU integration. The most important 
conclusion of this study is that in order to meet the challenging 
goals of delivering continuous, accurate and robust PNT to the 
ever-growing numbers of users, the hybridization of a suite of 
different PNT solutions is required.  
 

Index Terms—GNSS, resilient navigation, sensor integration.  
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I. INTRODUCTION 

Over the past two decades, Global Navigation Satellite 
System (GNSS) technology has proliferated into almost all 
infrastructure and consumer segments of developed economies 
and societies. Transport systems, mobile communications, 
power grid networks and financial systems are examples of 
critical infrastructure that are heavily dependent on GNSS. In a 
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similar way, the mining, agriculture and construction sectors 
have developed a strong dependence on the availability of 
trustworthy GNSS information for automated machinery 
operations to drive advances in industry productivity. 
Additionally, millions of people trust positions from GNSS for 
everyday needs, such as routine navigation and route guidance.  
Consequently, the requirement for a positioning capability that 
is truly reliable and robust, i.e. operational everywhere and 
anytime, that is trustworthy with an accuracy fit for purpose, 
has become increasingly significant. Although GNSS 
vulnerabilities are well understood, this increasing ubiquity of 
GNSS across society has heightened our awareness to the risks 
associated with performance anomalies. The challenge has, 
therefore, become one of delivering the GNSS-like 
performance levels we have come to expect – under ideal 
operating conditions – in all environments, but most 
importantly in densely built-up areas, indoors and underground. 
To address this challenge, this paper reviews some of the 
approaches that can be used to detect and remedy irregularities 
or deviations from normal GNSS operations. To illustrate the 
variety of environments, dynamics and potential Positioning, 
Navigation and Timing (PNT) sensors that could be 
experienced and used during a simple journey this paper will 
start with a typical example scenario.   This is followed by a 
description of multi-constellation GNSS, which is expected to 
deliver enhanced performance capabilities over the next 
decade, given modernization plans for current constellations as 
well as emerging capabilities from ‘new’ constellations.  
Complementary technologies and techniques which can 
potentially, provide solutions that maintain or improve GNSS 
performance levels will also be discussed.   

II. EXAMPLE 

As an illustration of the possible transitions between 
environments a single scenario is presented based on the 
premise of an end-to-end journey, which will illustrate how 
people may migrate from one environment, and mix of 
positioning technologies, to another, with different conditions 
and technologies, many times during an entire journey.  
Consider people starting a journey, on business, from one 
location to another.  They might start in an indoor, office, 
environment, or maybe from their home.  In either of these 
cases they are typically in a well-known environment and 
would rarely need any PNT information to navigate and start 
their journey.  However, an increasing number of travel 
planning applications will use the location of the travelers to 
start the process of selecting travel options.  But, the accuracy 
requirements of these applications are very low, and are often 
simply satisfied by wireless access point locations, as GNSS 
would rarely be available. On leaving the building, at the start 
of the journey, it may be that the people transition to a mobile 
car, driving around a dense urban environment.  It is quite 
typical these days that users will migrate their PNT capability 
with them through nomadic devices, such as smartphones.  This 
recent evolution has seen fewer people using dedicated in-car 
navigation devices and more using their smartphones as a single 
device as they move between environments.  The navigation 

applications running of smartphones have similarly evolved to 
emulate the characteristics previously found in dedicated in-car 
navigation systems, such as the use of map-matching and some 
additional sensor integration (i.e., using the accelerometers and 
gyros).  Whilst in this phase of the journey it is possible that the 
PNT information is also being used to serve applications 
assisting the assessment of driving quality for insurance 
purposes, or for road tolling schemes.  Some of these may be 
satisfied by the same nomadic device, while others may use 
additional dedicated equipment.  All the PNT tasks will have 
differing levels of reliance on GNSS and have different 
requirements for accuracy and robustness. 

Our travelers are heading for a rail station in order to catch a 
train for the next phase of their journey.  Perhaps the next 
location based application they use would be to book and find 
a parking place adjacent to the rail station, which could be 
outdoors, in a multi-story building or even underground.  It is 
very probable that the environment is, again, challenging for 
GNSS with high multipath and partial or complete obscuration.  
The nomadic device could now migrate to a different blend of 
measurements and sensors; in this case there could certainly be 
support provided by dedicated infrastructure.  On leaving the 
car the travelers now enter a rail station, which is typically a 
large complex structure. The challenge for the travelers is to 
find their way around the station, to required services (maybe 
the ticket office, shops, and lavatories) and ultimately to the 
correct platform to catch their train.  Rail stations are very harsh 
indoor environments with little potential for GNSS coverage 
and difficult signal propagation characteristics for dedicated or 
ad hoc radio positioning.  But, the goal would be to use the same 
nomadic device to meet the changing PNT requirements.  And 
finally, once on the train, the passengers may wish to firstly find 
their pre-booked seats and then later check on the progress of 
their journey.  The environment and dynamics have once again 
changed radically.  This time the immediate surrounding 
environment (the rail carriage) is moving with the passengers, 
and so conventional ‘indoor’ approaches are not relevant.  A 
PNT application that is being considered by many rail 
companies is the concept of ticket-less travel.  If it is known that 
a passenger was on a certain train, in a certain class, on a certain 
journey, then why is it necessary to issue a ticket for that 
journey?   

The final stages of the journey may or may not replicate the 
initial stages. Perhaps the travelers took a taxi to their 
destination and this was booked using another location-based 
service.  Throughout the journey a further PNT application 
could be the provision of the travelers’ locations to crowd-
sourced travel information, and so benefitting other travelers in 
terms of congestion and future planning. 

III. MULTI-CONSTELLATION GNSS HYBRIDIZATION 

GNSS, of which the best known is the US Global Positioning 
System (GPS), essentially provide us with two pieces of 
information, position and time. GNSS-enabled devices now 
span almost all military and civil application domains, 
including: intelligent mobility, guidance, logistics, location 
based services, communications, commerce, precision 
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agriculture and many areas of science and engineering. 
However, of growing concern is the vulnerability of the basic 
signals from GNSS satellites to interference, leading to 
disruption or potentially complete denial of PNT capability. 
The GNSS signals are inherently very low power and this 
leaves them open to both accidental interference (for example 
due to variations in atmospheric conditions and space weather 
events) and intentional interference through jamming and 
spoofing (for defense, criminal or simply personal privacy 
protection purposes). For many application sectors it is critical 
that robust PNT services are available that are resilient to 
interference, or other denial of service attacks, from whatever 
source these may arise.  

Furthermore, multi-constellation GNSS is already a reality, 
as all new smartphones incorporate multi-constellation chips, 
and all top-of-the line geodetic/engineering/surveying receivers 
are multi-GNSS.  If we acknowledge the vulnerabilities of a 
single constellation GNSS, then the question to ask is whether 
a multi-constellation GNSS approach can provide the levels of 
accuracy and robustness required for particular PNT 
applications.  More particularly, does the hybridization of one 
(or more) GNSS to another provide sufficient redundancy, 
independence and spectral diversity to ensure continuous robust 
provision to meet service requirements?   

It is an unfortunate fact that because of the limited bands of 
radio spectrum allocated to GNSS the sources of interference, 
which affect one system are very likely to affect another.  The 
understandable desire to make different systems as 
interoperable as possible has also increased the vulnerability to 
common modes of failure across systems, due to interference 
and jamming.  However, multi-constellation GNSS does 
increase the resilience, especially with regard to intentional 
spoofing of signals, as it would be a rather complex and 
sophisticated system which could simultaneously spoof 
multiple GNSS transmissions.  

A key factor of the four operational and emergent satellite 
navigation systems is that they are completely independent in 
terms of their space and control segments.  And it would be easy 
to assume that the use of multi-constellation GNSS would 
increase the overall redundancy in the event of a single 
constellation failure. The first real test of this hypothesis came 
on the 1 April 2014, when the entire GLObal NAvigation 
Satellite System (GLONASS) constellation was disrupted as 
illegal ephemerides were simultaneously uploaded to every 
satellite. The impact of the incorrect data continued for more 
than 10 hours, and although the satellite ephemerides were 
incorrect, the pseudo-ranges continued to be broadcast 
correctly.  Blume et al. [1] reported on the impact on a number 
of different multi-constellation GNSS receivers, and evaluated 
the effects on the receivers’ tracking and positioning 
performance. They observed that “for some receiver types the 
on-board receiver autonomous integrity monitoring (RAIM) 
failed to ignore the incorrect messages, resulting in degraded 
GLONASS and GPS tracking, and, in some cases, complete 
tracking failures and significant data loss. In addition, many of 
the receivers with clock steering enabled showed outliers in 
their receiver clock bias estimates that also coincided with the 

outage.” Their investigations also showed varied responses 
across receivers from different manufacturers.  It is evident that 
as manufacturers have striven to integrate systems as closely as 
possible within their receivers, this is potentially having a 
detrimental impact on the independence between the individual 
systems. 

In civil aviation, RAIM [2, 3, 4] is an approved method for 
lateral navigation (LNAV) for the en route, terminal and non-
precision approach phases of flight and RAIM prediction is 
required if GPS is to be used as a sole means to satisfy area 
navigation (RNAV) requirements. The main drawbacks of this 
technique are that it uses a single constellation, is restricted to a 
single frequency and has the capability of detecting just single 
faults, which therefore severely limits the performance.  
Advanced RAIM (ARAIM) is currently under development to 
provide enhanced service provision, with the goal of meeting 
the requirements of LPV 200 (Localizer Performance with 
Vertical guidance, with the decision height of 200 feet above 
ground level) approaches.  It is fundamentally based on multi-
constellation GNSS, but also incorporates the use of dual-
frequency signals and multiple fault detection.  The GLONASS 
incident of April 2014 made it perfectly evident that the 
implementation of robust ARAIM techniques will be required 
in order to provide the robustness to complete or partial system 
failure. 

IV. MULTI-SENSOR HYBRIDIZATION 

As concluded in the previous section a multi-constellation 
GNSS approach to the provision of global PNT can potentially 
address some of the limitations and deficiencies of a single 
constellation GNSS, but there are still many circumstances, due 
to common-mode failures, such as interference, jamming and 
simple line-of-sight obscuration, when GNSS alone cannot 
meet the requirements for continuous, accurate and robust PNT 
services.  It is in these situations, and especially in challenging 
environments for GNSS, when a multi-sensor approach to PNT 
can provide the required levels of robustness and resilience.  
The following sections will discuss in detail the sensors and 
measurements, and the possible levels of hybridization with 
GNSS.  But, this is no simple panacea, with just a single 
compelling solution.  There are possibilities of a complex mix 
of disparate technologies, across different environments, with 
different user dynamics and different levels of support from the 
surrounding infrastructure [5, 6, 7].  It will not be possible in 
this single, short review paper to adequately consider all 
possible dynamics, platforms and environments, and so a 
particular focus will be placed on just some of those which are 
most challenging to GNSS.  This paper addresses the dense 
urban and indoor environments and the typical users and 
platforms, which operate in these environments, such as 
pedestrians and emergency first responders.  

A. Infrastructure	
The level of infrastructure provided in a particular 

environment can have a significant influence on the availability 
of potential navigation sensors to augment GNSS availability.  
It is convenient to break the level of infrastructure provided by 
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different environments into three broad categories:  with 
dedicated infrastructure, with ad hoc infrastructure or with no 
infrastructure at all.  

There are certain environments where it is possible to provide 
dedicated facilities and equipment that would enable 
continuous positioning and navigation capabilities.  This 
already occurs in some warehousing and other industrial 
manufacturing applications where the surrounding structures 
have been equipped with radio, acoustic or optical positioning 
systems.  But, in these cases the user equipment is also 
dedicated to a particular task and this often limits the number of 
potential user terminals.  It is possible to envisage how railway 
stations, airports, hospitals and shopping malls could also be 
equipped with dedicated infrastructure to support PNT. But, in 
these situations, the challenges shift to those of standardization 
of approaches and the required equipment that would need to 
be carried by the users, which would potentially include large 
numbers of the general public.  In an ideal scenario services 
would be provided to typical smartphone platforms, and would 
operate across all such indoor environments.   

Many dense urban and indoor environments do already have 
installed radio and other capabilities which could support PNT 
in an ad hoc manner [8].  Perhaps the most obvious example 
would be the widespread availability of WiFi signals.  Clearly, 
these are installed primarily for communications purposes, but 
many services are now readily available which use these same 
signals to provide different levels of positioning capability, both 
indoors and outdoors, using just standard smartphones as the 
user terminals [9]. The lack of dedicated positioning 
architecture of the systems does, however, pose many 
challenges which must be addressed in order to provide the 
levels of accuracy and robustness that may be required. Also 
within this category of ad hoc infrastructure it is possible to 
include information about the environment such as road, street 
and building plans.  This data can often provide valuable 
constraints on the viable positions of users, on their possible 
movements and to bound the growth of errors inherent in some 
dead reckoning sensors [10]. 

In some environments it cannot be assumed that there will be 
any support provided whatsoever from the surrounding 
facilities or structures, and these environments can prove to be 
the most challenging in which to provide robust PNT.  For 
example, consider the scenario of a fire fighter entering a 
partially destroyed building, with all the buildings services 
already having failed.  In this sort of situation it is necessary to 
consider only sensors that can be carried by the users or can be 
set up in an ad hoc manner.  However, it is often possible to 
build on links between groups of users and develop networks of 
collaborative or cooperative positioning (CP).  These networks 
can share information between users, share partial 
measurements from positioning systems, or through 
measurements of the distances between users build a web of 
relative position. 

B. Platform	Dynamics	
In addition to the environment and available infrastructure, 

another important factor that will affect the hybridization 

approach is the anticipated platform dynamics, and 
fundamental to the platform dynamics is the concept of a 
reference trajectory.  Any time there are intermittent sensor 
outages (which is almost certainly the case in situations that 
require a hybrid approach), it is helpful to have some means to 
determine a nominal or reference trajectory, which can be used 
to determine short-term motion in the absence of sensor 
measurements.  From an estimation point of view, having a 
reference trajectory enables measurements to be relevant 
beyond the instant in time when they were taken.  Often, 
integration algorithms combine navigation sensor 
measurements with a reference trajectory by using the 
measurements to estimate errors in the reference trajectory.  
Then, the reference trajectory, corrected for the estimated 
errors, gives the final trajectory estimate. 

There are several types of reference trajectories that can be 
used.  The first is to simply use a mathematical model, which is 
appropriate in situations where there is knowledge about the 
type of movement that a system can make.  For example, a 
satellite in orbit can be modeled very well using orbital 
dynamics.  If the system involves a vehicle driving on the road, 
one can make reasonable assumptions about the vehicle 
dynamics on a road and encode that in a mathematical vehicle 
motion model. 

A second type of reference trajectory involves the use of dead-
reckoning sensor measurements, such as wheel odometers for 
vehicles, step sensors for people, or air data computers 
(measuring velocity through the air) for aircraft, combined with 
the direction of motion measured by, for example, 
magnetometer, compass or gyroscope.  These measurements all 
give information for how the particular system is moving, but 
do not provide any absolute positioning information.  As such, 
they are useful for generating a reference trajectory.  Note also 
that all of these sensors measure motion relative to some 
particular physical object (the ground for odometers and step 
sensors, and the air for an air data computer). 

A very common sensor used for obtaining a reference 
trajectory is an Inertial Navigation System (INS) that includes 
an Inertial Measurement Unit (IMU) (accelerometers and 
gyroscopes) and an inertial navigation algorithm.  An IMU 
measures specific force and rotation, and this information can 
provide self-contained information about the trajectory.  Inertial 
systems vary greatly in terms of dynamic range and sensor 
quality, and the platform dynamics and accuracy requirements 
will drive the type of IMU that can be used in any given 
application.  One benefit of an IMU is that it is measuring 
inertial quantities, and it does not require contact with any 
external physical quantity (in contrast with the dead-reckoning 
sensor measurements described in the previous paragraph).  

Expected platform dynamics will have a big impact on both 
the sensors used and the overall integration approach.  
Generally, highly dynamic systems (i.e., systems in which the 
dynamics are not very predictable) stress the ability to obtain a 
reference trajectory, so higher quality sensors (IMU) are 
required.  Additionally, the type of integration level will be 
determined in some part by the platform dynamics.    

When integrating an IMU with other sensors, there are 
generally three levels of integration.  Loose integration refers to 
when the navigation sensors generate a position or a velocity, 
which is used to estimate the errors in the IMU.  Next, tight 
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integration refers to navigation sensors providing a raw 
measurement (rather than a position or velocity fix), which is 
combined with several other raw measurements to estimate 
IMU errors.  Finally, ultra-tight integration refers to situations 
where the IMU data are used in the process of forming the 
navigation sensor measurements in the first place.  If we 
consider the classic GNSS/IMU case, loose integration would 
combine position solutions from a GNSS receiver with an INS-
based trajectory prediction, tight integration would combine 
pseudo-ranges and/or carrier phase measurements from a GNSS 
receiver with an INS-based trajectory, and ultra-tight 
integration would also use the INS-based trajectory to maintain 
a navigation solution which is used directly within the GNSS 
tracking loops internal to the GNSS receiver as it tracks the 
GNSS signals. 

C. PNT	Sensors	and	Techniques	
To address GNSS reliability, there are two basic solutions: 

monitoring the received signal and using other sensory data. 
RAIM technology has been developed to check the consistency 
of the position solution based on pseudo-ranges [2]. Besides 
checking all the possible solutions, advanced RAIM 
implementations may detect system failure, such as a faulty 
satellite. RAIM is, clearly, a baseline technique and should be 
part of any more sophisticated solution. In fact, its importance 
will increase with the introduction of other GNSS systems, as 
the number of signals will grow, resulting in higher redundancy 
in position computation combinations. Note that the availability 
of multiple GNSS systems will also increase the resistance to 
system failures. By design, RAIM is dependent on signal 

reception, and provides no PNT alternative. In contrast, using 
sensory data from non GNSS sources can potentially provide 
both quality monitoring as well as PNT solutions for situations 
with poor signal reception, high interference, signal jamming, 
catastrophic system failure, etc. Sensor integration has been 
used in navigation for many years [11], and the classical 
GNSS/IMU integration based on the Extended Kalman Filter 
(EKF) is one of the most widely used methods for vehicle 
navigation. Sensor integration is a broad topic and, in this paper, 
it has been reviewed solely based on the sensors and methods. 
Table I lists all the relevant, both traditional navigation and 
imaging, sensors which are currently considered for PNT 
applications.  

In Table I, X, Y, Z denote 3D Cartesian coordinates of the 
navigating platform; VX, VY, VZ denote 3D velocity 
components in X, Y, Z directions; x, y, z are image coordinates 
of the features extracted from an image; ω, ϕ, κ denote heading, 
pitch and roll; α and β denote ray direction in the imaging frame, 
a 2D subset of the 3D attitude vector of heading, pitch and roll; 
aX, aY, aZ denote 3D vector of accelerations measured by the 
accelerometers; ϑx, ϑy, ϑz denote 3D vector of angular rates 
measured by the gyroscopes; R denotes range; Z is altitude and 
N is the step count; CLOS stands for clear line of sight, CORS 
stands for continuously operating reference stations; GIS stands 
for geographic information systems; CAD is the computer-
aided design; RF is radio frequency; SLAM stands for 
simultaneous location and mapping; WLAN denotes wireless 
local area network, and QA/QC denotes quality control/quality 
assurance.   

 
TABLE I 

SENSORS USED IN INTEGRATED PNT SOLUTIONS; MAJOR COMBINATIONS FOR SENSOR INTEGRATION ARE: (LIGHT GRAY) 

CLASSICAL GNSS/IMU BASED INTEGRATION, (MEDIUM GRAY) IMAGE AND GEODATA INTEGRATION, AND (DARK GRAY) 

NAVIGATION, IMAGING AND GEODATA INTEGRATION 
 

Technique / sensor 
Navigation 
information 

Operating 
range 

Typical 
accuracy [m] 

CLOS, light
requirement

Infrastructure required Geodata used Integration objective 

      Man-made (built) Existing (natural) Type QA/QC Navigation 

 
     Active Passive Global Local 

Reference 
points 

GIS/CAD, 
SLAM 

Monitoring Multi-sensor

RF 

GPS/GNSS 
• Position coordinates 
• Velocities 

X,Y,Z 
Vx,Vy,Vz 

Long 10-2–100 CLOS Yes    
Control 
points, 
CORS 

 RAIM Yes 

Peudolites 
X,Y,Z 
Vx,Vy,Vz 

Medium 10-2–100 CLOS Yes    
Control 
points 

  Yes 

WLAN 
• Signal strength-based 
• Fingerprinting 

 
X,Y,Z 
X,Y,Z 

Short 10-1–101  Yes       NO 

UWB X,Y,Z Medium 10-1–100  Yes       Yes 

IMU 
Accelerometers aX, aY, aZ  N/A 10-2–103 * No       Yes Yes 

Gyroscopes ϑx, ϑy, ϑz N/A  No       Yes Yes 

Optical 

2D image-based (mono) , 
Medium / 
short 

 CLOS, light  Yes  Yes 
Control 
points 

Yes 
(image) 

Yes Yes 

Multi 2D image-based 
(stereo and multi-ray) 

x,y,z, 
,, 

Medium / 
short 

10-2–101 CLOS, light  Yes  Yes 
Control 
points 

Yes 
(image) 

Yes Yes 

3D image-based 
x,y,z 
,, 

Medium / 
short 

10-2–101 CLOS  Yes  Yes 
Control 
points 

Yes 
(surface) 

Yes Yes 

Others 

Digital compass /  
magnetometer  N/A  

No magnetic 
disturbance 

  Yes     Yes 

Acoustic R Short 10-1–101     Yes    Yes 

Digital barometer Z Medium 10-1–100     Yes    Yes 

Odometer /  
step sensor 

N Short      Yes    Yes 

*Time dependent 
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Radio frequency (RF) sensors are fundamental to navigation, 
and systems are usually grouped into satellite based or 
terrestrial categories. In both cases, they rely on a network of 
deployed radio transmitter systems and supporting 
infrastructure. Most systems require CLOS (Clear Line Of 
Sight) operations, and the positioning solution is provided in a 
global or local navigation frame. IMU sensors are based on 
physical measurements and, in contrast to RF sensors, require 
no infrastructure. IMU technology has recently seen remarkable 
developments at both ends of the performance spectrum. Low 
cost micro-electro-mechanical systems (MEMS) IMU 
performance is improving, and approaching or even exceeding 
the tactical grade level (gyro accuracy on the order of 1/h). 
Cold atomic interference-based super high accuracy IMU 
technology offers gyro and accelerometer bias stability in the 
60 μ/h in the near future [12]. In fact, a paradigm shift is 
happening, as the IMU is becoming the primary sensor for 
navigation, assisted by GNSS and other sensory data. 

Another natural signal source that can be used for navigation 
is the earth’s magnetic field, but not in terms of determining 
north (as has been done for centuries with magnetic 
compasses).  Rather, it is through knowledge of the variations 
of the magnetic field, which change as a function of position.  
Most people have experimented with a compass indoors and 
have found that it does not always point north, depending on 
where you are standing in a particular room.  This is due to 
variations in the magnetic field due to man-made structures, 
electrical currents, or other magnetic-field-perturbing effects.  
The concept behind magnetic field navigation is that if there is 
a map of the magnetic field variations in a particular area, then 
we can compare magnetic field measurements against a map to 
determine position information. This concept has been 
successfully demonstrated for indoor navigation [13], for 
navigation of vehicles driving on roads [14], and for aircraft 
[15, 16]. 

Magnetic field sensors can be relatively inexpensive with 
small size, weight, and power requirements for use in 
smartphones.   A common three-axis magnetic field sensor is a 
fluxgate magnetometer.  This type of sensor is sufficient for 
most ground applications, since the magnetic field variations at 
ground level can be significant.  However, for aircraft 
applications, more precise instruments, such as atomic scalar 
magnetometers, are required to detect the much smaller 
magnetic field variations present at flight altitudes. 

Perhaps the biggest challenge to magnetic field navigation is 
the need to have a map of the magnetic field variations.  For 
indoor applications, this can be obtained by walking through a 
building with a magnetometer.  For vehicles driving on the 
road, the map can be generated by a vehicle when GNSS is 
available.  Then, if GNSS is lost, the map can be used for 
positioning purposes.  For aircraft navigation, an airborne 
magnetic field survey is generally required. 

Another significant hurdle to overcome involves calibration 
of the magnetometer, particular in outdoor (road or aircraft) 
applications where the variations are not as strong as indoors.  
An important aspect of calibration is removal of the perturbing 
effects of the vehicle (or person) on which the magnetometer is 

mounted. There are a number of calibration procedures 
available, most of which entail rotating the magnetometer in an 
environment in which there are little or no magnetic field 
variations [17]. 

When compared to GNSS, performance of magnetic field 
navigation will vary significantly, depending on the variation in 
the magnetic field at any given location.  This is particularly 
true of ground vehicle navigation.  Testing of this approach with 
ground vehicles in a suburban environment demonstrated that 
very precise (approximately 1m accuracy) position fixes were 
possible, but that such fixes tended to be intermittent in terms 
of their availability [14]. 

Depending on the application, positioning using magnetic 
field variations may be a viable addition to a hybrid system, 
which will enable more robust overall navigation performance 
than a GNSS-only approach. 

The use of imaging sensors in navigation is increasing since 
they are capable of providing rather accurate range and 
orientation data at a local scale. As sensing technologies have 
advanced and became widespread, the use of imagery has 
become ubiquitous, and imaging sensors are available in a 
broad variety of spatial, temporal and spectral resolutions. In 
addition, active sensors, such as LiDAR can directly provide 
range observations, including depth images. The current trend 
is to move toward crowd-sensing [18], which is primarily 
driven by the large number of smartphones, estimated to be 
1.5+ billion as of writing this paper, and serves mainly for 
visualization and mapping purposes. The importance of this 
rapidly growing volume of imagery is that it is forming a 
continuously extending and improving object space description 
that can be used for navigation. 

V. IMAGE BASED PNT 

Image based navigation, using stars and landmarks, is as old as 
navigation itself, while modern image based navigation has a 
relatively short history. On the one hand, imaging sensor 
performance has been a key enabling technology allowing for 
information-rich data acquisition. On the other hand, 
algorithmic developments, in particular, advances in computer 
vision, have highly automated the extraction of geometrical 
information, making it feasible to efficiently integrate it into 
navigation filters [19, 20, 21, 22, 23, 24]. Broadly speaking, 
imaging sensors work in active and passive modes, based on 
whether they provide a signal to observe the object space or just 
sense some part of the spectrum. Some of the active sensors, 
such as LiDAR, can directly provide 3D data that is 
advantageous as it integrates relatively well with conventional 
navigation systems [25, 26, 28]. The terms of image and terrain 
based navigation differentiate between using 2D image or 3D 
surface data, respectively. Using the most typical optical 
imagery, the 3D object space is projected to a 2D image plane, 
and stereo or multi-ray image processing is needed to recover 
3D information. Note that 2D imagery can be used in mono 
mode too. Regardless of the image type, the primary processing 
of any imagery usually includes image feature extraction and 
matching that forms the basis for obtaining correspondence 
between image and 3D object space, and, consequently, 
deriving geometrical information for navigation. The general 
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concept is shown in Fig. 1. In Fig.1, ti-ti+3 denote consecutive 
time epochs; δV and δϑ denote 3x1 vectors of velocity and 
attitude increments, respectively; T is the 3x1 translation vector 
with components tx, ty, tz;  R is the rotation matrix, with 
components r1,1 through r3,3; s denotes the scale; C is 3x1 vector 
of Cartesian coordinates of the matched features in frames i, 
i+1…used to calculate the components of matrices R and T 

(and s, if sufficient information is available);   and  are 

3x1 vector of trajectory coordinates in frames i and i+1; f 
denotes the feature space with ni, ni+1… elements at 
epochs/frames i, i+1…, respectively; δϑ and δt are the user’s 
position and orientation change recovered from image 
matching; X, Y, Z denote Cartesian coordinates provided by 
GNSS, and Φ and P are GNSS carrier phase and pseudorange 
data, respectively.   

 

 
Fig. 1. Trajectory recovery based on 2D and 3D image sequences, and its integration into conventional EKF navigation solution.  

 
When considering a hybrid PNT system, the use of imagery 

offers an approach to obtaining additional non-GNSS 
measurements that can be very useful, depending on the 
application.  Image measurements are available indoors (given 
sufficient lighting), where GNSS signals often are not.  
Additionally, image measurements are not affected by RF 
interference, so they often can form a good alternative approach 
to GNSS aiding. 

There are three fundamental approaches to using images for 
navigation.  The first, visual odometry is where subsequent 
images (usually taken by the same camera) are used to 
determine motion that occurred between the epochs when the 
images were taken.  Classic visual odometry involves two 
images, but the concept can be extended to more than two 
images using bundle adjustment techniques [29]. Visual 
odometry approaches rely on matching features between 
images, which require some degree of overlap, i.e., the parts of 
the images that display the same scene.  With no overlap, there 
is no ability to obtain a visual odometry solution.  Because 

visual odometry approaches often use images from the same 
camera, taken at approximately the same time and from a 
similar angle (so lighting and viewpoint are similar), it is 
generally straightforward to match features between images.  
Visual odometry measurements can only determine how a 
platform/user has moved, but cannot determine the absolute 
position.  As such, visual odometry can sometimes be used as a 
reference trajectory, or to aid the reference trajectory. 

The second approach to image-aided navigation may be 
referred to as absolute positioning.  With absolute positioning, 
one must have a database of image features and their locations.  
Then, when a new image is taken, the goal is to identify features 
that are in that image which match features in the database.  
Once this is accomplished, the camera’s absolute position can 
be determined. Feature matching between the navigation 
camera and the database is usually more challenging in the 
absolute positioning approach, as compared to visual odometry, 
because the images used to generate the database were often 
taken under different lighting conditions, from different object 
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distance or direction, or with different cameras.  While feature 
matching is more difficult in absolute positioning scenarios, the 
benefit is that such an approach can provide an absolute 
position update, similar in nature to an update from a GNSS 
system. 

The third approach to image aiding is a blending between 
visual odometry and absolute positioning, and it is often 
referred to as simultaneous localization and mapping (SLAM).  
With SLAM approaches, features are identified in a sequence 
of images, and both the feature locations (“mapping”) and the 
camera pose (position and attitude—“localization”) are 
simultaneously estimated.  In the end, SLAM approaches 
enable absolute positioning if any feature (or set of features) has 
a known absolute coordinate.  Otherwise, it tends to operate 
more as a dead-reckoning visual odometry approach, similarly 
to the bundle adjustment. 

All of the above methods involve the identification of image 
features.  These features are identifiable patterns within the 
image, and a common feature used in image navigation is the 
scale invariant feature transform (SIFT) [30]. SIFT features 
identify particular keypoints in the image and associate a 128 
byte descriptor to each keypoint.  SIFT features are designed to 
be scale invariant, rotation invariant, and invariant to modest 
amounts of affine transformation.  The ability to have a 
descriptor for each keypoint enables robust feature matching, 
whereby feature matches are limited to keypoints that have 
similar descriptors.  Note that often, other geometric constrains 
are also applied to keypoint matching.  While SIFT features are 

common, there are other similar point features that can be 
generated, including Speeded Up Robust Features (SURF) [31] 
and Fast REtinA Keypoint (FREAK) features [32].  
Additionally, some algorithms may use other forms of image 
features, such as lines or color segmentation. 

One important characteristic of image measurements is that 
there is inherent scale un-observability when using a monocular 
camera.  This is due to the fact that a given pixel in an image 
describes the quantity or color of light coming from a particular 
direction relative to the camera, but it does not, generally, give 
any information about the distance to that object.  Imagine 
taking a set of images of a camera moving through a room.  
Next, imagine that this room could somehow be expanded by a 
factor of 10, so that everything in the room was exactly 10 times 
larger.  Now, imagine that the same camera is moved through 
the enlarged room along a trajectory that is 10 times larger and 
10 times faster than the original trajectory.  In this case, the 
images between the original and the expanded room would look 
exactly the same, even though the actual scenes had different 
sizes.  This demonstrates that the images themselves do not 
carry inherent scale information.  In order to determine scale, 
additional information (with scale) must be added to the system 
in some manner.  Examples include use of binocular cameras 
(with known baseline between cameras), stadiometry 
(performing object recognition of objects that have known 
scales), or identification of two features that are at known world 
coordinates (with a known baseline). 

 

 
Fig. 2. Example 180m image navigation results—SLAM approach using stereo cameras and SIFT features  
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One challenge with image measurements, as compared to 
GNSS measurements, is that image measurements are highly 
scene dependent.  An aircraft attempting to navigate over an 
industrialized area has many potential identifiable features at 
known coordinates that can be used for absolute positioning, 
but the same aircraft flying over the ocean will have no features, 
which can be used for absolute positioning.  It is possible to 
predict the performance of GNSS signals by knowing only 
which satellites are visible, but prediction of image navigation 
performance depends on knowing the nature of the exact scenes 
that will be observed, which is highly variable and difficult to 
model. 

An example of indoor image-based navigation is shown in 
Fig. 2, which shows four different tests using a stereo vision 
navigation system, using two different IMUs (an inexpensive 
commercial grade IMU and a tactical grade IMU) [21].  In this 
test, a vision navigation system was pushed along a 180m path 
around a laboratory building.  SIFT features were obtained from 
the images, and the stereo cameras were used to obtain scale.  A 
SLAM approach was used, in which no prior knowledge of the 
environment was assumed.  The system would track up to 10 
simultaneous SIFT features, simultaneously estimating the 
locations of the features and the trajectory of the vehicle.  Fig. 
2 clearly indicates that the quality of the IMU was not a 
significant factor in the quality of the results, indicating that the 
vision SLAM measurements were the driving factor in overall 

accuracy.  Overall, the system was able to maintain an accuracy 
of 2-3 m over the entire trajectory for each of the four tests.  
More details on this test can be found in [33]. 

VI. COLLABORATIVE NAVIGATION  

Collaborative or cooperative positioning (CP) or navigation 
(CN) is a localization technique that emerged from the field of 
wireless sensor networks (WSN) [34]. Typically, the nodes in a 
WSN communicate with each other using wireless 
communications technology based on standards, such as 
Zigbee, WiFi, Bluetooth, 3G/GPRS [35]. This communications 
layer enables the sharing of data between the spatially 
distributed nodes in the network. In the context of positioning, 
the data being shared can be combined to estimate the positions 
of multiple nodes within the network or neighborhood. In this 
approach, the results are not only more robust when compared 
to independent solutions computed by individual nodes but 
more significantly, they afford enhanced positioning 
capabilities in difficult environments where for example, in the 
case of GNSS, there is multipath or complete obscuration of 
satellite signals.  It has been demonstrated [36, 37, 38, 39, 40] 
that collaborative navigation not only enables navigation in 
environments where a single user cannot navigate, but also 
increases the accuracy of the navigation solution by several 
orders of magnitude.   

 

 
Fig. 3. Paradigm shift in sensor integration concept for navigation. 

 
Similar to a loosely coupled architecture, the data shared can 

be simply positions and their variances as determined by the 
onboard sensors or, in a more tightly coupled architecture, the 
measurements made by each node can be integrated directly. 
Another advantage of the CP technique is that the 
communication RF signal itself can be used to derive inter-
nodal distances across the network. For example, in the case of 

intelligent transport systems (ITS), 5.9GHz dedicated short 
range communications (DSRC) can be used to determine the 
ranges between nodes in a vehicular ad hoc network (VANET) 
[41]. These ranges can then be used to further strengthen the 
positioning solution [42, 43, 44]. Some primary characteristics 
of the most commonly used techniques for ranging based on RF 
signals are listed here.   
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 RSS (Received Signal Strength): channel attenuation, 
which increases with distance, is computed from the 
known position of the transmitter and the received power 

 TOA (Time of Arrival):  distance is computed by the 
signal’s travel time as long as the network is synchronized 

 TDOA (Time Difference of Arrival): time difference of the 
TOA; eliminates the clock bias 

 AOA (Angle of Arrival): angle between the propagation 
direction of an incident wave and some reference direction.  

Figs. 3 and 4 illustrate a paradigm shift from single to multi-
sensor, with an increasingly unconventional sensor 
configuration, to multi-platform CN. Fig. 4 depicts the concept 
of CN with the emphasis on transition between varying 
environments. In actual applications, the example networks are: 
soldiers, emergency crews, formation of robots or unmanned 
vehicles, etc., with the primary objective of achieving sustained 
level of sufficient navigation accuracy in GNSS-denied 
environments and assuring seamless transition among sensors, 
platforms and environments. 

Fig. 4. Collaborative navigation and transition between varying environments. 
The ellipses mark the sub-networks of users/nodes navigating together at a 
given epoch or period of time. The assumption is that at any given time, at least 
one of the layers in the system: ground-based, mid-air, GNSS, will have 
sufficient signals to guide the navigation of a mixed group of users, who 
supplement the solution by the inter-nodal range measurement. 

 
The key components of a collaborative system, illustrated in 

Figs. 3 and 4, are (i) any GNSS signals and other sensory 
observations collected by each individual node that may be 
insufficient to generate an individual PNT solution, (ii) inter-
nodal ranging sub-system (each user can be considered a node 
in a dynamic network), (iii) optimization algorithm for dynamic 
network configuration, (iv) time synchronization, (v) optimum 
distributed GNSS aperture size for a given number of nodes 
(here, distributed aperture refers to the fact that, collectively, 
the users form a distributed aperture antenna), (vi) 
communication sub-system, and (vii) selection of master or 
anchor nodes. Sub-networks of users navigating jointly can be 
created in an ad hoc manner, as indicated by the ellipses in Fig. 
4; notice that some nodes (users) may be parts of different sub-
networks. In a larger network, the selection of a sub-network of 
nodes is an important issue, as in case of a large number of users 
in the entire network, computational and communication loads 
may not allow for the entire network to be treated as one entity. 
Still, information exchange among the sub-networks must be 
assured. Conceptually, the sub-networks can consist of nodes 

of equal hierarchy or may contain a master (anchor) node that 
will normally have better sensors and will collect measurements 
from all client nodes to estimate the CP solution.  

As CP is typically based on the fusion of information at 
individual nodes and the inter-node ranges, the CP algorithms 
revolve around standard Bayesian estimation techniques such 
as extended and unscented Kalman filters or particle filters (see 
Tables II and III). The sensors used and their noise 
characteristics have primarily driven which algorithm is used. 
More recently, data driven filters as well as centralized and 
decentralized approaches are gaining prominence. These 
developments are an effort to address the challenges of network 
scalability and computational efficiency combined with an 
increasing demand for high performance positioning for safety 
and liability critical applications, [17, 18, 45, 46, 47, 48].  

VII. SENSOR INTEGRATION ALGORITHMS 

There are a multitude of sensor integration techniques, and 
their use in navigation is generally specific to sensors, 
environment and motion patterns. In addition, the data 
integration can be done on several levels, such as raw sensory 
data, extracted features, identified objects, etc. Table II lists 
main integration solutions for IMU-based navigation using 
GNSS, UWB/PL (ultra-wide band/pseudolite) and image 
sequence generated fixes. As already indicated, the loose 
integration combines trajectory solutions while the tight 
integration combines sensor level data to obtain a trajectory, 
including position and attitude. In Table II, X, Y, Z denote 3D 
Cartesian coordinates of the navigating platform; ΔX, ΔY, ΔZ 
denote change in X, Y, Z; Δω, Δϕ, Δκ denote change in heading, 
pitch and roll; x, y, z are image coordinates of the features 
extracted from the image sequence, s is the scale.  

 
TABLE II 

INTEGRATION TYPES FOR IMU-BASED NAVIGATION 
 Loose Tight Ultra-tight 

GNSS X, Y, Z X, Y, Z 
IMU aids GNSS 
tracking 

UWB, PL X, Y, Z X, Y, Z  

2D image-based
s(X, Y, Z), 
, ,  

x, y IMU aids matching 

3D image-based
X, Y, Z, , 
,  

x, y, z IMU aids matching 

A. Primary	Filtering	Techniques	Used	in	PNT	
The trajectory estimation in navigation is generally based on 

filtering to create a solution using a dynamic model of the 
platform’s motion in combination with sensory measurements. 
The characteristics of the motion play an important role in the 
selection of the filter, as in most cases it is based on a linearized 
model, such as the widely used EKF, which may not work well 
for high-dynamics motion in position and attitude. Table III 
lists major navigation filter solutions with their operational 
characteristics. Filters are increasingly combined with less 
conventional algorithms (e.g., knowledge-based) in real-time 
applications to increase robustness. For example, the Google 
autonomous vehicle uses conventional navigation filter for low 
level vehicle control while the overall navigation and situation 
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awareness are based on a knowledge base that is continuously 
extended as feedback from experiences becomes available. 

 
TABLE III 

TYPICAL NAVIGATION FILTERS 
Filter Characteristics 

Extended 
Kalman filter 
(EKF) 

An extension of the Kalman filter, which is used to 
optimally solve a linear Gaussian state space model. The 
EKF is used to solve nonlinear estimation problems. It is 
the most widely used method for navigation and 
positioning problems with relatively smooth trajectories, 
such as airborne platforms and ground vehicles. This 
filter is based upon the principle of linearizing the 
standard Kalman state transition matrix and the 
observation matrix with Taylor series expansions. The 
degree of accuracy of the EKF relies on the validity of 
the linear approximation and can result in poor 
performance and divergence of the filter for highly non-
linear problems. 

Unscented 
Kalman filter 
(UKF) 

The UKF is used to overcome the linearization 
approximation problems of the EKF, and is especially 
useful for handling higher order nonlinear systems. The 
UKF addresses the problem by using a stochastic 
linearization in contrast to the Taylor series expansion 
used in the EKF. It is arguable that the two main 
advantages of the UKF over the EKF are its accurate 
estimation and its easy implementation. 

Particle filter 
(PF) 

For highly nonlinear and non-Gaussian estimation 
problems, Sequential Monte Carlo Methods (Particle 
filter) can be used. The fundamental drawback of this 
approach is the fact that depending on the problem the PF 
analysis computationally expensive.  

Non Bayesian 
techniques 

Typically based on knowledge based systems using some 
learning mechanism, artificial intelligence techniques 
such as such as Neural Networks or Fuzzy Logic can be 
used to model complex platform dynamics such as in the 
case of personal navigation systems. In some applications 
these techniques have been combined with the EKF, 
UKF and PF demonstrating enhanced positioning and 
attitude estimation results.   

B. Artificial	Intelligence	–	An	Alternative	Integration	Tool	
The Artificial Intelligence (AI) discipline is primarily 

concerned with learning, knowledge, reasoning, and other 
processes of intellectual nature. The use of AI techniques in 
navigation goes back about a decade and was mainly prompted 
by emerging fields, such as autonomous vehicle navigation and 
personal navigation [49, 50]. In general, AI may provide 
solutions for motion and environment monitoring processes that 
cannot be modeled by analytically, using traditional 
deterministic and stochastic models. AI techniques can be used 
directly to create a navigation solution, but they are more 
frequently used to identify the state of the platform motion. For 
example, correlating data from various sensors attached to a 
human body to the type of motion the person is performing can 
be useful to select the matching algorithm that provides the 
optimal model for that motion type. In a way, the human body 
can be considered as an additional sensor to support navigation. 
There are two essential approaches to acquiring knowledge: 
either from the prior experiences, that is through a learning 
process, or by formulating it based on the existing knowledge, 
provided by an expert. Artificial Neural Networks (ANN) 
methodology is based on a network formation that is built on 

learning. The number of layers and the number of nodes, etc., 
are optimized during a learning process where a statistically 
representative data set is provided with labels (reference 
information). Once the network is formed and tuned, it can be 
used, for example, to classify the motion type. In contrast, 
Fuzzy Logic (FL) provides a methodology to incorporate expert 
knowledge into a system that can do reasoning based on input 
data. A clear advantage of FL is that it can easily incorporate 
new knowledge, while ANN must be retrained if anything 
changes, such as new sensor data become available or the 
navigation environment changes. The personal navigator 
described in [51] incorporates both methods to model the 
pedestrian motion type and, in addition, to provide navigation 
solution indoors, where no fixes were available to control the 
IMU error growth. The most recent implementation of this 
system integrates image sensors, including 2D and 3D imagery 
to provide navigation solution [52]. More on pedestrian 
navigation can be found in [10, 53, 54]. 

VIII. EXAMPLE - REPRISE 

So, let us now return to the opening scenario of travelers 
undertaking their journey across a variety of environments, 
through different modes of transport, and with ever changing 
PNT requirements.  This paper has reviewed a range of possible 
technologies that can potentially augment GNSS to provide 
PNT solutions at the required levels of performance in these 
environments.  Furthermore, it has been shown that it is not just 
the sensor technology that will change between environments, 
but the levels of infrastructure support, the dynamics and 
algorithms and software that are used to combine the sensor 
measurements together. This has led to the current situation of 
many different bespoke solutions, which have typically 
addressed just a single scenario, a single class of user and 
dynamics.  The challenge is now to address the seamless 
transition, between environments, sensors and algorithms that 
allow our travelers the continuous end-to-end experience of 
PNT provision.   

A typical current smartphone has many of the advanced 
positioning technologies described in the paper, and all 
enclosed in a small device.  This includes multi-constellation 
GNSS, accelerometers, gyros, magnetometers, a barometer, one 
or more high resolution cameras and, of course, a variety of 
radio positioning capability, such as the cell phone itself, WiFi, 
Bluetooth and FM radio.  And these are supported by a powerful 
microprocessor onboard the device.  However, if this does not 
provide the required computation capability then, user, through 
the communications networks, could have access to the vast 
potential of cloud-based data and processing to augment the 
resident computational capacity. As a result, our travelers are 
probably already carrying most of the technology they require 
to enable continuous, seamless, robust positioning throughout 
their journey. And so, a question that, for now, remains to be 
answered is: will the next generation of smartphones offer a 
high accuracy multi-sensor fusion platform? If that is the case, 
then the main tasks will simply be to develop the PNT apps and 
assure cyber security to the users. 
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IX. CONCLUSION 

This paper has taken a metaphorical ‘step back’ in order to 
provide a simple review of the technological advances that have 
taken place in PNT over the last two decades.  It is patently clear 
that along with the now well-known, and quite dramatic, 
developments of GNSS, through both the maturing and nascent 
systems; there has also been a similar rapid, and parallel, 
progression of development of other PNT sensors.  Advances 
in basic technology, including imaging, IMUs, magnetic and 
RF based systems, along with the quite astonishing additions of 
processing power have led to the evolution of practical and 
effective alternatives and augmentations to GNSS.  But, the 
most important conclusion of this study is not simply that there 
are now viable alternative PNT technologies.  It is only through 
the hybridization of a suite of different PNT solutions that we 
gain maximum benefit and can meet the challenging goals of 
continuous, accurate and robust service provision to the ever 
growing numbers of PNT users, which cannot be met by GNSS 
alone.  A multi-sensor hybrid approach can address many of the 
vulnerabilities of GNSS, and provides us with a platform on 
which we can build future PNT capability.  But, from a user 
point of view, this hybridization must be seamless, and 
provided through common, mass market, nomadic platforms.  
This will require system and software developers, and service 
providers, to face up to these significant challenges.  Providing 
tailored or ad hoc solutions is no longer acceptable; the future 
of robust PNT will require a fully integrated approach.  

REFERENCES  
[1] Blume, F., Berglund, H. Romero, I., D'Anastasio, E., 2015.  The Effects 

of April 1st 2014 GLONASS Outage on GNSS Receivers.  IAG 
Symposium G05, GNSS++: Emerging Technologies and Applications, 
26th IUGG General Assembly, Prague, June 2015. 

[2] Hewitson, S. and Wang, J. (2006), GNSS Receiver Autonomous Integrity 
Monitoring (RAIM) Performance Analysis, GPS Solutions, DOI: 
10.1007/s10291-005-0016-2. 

[3] Sabatini, R., Moore, T., Hill, C.J., (2013). A New Avionics-Based GNSS 
Integrity Augmentation System: Part 1 - Fundamentals.  Journal of 
Navigation, 66(3), pp 363–384, ISSN 0373-4633, DOI: 
10.1017/S0373463313000027, May 2013. 

[4] Sabatini, R., Moore, T., Hill, C.J., (2013). A New Avionics-Based GNSS 
Integrity Augmentation System: Part 2 – Integrity Flags.  Journal of 
Navigation, 66(4), pp 501 - 522, ISSN 0373-4633, 
DOI:10.1017/S0373463313000143, July 2013. 

[5] Groves, P.D. (2013) Principles of GNSS, Inertial, and Multisensor 
Integrated Navigation Systems, Second Edition. 

[6] Groves, P.D. (2014) The Complexity Problem in Future Multisensor 
Navigation and Positioning Systems: A Modular Solution Journal of 
Navigation, 67(02), 311 - 326. 10.1017/S0373463313000696. 

[7] Hide, C.D., Moore, T., Hill, C.J., (2007). A Multi-Sensor Navigation 
Filter for High Accuracy Positioning in all Environments. Journal of 
Navigation, 60(3), pp. 409-425. ISSN 0373-4633, September 2007. 

[8] Palmer, D., Moore, T., Hill C.J., Andreotti, M., Park, D.W.G., (2011). 
Radio Positioning using the Digital Audio Broadcasting (DAB) Signal.  
Journal of Navigation, 64(1), pp. 45-60. ISSN 0373-4633. 

[9] Faragher, R., Harle, R. (2013). Innovations: Getting closer to everywhere. 
Accurately Tracking Smartphones Indoors.. GPS World July/Aug 2013. 

[10] Abdulrahim, K., Hide, C.D., Moore, T., Hill, C.J., (2011). Aiding Low-
Cost Inertial Navigation with Building Heading for Pedestrian 
Navigation.  Journal of Navigation, 64(2), pp. 219-234. ISSN 0373-4633. 

[11] Grejner-Brzezinska, D.A., C. K. Toth, H. Sun, X. Wang, and C. Rizos 
(2011): A Robust Solution to High-Accuracy Geolocation: Quadruple 
Integration of GPS, IMU, Pseudolite and Terrestrial Laser Scanning, 
IEEE Transactions on Instrumentation and Measurement, Vol. 60, Num. 
11, pp. 3694–3708. 

[12] Kasevich M., 2007. Cold Atom Interferometry Navigation Sensors. 
Stanford's PNT Challenges and Opportunities Symposium. 
http://scpnt.stanford.edu/downloads/14.%20Kasevich_PNT-
Symposium.pdf (accessed 16.09.2015) 

[13] Storms, W., J. Shockley, J. and Raquet, J, (2010) “Magnetic Field 
Navigation in an Indoor Environment,” Proceedings of Ubiquitous 
Positioning Indoor Navigation and Location Based Service (UPINLBS) 
IEEE Xplore ID# 978-1-4244-7879-8, Kirkkonummi, Finland, Oct 14-15. 

[14] Shockley, J. and Raquet, J, (2014) “Navigation of Ground Vehicles Using 
Magnetic Field Variations,” Navigation, Vol. 61 No. 4, pp. 237-252.. 

[15] Wilson, J and Kline-Schoder, R. (2006) “Passive navigation using local 
magnetic field variations,” Procedings of 2006 ION National Technical 
Meeting, Jan 18-20 

[16] Canciani. A. and Raquet, J (2015), “Absolute Positioning Using the 
Earth's Magnetic Anomaly Field,” Proceedings of 2015 ION 
International Technical Meeting, Dana Point, CA, Jan 26-28. 

[17] Gebre-Egziabher, D. Elkaim, G. Powell, D. and Parkinson, B. (2006), 
“Calibration of Strapdown Magnetometers in Magnetic Field Domain”, 
Journal of Aerospace Engineering, 19(2), pp. 87-102. 

[18] Toth, Ch., Jozkow, G., 2015. Remote Sensing Platforms and Sensors: A 
Survey, ISPRS Journal of Photogrammetry and Remote Sensing, (under 
publishing) 

[19] C. Larson, J. Raquet, M.J. Veth., Developing a Framework for Image-
Based Integrity, Proceedings of ION GNSS 2009, pp. 778–789. 

[20] Toth, C. K., Grejner-Brzezinska, D.A., J. Oh, J. N. Markiel (2009): 
Terrain–based navigation: a tool to improve navigation and feature 
extraction performance of mobile mapping systems, Boletim de Ciências 
Geodésicas, v. 15, n. 5 pp. 807-823. 

[21] Veth, M. And J. Raquet, Fusing Low-Cost Image and Inertial Sensors for 
Passive Navigation, Navigation Volume 54, Issue 1, pages 11–20, Spring 
2007 

[22] Taylor, C.N. ; Brigham Young Univ., Provo, UT, USA ; Veth, M.J. ; 
Raquet, J.F. ; Miller, M.M., Comparison of Two Image and Inertial 
Sensor Fusion Techniques for Navigation in Unmapped Environments, 
IEEE Transactions on Aerospace and Electronic Systems, Volume:47 
Issue:2 

[23] Grejner-Brzezinska, D. A. C. K. Toth, Y-J. Lee and J. Oh (2008): Aerial 
navigation in GPS-denied environments using a closed-feedback error 
loop between the navigation and imaging sensors, Proceedings of ION, 
Savannah, Georgia, Sept. 16-19, ION GNSS, CD ROM. 

[24] Grejner-Brzezinska, D., Toth, C.K., Markiel, J.N., Moafipoor, S. (2009): 
Integration of Image-Based and Artificial Intelligence Algorithms: A 
Novel Approach to Personal Navigation, Geodesy for Planet Earth, IAG 
Scientific Assembly, Buenos Aires, Argentina, August 31-September 4, 
2009, CD ROM. 

[25] Toth, C, Grejner-Brzezinska, D., Wang, X., and Lee, JK.  (2011): Land 
Navigation/Geolocation Aided by Terrestrial Laser Scanning, IUGG 
General Assembly, Melbourne, Australia, June 28 – July 7, 2011. 

[26] Oh, J., Toth, C.K., Grejner-Brzezinska, D. A. (2011): A Terrain 
Referenced Navigation Based on LiDAR Breakline Matching, ION 2011 
National Technical Meeting, San Diego, CA, January 24-26, 2011, CD-
ROM, pp. 868-879. 

[27] Markiel, J.N., J. Hui, D. Grejner-Brzezinska, C. Toth. “Comparison of 
Algorithms for Navigation and Positioning via 3D Laser Ranging 
Technology”, Autonomous Weapons Conference Presentation, Ft. 
Walton Beach, FL, 25-27 October 2010. 

[28] Toth,C., Grejner-Brzezinska, D. A., Y-J. Lee (2008): Terrain-Based 
Navigation: Trajectory Recovery from LiDAR Data, Proceedings, 
IEEE/ION PLANS Meeting, May 5-8, 2008, Monterey, California, CD 
ROM. 

[29] Triggs, B., Mclauchlan, P., Hartley, R., Fitzgibbon, A., 2000. Bundle 
Adjustment – A Modern Synthesis, Lecture Notes in Computer Science; 
Vision Algorithms: Theory and Practice, Springer-Verlag, 1883, pp.298–
372. 

[30] Lowe, D. G., 2004. Distinctive Image Features from Scale-Invariant 
Keypoints, International Journal of Computer Vision, 60, 2, pp. 91-110. 

[31] Bay, Herbert; Tuytelaars, Tinne and van Gool, Luc (2006). SURF: 
Speeded up robust features. Proc. 9th European Conference on Computer 
Vision (ECCV'06) Springer Lecture Notes in Computer Science 3951: 
404-417. doi:10.1007/11744023_32. 

[32] Alahi,, A. "FREAK: Fast Retina Keypoint", IEEE Conference on 
Computer Vision and Pattern Recognition (CVPR), 2012, pp. 510-517, 
doi:10.1109/CVPR.2012.6247715 

[33] Veth, M (2006), Fusion of Image and Inertial Sensors for Navigation, 
PhD Dissertation, Air Force Institute of Technology. 



Special Issue Proceedings of IEEE on GNSS Vulnerabilities 13

[34] Patwari, N., et al. (2003): Relative location estimation in wireless sensor 
networks, IEEE Transactions on Signal Processing, Vol. 51, 2137-2148. 

[35] Kinney, P. (2003) ZigBee Technology: Wireless Control that Simply 
Works - by Patrick Kinney, Kinney Consulting LLC / Chair of IEEE 
802.15.4 Task Group. 
http://www.zigbee.org/LearnMore/WhitePapers.aspx. 

[36] Grejner-Brzezinska, D. A. C. K. Toth, L. Li, J. Park, X. Wang, H. Sun, 
I.J. Gupta, K. Huggins and Y. F. Zheng (2009):  Positioning in GPS-
challenged Environments: Dynamic Sensor Network with Distributed 
GPS Aperture and Inter-nodal Ranging Signals, Proceedings, ION GNSS, 
CD ROM.  

[37] Grejner-Brzezinska, D.A., C. K. Toth, J. Gupta, L. Lei, X. Wang (2010): 
Challenged Positions: Dynamic Sensor Network, Distributed GPS 
Aperture, and Inter-nodal Ranging Signals, GPS World, INNOVATION 
Column, September issue, pp. 35-42. 

[38] Kealy, A., Retscher, G., Hasnur-Rabiain, A., Alam, N., Toth, C., Grejner-
Brzezinska, D.A., Moore, T., Hill, C., Gikas, V., Hide, C., Danezis, C., 
Bonenberg, L. and Roberts, G. W. (2013) Collaborative Navigation Field 
Trials with Different Sensor Platforms, IEEE Positioning Navigation and 
Communication (WPNC) 

[39] Kealy, A., Retscher, G., Alam, N., Hasnur-Rabiain, A., Toth, C., Grejner-
Brzezinska, D. A., & Danezis, C. (2012, November). Collaborative 
navigation with ground vehicles and personal navigators. In Indoor 
Positioning and Indoor Navigation (IPIN), 2012 International Conference 
on (pp. 1-8). IEEE. 

[40] Efatmaneshnik, M., Kealy, A., Lim, S., & Dempster, A. G. (2012). 
Analysis of Information Fusion for Low Cost, Precise and Reliable 
Vehicular Cooperative Positioning with DSRC. In Quality, Reliability, 
Security and Robustness in Heterogeneous Networks (pp. 571-583). 
Springer Berlin Heidelberg. 

[41] Alam, N., Kealy, A., & Dempster, A. G. (2013). An INS-aided tight 
integration approach for relative positioning enhancement in VANETs. 
Intelligent Transportation Systems, IEEE Transactions on, 14(4), 1992-
1996. 

[42] Gu , Y., Lo, A., Niemegeers, I., (2009) A Survey of Indoor Positioning 
Systems for Wireless Personal. IEEE Communications Surveys & 
Tutorials, Vol. 11, No. 1, First Quarter 2009 

[43] Groves, P.D., Wang, L.,Walter, D,Martin H.,Voutsis, K., (2014) Toward 
a unified PNT, Part 1: Complexity and context: Key challenges of 
multisensor positioning GPS World, 25(10), 18 - 49. 

[44] Groves, P.D.,Wang, L.,Walter, D.,Jiang, Z. (2014) Toward a unified 
PNT, part 2: Ambiguity and environmental data: Two further key 
challenges of multisensor positioning GPS World, 25(11), 18 - 35. 

[45] Grejner-Brzezinska, D.A., C. K. Toth, J. N. Markiel (2011a): Seamless 
navigation in transitional environments, presented at the European 
Navigation Conference, London, United Kingdom, Nov. 28 – Dec. 1, 
2011. 

[46] Grejner-Brzezinska, D.A., J-K. Lee and C. K. Toth (2011b): Positioning 
and Navigation in GPS-challenged Environments: Cooperative 
Navigation Concept, presented at FIG Working Week 2011, Marrakech, 
Morocco, 18-22 May 2011. 

[47] Lee, J-K., Grejner-Brzezinska, D., Toth, C.K., (2010): Network-Based 
Collaborative Navigation for Ground-Based Users in GPS-Challenged 
Environments, ION GNSS Meeting, September 21-24, Portland, OR, pp. 
3380-3387, CD ROM. 

[48] Lee, J.K., D. A. Grejner-Brzezinska and C. Toth (2012): The Network-
based Collaborative Navigation for Land Vehicle Applications in GPS-
denied Environment, Royal Institute of Navigation Journal of Navigation, 
in press.     

[49] Grejner-Brzezinska, D.A., C. Toth and S. Moafipoor, (2008): A Step 
Ahead: Human Motion, Machine Learning Combine for Personal 
Navigation, GPS World, Vol. 19, No. 11, pp. 34-41. 

[50] Ozguner, U., Redmill, K. Toth, C.K., Grejner-Brzezinska, D.A. (2007): 
Navigating These Mean Streets, Real-time Mapping in Autonomous 
Vehicles, GPS World, Vol. 18, No. 10, pp. 32-37. 

[51] Moafipoor, S., (2009). Intelligent Personal Navigator Supported by the 
Knowledge-Based System for Estimating Dead Reckoning Navigation 
Parameters, PhD dissertation, The Ohio State University. 

[52] Jozkow, G., Toth, C.K., Koppanyi, Z., Grejner-Brzezinska, D., (2014): 
Combined Matching of 2D And 3D Kinect™ Data to Support Indoor 
Mapping and Navigation, ASPRS Annual Conference, Louisville, KY, 
March 26–28. 

[53] Harle, R., (2012). A Survey of Indoor Inertial Positioning Systems for 
Pedestrians.  IEEE Communications Surveys & Tutorials, Vol. 15, No. 3, 
pp. 1281–1293, doi: 10.1109/SURV.2012.121912.00075. 

[54] Hide, C.,D., Moore, T., Smith, M J., (2003) Adaptive Kalman Filtering 
for Low-Cost INS/GPS, The Journal of Navigation, Vol 56, No 1, ISSN 
0373-4633, pp 143 - 152, January 2003. 

 
 

Dorota A. Grejner-Brzezinska is the 
Lowber B. Strange Endowed Professor and 
Chair of the Department of Civil, 
Environmental and Geodetic Engineering, 
and Director of the Satellite Positioning 
and Inertial Navigation (SPIN) Laboratory 
at The Ohio State University. Her research 
interests cover GNSS/GNSS algorithms, 
GPS/inertial and other sensor integration 

for navigation in GNSS-challenged environments, sensors and 
algorithms for indoor and personal navigation, mobile mapping. 
She published over 300 peer reviewed journal and proceedings 
papers, numerous technical reports and five book chapters on 
GPS and navigation, and led over 25 sponsored research 
projects with the total budget of $17mln. She is a Fellow of the 
Institute of Navigation (ION), Fellow of the Royal Institute of 
Navigation (RIN), and the recipient of the 2005 ION Thomas 
Thurlow Award and the 2005 and 2015 United States 
Geospatial Information Foundation (USGIF) Academic 
Research Award. She is President of the Institute of Navigation, 
and former President of the International Association of 
Geodesy (IAG) Commission 4, Positioning and applications, 
and IAG Fellow.   
 

 
Charles K. Toth (M’88) is currently a 
Research Professor in the Department of 
Civil, Environmental and Geodetic 
Engineering, prior he was Senior Research 
Scientist at the Center for Mapping, 
spending a combined time of 26 years at 
The Ohio State University. He received a 
M.Sc. in Electrical Engineering and a Ph.D. 

in Electrical Engineering and Geo-Information Sciences from 
the Technical University of Budapest, Hungary. His research 
expertise covers broad areas of spatial information systems, 
LiDAR, high-resolution imaging, surface extraction, modeling, 
integrating and calibrating of multi-sensor systems, multi-
sensor geospatial data acquisition systems, 2D/3D signal 
processing, and mobile mapping technologies. He has 
published over 300 peer-reviewed journal and proceedings 
papers, and is the recipient of numerous awards, including the 
2009 APSRS Photogrammetric Award, several Lumley 
Research Awards from OSU, and various best papers awards. 

He has been very active in ASPRS (American Society of 
Photogrammetry and Remote Sensing). Between 2004 and 
2008, he served as Assistant Director, then Director of the 
Photogrammetric Applications Division (PAD). Since 2008, he 
has held the position of National Director of ASPRS’ Eastern 
Great Lakes Region, and was elected Vice President of ASPRS. 
In the International Society for Photogrammetry and Remote 
Sensing (ISPRS), he served as Chair and Co-Chair of various 
Working Groups from 1996 until 2012, when he became ISPRS 
Technical Commission I President for the 2012-2016 Congress 
period. 

 



Special Issue Proceedings of IEEE on GNSS Vulnerabilities 14

Terry Moore is Director of the 
Nottingham Geospatial Institute 
(NGI) at the University of 
Nottingham; where he is the 
Professor of Satellite Navigation. He 
holds a BSc degree in Civil 
Engineering and PhD degree in 
Space Geodesy, both from the 
University of Nottingham.  He has 
over 30 years of research experience 
in surveying, positioning and 

navigation technologies and is a consultant and adviser to 
European and UK government organizations and industry. 

He is a Fellow, and a Member of Council, of both the Institute 
of Navigation and of the Royal Institute of Navigation (RIN).  
In 2013 was awarded the RIN Harold Spencer-Jones Gold 
Medal and he is currently the Senior Vice-President of the RIN.  
He is also a Fellow of the Chartered Institution of Civil 
Engineering Surveyors and a Fellow of the Royal Astronomical 
Society. 
 
 

John F. Raquet (M’05) is currently a 
Professor of electrical engineering at the 
Air Force Institute of Technology, 
Wright-Patterson AFB, OH, where he is 
also the Director of the Advanced 
Navigation Technology (ANT) Center. 
He has been working in navigation-
related research for over 24 years. His 
areas of interest include global 

positioning system (GPS) precise positioning, non-GPS 
precision navigation, optically aided navigation, navigation 
using signals of opportunity, integration of MEMS-based 
inertial measurement units with other sensors, autonomous 
vehicle navigation and control, and electromagnetic 
interference and mitigation techniques affecting GPS 
performance. Dr. Raquet is a member of the Institute of 
Navigation (ION). 
 
 

Mikel M Miller is a member of the 
scientific and technical cadre of senior 
executives, serving as the Senior Scientist 
for Positioning Navigation & Time (PNT) 
for the Air Force Research Laboratory’s 
(AFRL) Sensors Directorate, Wright-
Patterson AFB, OH. He is AFRL’s 
principal scientific and technical advisor 

and primary authority for the technical direction of a broad, 
multi-disciplinary research and development portfolio 
encompassing all aspects of PNT science and technology. Dr. 
Miller graduated from North Dakota State University in 1982 
with a BSEEE and commissioned as an AF Officer from the 
USAF Reserve Officer Training Corps program where he was 
a Distinguished Graduate.   

He also earned his MSEE (1987) and PhD EE (1998) from 
the Air Force Institute of Technology (AFIT).  Mikel has over 
30 years of experience in leading, motivating, teaching, 
advising, mentoring, researching, developing, testing, 
integrating and implementing state-of-the-art navigation 
systems.  He has fostered advanced navigation technology 
through the development of concepts for new reference sensor 
technology and leadership and management of advanced 
navigation technology development programs.  Mikel is a 
Fellow of the Institute of Navigation (ION) and the Royal 
Institute of Navigation. He is an ION Past President and former 
Chairman of the Joint Service Data Exchange (JSDE), and a 
member of the IEEE and AIAA. 

 
 

Allison Kealy is an Associate Professor in 
The Department of Infrastructure 
Engineering at The University of 
Melbourne Australia. She holds an 
undergraduate degree in Land Surveying 
from The University of the West Indies, 
Trinidad, and a PhD in GPS and Geodesy 

from the University of Newcastle upon Tyne, UK. Allison’s 
research interests include sensor fusion, Kalman filtering, high 
precision satellite positioning, GNSS quality control, wireless 
sensor networks and location based services. Allison is 
currently the co-chair of FIG Working Group 5.4 entitled Multi 
Sensor Systems, vice president of the International Association 
of Geodesy (IAG) Commission 4 -  Positioning and 
Applications and the Asia-Pacific technical advisor to the US 
Institute of Navigation. 

 
 


