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FOREWORD

This Master thesis was written from September 2015 to October 2017, under the supervision

of Professor Fausto Errico at the École de technologie supérieure, Université du Québec. The

main goal was to optimize the expected value of hydro-electric power production of large-scale

water reservoir systems over a short time horizon. The problem was then formulated through an

optimization model and the above-mentioned goal was obtained by computing optimal water

release policies at each time step. This optimization problem is quite a challenging task since

the problem includes stochastic variables as random water inflow. Furthermore, this problem

is still difficult to solve as the complexity of multireservoir operation problems grows expo-

nentially based on the number of reservoirs. Considering a literature review conducted in this

study, the reinforcement learning algorithm was chosen as a suitable approach to improve the

hydro-power management problem.

In addition to issues mentioned above, several environmental challenges are required to be sat-

isfied through the operation of water reservoir systems. In this study, the main environmental

constraint is a minimum water outflow required for downstream rivers, so that all ecological

impacts could be preserved within the provided optimization model. This research was con-

ducted for a Canadian reservoir complex called ”La Romaine” inside the Quebec province,

supported by the Natural Science and Engineering Research Council of Canada (NSERC) and

Hydro-Québec.
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SHORT TERM MANAGEMENT OF HYDRO-POWER SYSTEM USING
REINFORCEMENT LEARNING

Mahdi Zarghami

RÉSUMÉ

L’objectif principal de la planification des opérations du réservoir est de déterminer les poli-

tiques d’exploitation optimales qui maximisent la valeur attendue des ressources du système

sur l’horizon de planification. Ce problème de contrôle devient plus compliqué en raison des

différentes sources d’incertitudes existantes que le planificateur de réservoir doit faire face.

Habituellement, il existe un compromis entre une valeur d’eau dans le stockage et le marché

de l’électricité. La fonction sur le côté de la valeur de l’eau est incertaine et non linéaire dans

le problème de la gestion du réservoir et elle dépend fortement du stockage du réservoir et du

stockage d’autres réservoirs. La difficilé de la tâche est alors de savoir comment résoudre ce

problème multi-réservoir à grande échelle en présence de plusieurs incertitudes.

Dans cette thèse, l’intégration d’une nouvelle approche connue sous le nom de apprentis-
sage par renforcement (Reinforcement Learning) est présentée afin de fournir une optimi-

sation précise d’un système hydroélectrique à grande échelle. RL est une branche de la méth-

ode de l’intelligence artificielle qui présente plusieurs avantages clefs dans le traitement de

problèmes trop importants pour être manipulés par des techniques de programmation dy-

namiques traditionnelles. Dans cette approche, un agent essaie d’apprendre continuellement la

décision optimale afin de maximiser la fonction de réponse en fonction de l’interaction avec

l’environnement. Cette étude présente les concepts majeurs ainsi que les aspects informatiques

de l’utilisation RL pour le problème de planification à court terme du système multi réservoir.

Le modèle d’optimisation basé sur l’apprentissage de renforcement développé a été mis en

place avec succès sur le complexe multi-réservoir d’Hydro-Québec situé à la Rivière Romaine,

au nord de la municipalité de Havre-Saint-Pierre sur la rive nord du Saint-Laurent. Ce modèle a

ensuite été utilisé pour obtenir des politiques optimales de libération d’eau pour le complexe de

réservoir mentionné précédemment. La sortie du modèle conçu a été comparée aux méthodes

d’optimisation classiques connues sous le nom de la programmation dynamique déterministe.

Les résultats montrent que le modèle RL est beaucoup plus efficace et fiable pour résoudre les

problèmes d’exploitation des réservoirs à grande échelle et peut donner une très bonne solution

approximative à ce problème complexe.

Mots-clés: Production d’énergie hydroélectrique, Apprentissage machine, Apprentissage par

renforcement
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ABSTRACT

The fundamental objective in operation of reservoir complex is to specify an optimal decision

policy so that it can maximize the expected value of reward function over the planning horizon.

This control problem becomes more challenging as a result of existing different sources of

uncertainties that reservoir planner needs to deal with. Usually, a trade-off exists between a

value of water in storage and the electricity production. The function on the side of the value

of water is uncertain and nonlinear in the reservoir management problem and it heavily depends

on storage of reservoir and storage of other reservoirs as well. The challenging task is then how

to solve this large-scale multireservoir problem under the presence of several uncertainties.

In this thesis, the integration of a novel approach known as Reinforcement Learning (RL) is

presented in order to provide an efficient optimization of a large-scale hydroelectric power

system. RL is a branch of artificial intelligence method that presents several key benefits in

treating problems that are too large to be handled by traditional dynamic programming tech-

niques. In this approach, an agent tries to learn the optimal decision continuously so as to

maximize the reward function based on interacting with the environment. This study presents

the major concepts and computational aspects of using RL for the short-term planning problem

of multireservoir system.

The developed reinforcement learning based optimization model was successfully implemented

on the Hydro-Quebec multireservoir complex located at the Rivière Romaine, north of the mu-

nicipality of Havre-Saint-Pierre on the north shore of the St. Lawrence. This model was sub-

sequently used to obtain optimal water release policies for the previously-mentioned reservoir

complex. The output of the designed model was compared to the conventional optimization

methods known as deterministic dynamic programming. The results show that the RL model is

much more efficient and reliable in solving large-scale reservoir operations problems and can

give a very good approximate solution to this complex problem.

Keywords: Hydro-electric power production, machine learning, reinforcement learning
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xmin
i,t Minimum pool elevation in m for reservoir i in time period t

xmax
i,t Maximum pool elevation in m for reservoir i in time period t

amin
i,t Minimum water release in m3 for reservoir i in time period t

amax
i,t Maximum water release in m3 for reservoir i in time period t

CLi,t Violation variable on pool elevation for reservoir i in time period t

COi,t Violation variable on minimum outflow for reservoir i in time period t

MCLi Violation penalty on pool elevation for reservoir i
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MCOi Violation penalty on minimum outflow for reservoir i

ei,t Energy production by turbine in GWH for reservoir i in time period t

V (xi,t) Water value function at the end of horizon

Ci,t(xi,t ,ωi,t ,ai,t) Cost function for reservoir i in time period t

π Policy, decision making rule



INTRODUCTION

Background

As economy grows and population expands, a great competition has raised towards the perfect

use of available water resources. This has brought more attention to the integration of accurate

tools for water basin management. One common way to accomplish this goal is to construct a

new infrastructure for increasing water supplies. Therefore, reservoirs are created and used to

pursue two primary objectives– production of hydroelectric power, and management of natural

fluctuations in water inflows. The advantages of controlling the natural fluctuations of water in-

flows are numerous, including flood control, control of water over drought period, recreational

use of water, navigation and several other uses of water resources.

Over the last century, hydroelectric power production has been one of the most economical

and efficient resources of renewable energy. In spite of their efficiency, the amount of water re-

sources accessible for hydroelectric power production relies on the limited amount of rainfall or

snowmelt. Therefore, management of all these water resources is crucial, so reservoirs as one

of the practical means to store water, needs to be operated in a way that the above-mentioned

objectives could be accomplished. As an example, by the integration of an appropriate strat-

egy in the operation of reservoir systems, a more flexible and reliable trend of hydropower

generation could be resulted.

The operation of a hydropower plant can be formulated into a mathematical concept in partic-

ular as an optimization problem. However, solving the problem is a quite challenging task for

several reasons. First, the problem contains non-linearities in the model and objectives as well

as non-convexity in the function of water head of reservoirs and water discharged by power

plants. Secondly, the solution of optimization problem strongly depends on the stochastic ran-

dom inputs such as water inflows, demands, or market prices. The last, but not the least, the
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optimal solution of the optimization problem is in the form of feedback where the water re-

lease at each power plant is a function of state variables. This makes the problem difficult to

be solved as it involves with high dimensional state-space.

In this study, we would like to solve the operation problem of a large-scale multireservoir sys-

tem over a short time horizon where the primary objective is to optimize the expected value

of hydroelectric power production over a stochastic variable (water inflow). To accomplish

this goal, the multireservoir operation problem can be formulated as a stochastic optimization

model where the optimal water release policies will be computed over all possible value of

water inflow. In the literature, many optimization techniques have been applied to solve the

multireservoir operation problem in special dynamic programming and its stochastic version,

however, these methods may not be successful in dealing with this large-scale problem as a

result of two significant limitations. First, the conditional optimization should be performed on

all possible realization of the discretized state vector, so that the computational complexity of

the problem grows exponentially with the number of state variables, known as “curse of dimen-

sionality.” Meanwhile, an explicit model or information of environment, including transition

probabilities and rewards functions, is required, known as “curse of modeling.”

Methodology

The main contribution described in this study is concentrated on providing an efficient op-

timization technique on the multireservoir operation problem. To accomplish this goal, the

following major steps are required to take:

M1) At the first step, there is a need to conduct an appropriate literature review over the com-

monly applied optimization techniques in the multireservoir operation problem. This re-

view can provide a sound information like advantages and disadvantages of optimization
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approach, thereby, determining the main research direction of this study. This step will be

carried out in the Chapter 1.

M2) According to the literature review, we will make a basic assumption over a suitable op-

timization technique that can effectively solve the multireservoir operation problem. Re-

garding this point, the basic step is then to introduce and formalize the general structure

of the optimization technique. Chapter 2 provides a complete background and explains the

detailed information of selected algorithm.

M3) Possessing a comprehensive and detailed information on selected approach, the main inter-

est is to apply the algorithm to the optimization problem of multireservoir systems. This

will also result in some major research questions to improve the performance of the basic

algorithm. Chapter 3 provides the detailed information of applying the selected approach

on the short-term operation of multireservoir systems.

M4) In the last step, the performance of designed approach will be verified considering a mul-

tireservoir case study. First, a description of the case study will be presented as well as

building the corresponding simulator. Afterward, the designed approach will be imple-

mented on the particular multireservoir system and several experiments will be carried out

to calibrate the algorithm’s input. Chapter 4 covers the presentation of all simulation results

as well as their analysis.

Objectives

As we mentioned before, DP stands out among the optimization techniques in solving the

reservoir operation problems specially the problem with a few number of reservoirs (one or

two). However, increasing the dimension of the problem, DP may not be successful in handling

the optimization problem in particular the stochastic version. In this study, our hypothesis

is that a reinforcement learning algorithm could possess better performance compared with
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DP algorithm in dealing with the stochastic optimization problem of multireservoir systems.

Towards this assumption, we will concentrate on the possible improvements that can assist the

quality of the reinforcement learning algorithm. As a result, the following research questions

are considered in this study:

Q1) Can reinforcement learning algorithm be applied in the operation of mulitreservoir systems?

Q2) What are the best algorithms’ parameters in order to deliver the best performance?

Q3) As the reinforcement learning tries to learn the environment through trial and error mecha-

nism (a simulator), what could be the best training dataset?

Q4) What is the impact of integrating different forms of the cost function in the operation of

multireservoir system within the reinforcement learning algorithm?

Q5) Can reinforcement learning algorithm be integrated with function approximation techniques

to improve its performance?

In this study, we are trying to find appropriate answers for above-mentioned questions so that

the solution provided by the designed approach could be reliable and robust enough in terms

of any uncertainties exist in our model.

Organization

In this Chapter, motivations and objectives of this thesis are presented. In Chapter 1, a review

will be provided on the optimization techniques that are commonly applied to the operation of

multireservoir systems. Chapter 2 provides the basic theory and background of reinforcement

learning in particular Q-learning approach. Afterward, the detailed information of Q-learning

approach applied to the short-term management of multireservoir systems is represented in

Chapter 3. In Chapter 4, a complete simulation analysis is provided to show the performance
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of the designed Q-learning approach. Finally, conclusions are presented in the last part of this

thesis.





CHAPTER 1

LITERATURE REVIEW

Over recent decades, computers model have been utilized in order to evaluate most feature of

hydrology, river, and reservoir systems operation. Further to this point, these models have been

incorporated with optimization methodologies with the aim of developing the management of

water basin by optimally operating the reservoirs and other water recourses. As a result, the

simulation and optimization models simultaneously have been receiving a great interest on the

side of the operational use to help water operators in solving water control problems over a

time horizon (Labadie, 2004a).

This section provides a review on approaches for the management of the reservoir systems.

The methods are divided into two classes. The first one collects traditional algorithms and

approaches based on dynamic programming. For the purpose of this review, conventional

methods are the ones that have been used in operation of water system over several years.

Within the first class, the optimization techniques themselves are also classified as:

- Deterministic dynamic programming,

- Stochastic dynamic programming,

- Stochastic dual dynamic programming,

- Sampling stochastic dynamic programming,

- Dynamic programming with function approximation.

The second class collects some state-of-the-arts on the side of artificial intelligence methods

that are applied to water system management. In this way, theories behind these algorithms are

heavily borrowed from advances in computer science in particular reinforcement learning in

order to provide solid performances. In spite of the efficiency presented by these algorithms,
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they have not been commonly used or have just been tested in active recent researches in the

field of water resource optimization. In these algorithms, the focus is mostly provided in the

concept of learning an optimal policy based on experiences obtained by interacting with an

environment. Usually, these approaches have been inspired by living organisms mechanism

with the purpose of evolving or learning as well as allowing a computer or machine to get the

features of the desired problem initially by concentrating on the statistical information of the

inputs.

Moreover, a brief description will be provided on the other commonly used techniques in opera-

tion of reservoir system where they lose their efficiency in dealing with multireservoir operation

problem. In the following, the above-mentioned categories will be presented by considering the

corresponding advantage and the disadvantage of each methodology in hydropower operation

problem.

1.1 Dynamic Programming (DP)

1.1.1 Background

The objective of operating reservoir water systems is to optimize the use of water for different

applications like water supply, hydropower generation, water quality, etc. The optimization

problem is quite a difficult task as decisions correspond to the water release policy depend on

an uncertain systems’ variable as random water inflow. Dynamic programming is one of the

commonly used optimization techniques for solving reservoir optimization problem. Dynamic

programming technique introduced by the early work of Bellman (1954), relies on the simple

idea known as the principle of optimality (Bellman equation). In DP framework with an ap-

plication of a multireservoir system, the corresponding ”cost-to-go” function and the solution

obtained as a release policy are computed as a function of the state variables for all time inter-

vals. The rule here is to find the control decision (water release) so as to maximize the current

profit and the expected award from the future operation by the use of the cost-to-go function.

Using the Bellman equation, the optimal cost-to-go function V �
t (st) can be calculated as:
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V �
t (st) = max

π
E
ωt
{rt(st ,at)+Vt+1(st+1)} (1.1)

In this approach, the original problem decomposes into several subproblems that should be

solved recursively over each time step t. Here the expectation is taken with respect to the

random variable ωt . The policy π is a function that maps the control decision at to the state

variable st . In DP applied to reservoir operation problem, the set of state variables are usually

defined as reservoir storage and hydrologic information. Meanwhile, they need to be specified

in a finite discretized set. Additionally, the set of control actions (water release) that transform

the system from current state to the next one should also be determined in a finite discretized

set (Nandalal & Bogardi, 2013).

The above discretization results in some limitations in the integration of DP algorithm to the

large-scale multireservoir optimization problem. The main drawback is the exponential growth

in computational burden with respect to the number of a discretized variable, that was also

introduced by bellman as ”curse of dimensionality”. For more clarification, assuming a mul-

tireservoir system with m discretization levels of water for n number of reservoirs could yield

in the mn number of solutions just for the combination of the state variable. In addition, solv-

ing the above optimization problem requires a prior accurate knowledge on stochastic variable

(water inflow) ωt . In multireservoir operation problems, having such information in advance

like transition probability matrix is quite challenging, known as ”curse of modeling”. In the

following sections, variant versions of DP algorithm will be introduced along to their relation

with the basic DP approach.

Dynamic programming can be solved by the use of two common approaches as value itera-

tion and policy iteration. In the value iteration approaches, the algorithm starts from the last

stage and then works backward, refining an estimate of all cost-to- go functions. The value of

the cost-to-go functions are first assigned to an arbitrary value and using the above-mentioned

equations, the values are iteratively updated until the algorithm reaches a convergence over

the corresponding value of cost-to- go functions. In policy iteration algorithm, it starts with
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a policy and iteratively improves it. In spite of value iteration algorithm, policy iteration ter-

minates in a finite number of iteration. In this algorithm, we start with an arbitrary policy π0

(an approximation to the optimal policy works best) and carries out two main steps as policy

evaluation and policy improvement. Once the policies remain unchanged in two consecutive

steps, the algorithm stops and returns the optimal value of cost-to-go functions.

1.1.2 Deterministic Dynamic Programming

One of the simplest forms of dynamic programming is the deterministic version where the

Bellman equation (equation (1.1)) is being solved by considering a fixed value for the random

variable ωt (water inflow). The study performed by George (1967) was one of the early ap-

plications of the deterministic dynamic programming in which a finite horizon optimization

model has been applied to a single reservoir system. The extensive use of DP can be the conse-

quence of several facts as the ease of handling non-linearities and non-convexity of objective or

constraint functions, inclusion of stochasticity, and the computation of feedback or closed-loop

policies of reservoir operation.

Although the deterministic dynamic programming eliminates the expectation part of bellman

equation, it still suffers from the dimensionality problem. To this end, a variety of improve-

ments has been considered to handle the curse of dimensionality in applying DP algorithm to

reservoir operation problem. Larson (1965) introduced the incremental dynamic programming

where the basic difference is in the determination of the time step over which a given control

decision is applied. In the traditional DP, the time step is a fixed value over the whole pro-

cess. However, in the new technique, the time interval is considered as the smallest amount

of time required for state variable to be changed one unit. One of the main consequences of

this approach is that for any control decision taken at a given state, the next state will be lo-

cated in a neighborhood of the given state. In another case, Differential Dynamic Programming

approach has been introduced by Jacobson & Mayne (1970) where it employs the analytical

solution instead of discretizing the state space. This approach was further developed by Mur-

ray & Yakowitz (1979) to a constrained problem.
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1.1.3 Stochastic Dynamic Programming

Stochastic dynamic programming (SDP) is one of the most common and useful versions of

DP algorithm where it considers the stochastic nature of incoming inflows in the operation of

multireservoir system as in Côté & Leconte (2016). Alike to the standard DP, a key point,

here, is the conditional optimization performed on all possible realization of the discretized

state vector, consequently, results in the importance of already mentioned drawbacks as a curse

of dimensionality and modeling. Lamond (2003) adapted SDP algorithm for solving the op-

timization problem of a single reservoir using a piecewise polynomial approximation of the

future value functions.

In SDP model, the incoming water inflows are typically described by the periodic Markovian

process. In addition, the selection of the criteria beyond the choice of inflow relies on the

system’s properties like the availability of measured information in term of the time interval for

a decision maker. Furthermore, the computational aspect should be taken into account in term

of how hydrologic information should be formulated in SDP. Huang et al. (1991b) introduced

several types of inflow representation as state variables in SDP on the Feitsui reservoir complex

in Taiwan. The author concluded that using the inflow information in the previous time period

results in a much more superior performance in comparison with the use of current time step

information.

Furthermore, the value of hydrological information within the SDP optimization model has

been studied by Tejada-Guibert et al. (1995) in the multireservoir problem where they uti-

lized several hydrological state variables in the Shasta-Trinity reservoir system in California.

Afterward, the computed policies based on SDP were compared and analyzed by the use of

simulation model. In this research, the authors studied the impact of different types of models

with some possible forms of inflow state variable. They concluded that the value of employing

an accurate inflow prediction relies on different system properties such as the magnitude of

incoming water, power demands and the intensity of the penalties on shortages. In later years,

parametric techniques to introduce the water inflow has been proposed by Turgeon (2005) and
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Saad et al. (1992) with the use of a linear auto-regression (AR) model, in which the generated

model used in solving the relative SDP optimization problem within the application of reservoir

operation. In this research, it was noted that using multi-lag autocorrelation of inflows instead

of the traditional lag-1 models, can possess many benefits. However, in order to eliminate

the increase in computational time requirement as a result of the increase in state space, the

multistage autocorrelation of inflows was presented by the conditional average of daily inflow.

Summing up, the use of SDP in optimizing the multireservoir operating system is often con-

ducted by proposing an assumption that the natural water inflows are not cross-correlated.

Considering such an assumption is resulted in obtaining a rough approximation in the term of

optimal operation policy. To overcome this issue, Yeh (1985) recommended to divide the SDP

optimization method and the water stream inflow generation, or considering an aggregation or

decomposition methods that are introduced by Turgeon (1980).

1.1.4 Stochastic Dual Dynamic Programming

Another technique has been studied with an application of reservoir optimization problem is

stochastic dual dynamic programming (SDDP) in which it uses stochastic programming tech-

nique in solving the equation (1.1). The SDDP method possesses an interesting feature by

trying to eliminate the curse of dimensionality exists in DP based techniques. In this approach,

a DP algorithm is reformulated as a two-stage decision process where the first stage associates

for the immediate cost and the second stage corresponds to the future cost. The dimensionality

problem was avoided by approximating the cost-to-go function obtained from the dual solution

of the of the second-stage problem at each time step. The reason behind this elimination is

the fact that it does not require the state space discretization, therefore, attracting much more

conservative practical strategies.

The benefit provided by the continuous state space representation is replaced by a combinato-

rial explosion of water inflow scenario along with the number of stages in multistage optimiza-

tion problem. However, this advantage may result in more intensive optimization problem if
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the inflows to the system possess a serial correlation over the time period. This is in a great

contradiction with SDP techniques, in which they are computationally affordable by grow-

ing almost linearly with respect to the number of time steps. So, SDDP becomes inadequate in

problems with complex stochastic structure and it becomes powerless in computing the optimal

closed-loop operating policies, in particular, the long-term planning problems. Furthermore,

the SDDP employs the linear programming subproblems instead of original counterparts in or-

der to find Bender’s cuts, so that it can improve a piecewise linear approximations of the future

value function. This might be risky in a term of finding the accurate solution by applying the

method to highly non-convex problems in particular hydro-power system optimization.

One of the primary work in the field of SDDP has been done by (Pereira & Pinto, 1991) in

which they tried to optimize the operation problem of the multireservoir system. In this study,

the SDDP algorithm was implemented to a system of the reservoir including 39 hydroelectric

plants in the southern-southeastern Brazilian power pool.

1.1.5 Sampling Stochastic Dynamic Programming

The sampling stochastic dynamic programming (SSDP) is a variation of SDP approach that

uses scenarios to represent the stochastic random variable ωt . The field of SSDP with an

application of hydro-power optimization problem has been always faced with an argument be-

hind the possibility of overcoming the representation of the random variables (inflow, demand,

prices). This problem even becomes much harder when the single reservoir is replaced by

multireservoir system, results in dealing with multivariate random vectors, in particular the

correlated random variables. On the other hand, representation of data trajectories or sce-

nario would become the most challenging and time-consuming part of computing the solution

of stochastic optimization problems. The goal here would then be to generate trajectories or

scenarios so that the best approximation of the distribution of the random variables could be

provided within a computationally manageable way in the optimization model Séguin et al.

(2017).
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Kelman et al. (1990) introduced SSDP technique that synthesizes the set of inflow scenarios

in a straightforward way in the DP in order to represent the different properties of streamflows

over all reservoir within a basin. In the SSDP methodology, the main point is that it does

not ask for classifying random variables or even their probability distributions in the form of

discrete states. Faber & Stedinger (2001) incorporated the SSDP with a concept of feedback

(Frequently update) on the streamflow prediction provided by the National Weather Service.

As a consequence, the SSDP has become a promising technique in hydro-power optimization

model due to its advantage of combining the SDP with the intrinsic scenario properties. After

this time, it was mentioned by Côté & Leconte (2016) that the use of SSDP algorithm is an

interesting technique to introduce the distributions and temporal cross-correlation of inflows.

Recently, different sampling-based approaches have been introduced to overcome the problem

of generating scenarios and a brief overview on some of these techniques are provided in the

following.

The conditional sampling technique is one of most popular and common method applied in the

generation of scenario samples due to its simple structural representation. In this algorithm,

an approximation of probability function by empirical component produced by random sam-

ples. As a result of computational limitation, these scenarios cannot be represented by a very

large value, therefore the empirical observations cannot be a good approximation of the orig-

inal ones. Pennanen & Koivu (2002) illustrated that modern integration quadratures represent

an interesting and elementary solution to random sampling. In that case, these quadratures are

designed to provide a good estimation of given probability features by a few quadrature points.

Furthermore, Loretan (1997) successfully implemented principal component analysis to com-

pensate the curse of dimensionality in scenario tree. Sampling from principal components

allows correlated random vectors to be obtained.

Scenario reduction is another technique used by SSDP in order to incorporate a much smaller

number of scenarios while they possess more correlation. In this approach, a subset of sce-

narios form the whole cardinality is determined, therefore, a probability information based

on this set is identified. Based on this point, all deleted scenarios have zero probability.
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Heitsch & Römisch (2003) introduced two new approaches for obtaining reduced probability

measures in an optimal manner. The advantage by the use of these techniques is the reduction

over its generality. On the other hand, no requirements are proposed on the stochastic data

processes i. e. the coloration or dependency over the structure of scenarios, the dimension of

the stochastic process, etc.

In the later years, Tarim et al. (2006) addressed the combinatorial decision problems that are

involved with uncertainty and probability by the use of scenario reduction approach. In this

research, they considered a semantics for stochastic constraint programs depend on scenario

trees. By the use of this framework, they could convert stochastic constraint models into con-

ventional (non-stochastic) constraint model that is resulted in exploiting the entire power of

current constraint solvers. Over the last year, a number of studies have been done on these line

of study as in Larsen et al. (2015). In this study, they evaluated and compared three scenario

reduction approaches used to build a multistage scenario tree in the SSDP.

1.1.6 Dynamic programming with function approximation

DP based optimization techniques are commonly adapted by continuous approximation of the

discretized ”cost-to-go” function. In these approaches, the cost-to-go function is just computed

at certain discretized state values, however, the value of the function over the other points

can be roughly estimated by using the interpolation of nearby grid points. In the literature,

a great interest has been shown in the concept of decreasing the possible computational time

requirement by the use of multivariate polynomials or piecewise polynomial functions in the

SDP. Tejada-Guibert et al. (1993) concluded that computational reduction is firstly as a result

of the accuracy of higher order functions which leads to an appropriate solution even if there is

a coarse state space discretization. Secondly, efficient gradient-based optimization algorithms

can be used to compute better approximations to the optimal solutions.

Johnson et al. (1993) employed an accurate approximation of cost-to-go function by the use

of high order spline functions in a way that a rough discretization of state variables could be
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handled. The spline function composes of some multivariate cubic polynomials where each

function is defined over a part of the state space domain. The coefficients used in spline func-

tion were specified based on the fact that all desirable grid point should be attainable by the

use of interpolated function. Another key point is that this technique has a good computational

time consumption even for a system with two or more reservoirs. In another case, Tejada-

Guibert et al. (1995) employed the above mentioned piecewise cubic functions to estimate the

cost-to-go function for the set of hydro-power plant system in Northern California.

In the study performed by Lamond (2003), a piecewise polynomial estimation of the future

value function with an application of a single reservoir operation problem has been investi-

gated. The conclusion made by the author was that the newly designed approach is much

faster than both discrete and continuous form of DP algorithm using splines on a fixed grid.

Furthermore, they recommended that the spline estimation is not well adapted when there is a

piecewise linear reward function.

1.2 Reinforcement learning (RL)

Reinforcement learning (RL) is a machine learning algorithm in which it originally inspired by

behaviorist psychology. This inspiration comes from the fact that the agent or machine tries to

automatically make suitable decisions in response to specific stimuli based on the correspond-

ing feedback as rewards or punishments. The feedback is called reinforcement signal where

the agent discovers the specific link between a specific action and a reward (or punishment)

and then select a preferred action within a specific context. The whole process is known as

reinforcement learning. The main difference between RL and other machine learning algo-

rithms is that RL is not exactly supervised learning since it does not directly depend on set

of ”supervised” (or labeled) data (the training set). In fact, it relies on being able to observe

the response of the taken actions and evaluate the term of ”reward”. However, it is also not

an unsupervised learning either, because we know in advance when we model our ”learner”

which is the expected reward.
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In the field of operation research and control theory, RL is also known as approximate dynamic

programming or neuro-dynamic programming that was introduced by the early work of Bert-

sekas & Tsitsiklis (1995). Though in most studies, the problem has been considered with the

existence of optimal solutions and their characterization. In all these research areas, RL intro-

duces a framework for computational learning in which the agent learns how to behave within

a trial-and-error mechanism in an environment so that it can maximize its rewards over time

(Kaelbling et al., 1996). In the most challenging and interesting cases, actions may not only

affect on the immediate award from the environment, but it can affect the later situation and,

through that all future rewards (Sutton & Barto, 1998).

So far, RL has been applied in various disciplines namely: machine learning, psychology, op-

erations research, control theory. Being quite a successful tool in solving different problems

with different applications, it became more popular due to its simple algorithmic and math-

ematical foundations. RL shares some common with DP based algorithms, in particular, the

use of Bellman equation to obtain the sequence of an optimal decision to optimize the reward

function. However, it is able to avoid the limitations offered by DP algorithm in dealing with

large-scale problems. To this end, RL provides the following two key benefits in tackling

large-scale problems:

1) Curse of dimensionality: RL uses forward recursion instead of backward recursion used by

DP and SDP to solve the Bellman equation. This will avoid the demand for solving the

problem in all possible realization of system’s state variable, therefore, the computational

time required for solving the problem is being reduced as a result of less number of stages.

Furthermore, there could be a possibility in the use of function approximation methods in

order to decrease more the curse of dimensionality.

2) Curse of modeling: RL does not require to know either the exact transition functions or the

transition probability matrix of the system. This will result in the capability of solving the

MDP without knowing the exact model of the system.



18

In RL, the environment is commonly explained with a concept of MDP, as this context is also

utilized by DP’s. One of the specific distinction between the conventional techniques and RL

algorithms is that there is no need to have prior information about the MDP and usually they

target large MDPs where exact approaches become infeasible. Meanwhile, RL never requires

input/output pairs, nor explicit sub-optimal actions. However, there is a special attention to

its online performance that is summarized in obtaining a balance between exploration and

exploitation. The concept of exploitation vs. exploration in RL has attracted much attention

through the problems classified as finite MDPs in particular multi-armed bandit problems.

Recently, RL approaches have received a popularity in the application of water reservoir sys-

tems. Castelletti (2002) presented a new methodology known as ”Q-learning planning” or

”QLP”, and employed the newly designed algorithm to the water resource operation problem.

The approach combined a Q-learning strategy with conventional SDP techniques to generate a

hybrid system for reservoir planning problem. Lee & Labadie (2007) proposed a solution for

multireservoir operation problem based on the Q-learning approach. In this study, they studied

the impact of operating rules with/without conditioning on predicted hydrologic state variable.

For the unconditional case, optimized operation policies obtained with different discount fac-

tors show similar patterns. The discount factor is the basic parameters in RL algorithm where

the estimate of future value can possess less value. For the conditional cases, two approaches as

K-means clustering and percentile value approaches are compared for determining hydrologic

states of the model. Although both approaches were integrated within the Q-learning algo-

rithm, K-means clustering approach shows a better performance compared with the other one.

Furthermore, an interpolation method was adapted to approximate the optimal value of future

reward on the Q-learning algorithm. It was figure out that nearest neighbor methods possess

more appropriate and stable convergence of the algorithm. The performance of the Q-learning

algorithm was compared with SDP, or SSDP approaches in these studies.

Castelletti et al. (2010) employed reinforcement learning in particular fitted Q-learning ap-

proach in determining the daily water release policy in a multireservoir system over an annual

time period. In this study, they combined the concept of continuous estimation of the value
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functions by learning from experience in order to find the optimal daily water release where

there is cyclo-stationary behavior in the operating policies (yearly operation). Furthermore, the

continuous approximation technique used in Q-learning approach based on tree-based regres-

sion algorithm. One of the promising property offered by tree-based regression approach is

the possibility of reducing the curse of dimensionality by applying a very rough discretization

scale. The introduced fitted Q-iteration algorithm finds a stationary policy, e.g., just one oper-

ating rule where it can be represented in a general form of ut = m(xt) on the side of operating

rule for a stationary system. While the main system is not stationary but periodic over a time

period (year). A simple approach has been considered by an extension of basic framework

to the non-stationary version, by including the time as a part of the state vector. Finally, the

learning experience, in the form of a dataset generated from historical observations, provides

the opportunity to overcome the curse of modeling.

In the recent application of reservoir optimization problem, RL techniques have integrated

with another newly proposed approach with an attempt to generate a more efficient solution.

Mariano-Romero et al. (2007) improved hydrologic optimization problem by the use of multi-

objective distributed Q-learning, in which it basically takes an advantage of multi-agent ap-

proach in Q-learning. Abolpour et al. (2007) coupled RL with the fuzzy logic principle in or-

der to improve river basin allocation problem. In another work, Tizhoosh & Ventresca (2008)

expanded optimal mid-term policies for a hydropower plant by applying Q-learning, therefore,

moved on combining Q-learning with opposition-based learning in the management of single

reservoir system with monthly time step over a year.

So far, various applications of RL techniques to either a single reservoir or multireservoir oper-

ation problems have been studied with a purpose of hydro-power optimization problem where

the operating rules are also verified and tested over whole possible scenarios to reveal their

efficiency and reliability. This indicates that the agent has the adequate level of ability to es-

timate the value of its actions from simulated experience, thereby improving an optimal or

near-optimal control policy. In the literature, no studies were found that apply the RL approach

to improve short-term planning of hydro-power generation problem of a multireservoir systems
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as well as dealing with cross-correlated objectives and constraints. strategy then heavily de-

pends on the learning from the observed experience due to the neural structure of the brain that

is used here. Recent studies in the field water basin management have shown the superiority of

ANN approach is applied to the

1.2.1 Artificial Neural Networks

An artificial neural network (ANN) is a network which possesses a similar functionality com-

pared with the central nervous system and usually used to estimate or approximate functions

based on a large number of known/unknown inputs. The introduced strategy heavily depends

on the learning process from observed experience due to the neural structure of brain that is

used here. Recently, ANN and its new designed version called deep ANN has been provided

a great superiority within the other classes of approximators in several domains including the

water basin management problem as in Bhattacharya et al. (2003).

ANN has been adapted within SDP framework to approximate the ”cost-to-go” function with

fewer sampling points as in Fayaed et al. (2013). Saad et al. (1996) executed ANN to the

long-term stochastic operation planning problem of the multireservoir system of Quebec’s La

Grande River. The ANN was trained to disaggregate the stored level of water on each reservoir

to an aggregated levels where the training dataset is determined by solving the deterministic

optimization problem with a large number of equally likely flow sequences. They concluded

that the use of ANN is much more efficient than the principal components approach. In another

study, Kim et al. (2009) employed ANN for prediction of inflow to a reservoir in an hourly time

step by employing the current value of weather prediction information, historical rainfall data.

ANN has also received a considerable reputation in the particular area of water quality oper-

ation. Wen & Lee (1998) utilized ANN in multi-objective optimization in order to optimize

the operation of water quality towards a water resource management. Chaves & Kojiri (2007)

combined neural network with fuzzy SDP algorithm and genetic dynamic programming with
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a purpose of water quality. In another work, ANN methodology was also employed to the

modeling of water quality as in (Suen & Eheart, 2003).

Recently, Labadie presented an overview of a various application of neural networks applied

to the optimization of reservoir operation system in his researches e.g. Labadie (2004b).

Rani & Moreira (2010) also provided an overview on the use of neural networks and genetic

algorithms with an application of hydro-power optimization problem. Further to these studies,

some specific efforts were also made in the literature over the use of ANN with an application

of reservoir operation and hydraulic network system problem (Chaves & Kojiri, 2007).

1.3 Other Optimization Techniques

In the recent years, a great verity of mathematical models has been executed in the optimization

of hydropower reservoir systems from both operation and management aspects. In this way, the

idea beyond the choice of mathematical modeling broadly relies on the characteristics of each

application. In the following, we will shortly review and explain several optimization methods

that are commonly utilized to solve the reservoir system optimization problem, with a further

concentration on the approaches, applied in multireservoir systems. Towards this fact, Labadie

(1998) represented a comprehensive review of the optimization approaches used in reservoir

operation and management.

1.3.1 Linear Programming

One of the early optimization approaches applied to the reservoir operation problem is lin-

ear programming (LP). In this case, employing LP requires all the constraints and objective

function whether to be linear or linearized by applying one of the available linearization tech-

niques, such as Taylor series expansion or piecewise linearization. One of the main priority

over the LP can be pointed out in its convergence to the global optimal solution. Moreover, in

multireservoir optimization problems where the number of constraints and variables are get-

ting large, decomposition methods such as Dantzig-Wolf or Bender decomposition technique
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can be considered as an alternative solution to speed up the process Yeh (1985). In addition,

problem formulation within the structure of LP is quite easy and could be readily solved by

employing commercially available LP solvers Heydari et al. (2015).

Turgeon (1987) exploited mixed integer LP formulation in a monthly time step for site selection

problem of hydro-power plants. In addition, LP technique also applied by Hiew et al. (1989)

to a set of reservoir complex contains eight sites in northern Colorado. In another study, an

optimization based on short-term LP model has been presented by Shawwash et al. (2000)

where the model has been developed to compute the optimal short-term management policies

that satisfy the hourly demand and maximize the outcome for BC hydro water resources. Using

the improved model as a short-term management of hydro-power plant has resulted in 0.25-

1.0% improvement in total electricity production as well as the value of extra water storage.

The key point in using LP in reservoir optimization model is the possibility of having sensitivity

analysis that can be derived with the use of simplex dual variables. This information can be

used in planning schedule and in real time operation of the system Martin (Piekutowski et al.,

1994).

1.3.2 Multiobjective Optimization

In the multi-objective optimization problems applied to the reservoir optimization model, two

approaches were introduced by Labadie (1998). The first approach is to consider one objec-

tive in the objective function and treating others as constraints while in the second topology,

different weights were considered to each goal. In 1984, Can & Houck (1984) provided an

optimization model in a four reservoir system with the use of preemptive goal programming

(PGP) technique. In this comprehensive study, it was concluded that PGP makes the policy

constraints to be more flexible and it proposed a great superiority on the large-scale prob-

lem in comparison with other LP optimal operating model. The principle idea of PGP is to

assign an expectation level for each goal and then prioritize them. Therefore, the goal will

be accomplished sequentially. A remarkable advantage of PGP is that there is no need to

any penalty-benefit function, however, since the goal programming depends on obtaining a
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predetermined target value, the global optimal value of the objective may not be discovered

Loganathan & Bhattacharya (1990).

1.3.3 Nonlinear Programming

In spite of the popularity attracted in the use of LP towards the optimization of a reservoir

system, non-linear programming (NPL) has been obtained less attention. The main fact be-

hind this trend is the result of possessing slow optimization process, consequently, can provide

a non-optimal or an inferior solution. However, in a case of non-linear or non-linearizable

problems in which the non-linearity may come from either non-linear objective function or

constraint, NLP is the only candidate to solve hydropower generation problem. It was men-

tioned by Labadie (1998) that most reliable and robust NLP techniques used to solve reservoir

optimization models are Sequential Linear Programming, Sequential Quadratic Programming,

and the Generalized Reduced Gradient Method.

Over the last decades, some studies have been done on hydropower reservoir operations with

an application of NLP. In Barros et al. (2003), NLP formulation was applied to a large set

of a multireservoir system in Brazil. In this case, the multi- objective optimization model was

handled by considering LP with Taylor series expansion. A point conducted by this study is that

the NLP can be considered as the most accurate and reliable solution for real-time operation

than the LP model.

1.3.4 Genetic Algorithm

The genetic algorithm (GA) is one of the commonly used and powerful evolutionary algorithm

applied based on the principle of Darwinian natural selection and survival of the fittest. GA

performs optimization within a process in which it uses ”the mechanics of natural selection

and natural genetics” Goldberg (1989). In this method, the binary or decimal numbers are

represented as a point or individual candidate solutions in the search space, known as strings

or chromosomes. Then, these individuals go through some genetic operations e.g. selection,
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crossover, and mutation operations. Each chromosome is then evaluated and weighted with a

fitness function. Based on their ranking, individuals (parents) are chosen for the creation of the

next generation by performing three fundamental operations, viz., reproduction, crossover, and

mutation. The result is then a new population (offspring) with basically better fitness value.

The process continues till the system converges to the desired accuracy after specified numbers

of generations (Chandrasekaran et al., 2010). However, there is no guarantee in finding the

global optimal solution since the convexity of the objective function cannot be proven.

One of the earliest work successfully accomplished by applying the GA to a four-reservoir

system has been done by Wardlaw & Sharif (1999). They concluded that GA presents robust

and accurate optimal solutions and could be successfully applied to the real-time operation

of hydropower planning problem by considering stochastically generated inflows. In the lat-

ter study, Huang et al. (1991a) combined GA with SDP in order to handle the dimensionality

of long-term planning problem in multireservoir operation system in northern Taiwan. They

concluded that even though having GA-based SDP may provide more time consumption as it

proceeds from generation to other generation, the model could overcome the curse of dimen-

sionality in searching solutions. Recently, Reis et al. (2005) and Hınçal et al. (2011) introduced

a hybrid genetic algorithm and linear programming approach for reservoir optimization prob-

lem. In these works, they handled the randomness behavior of future inflows by using a three

stage tree-based generated inflows. They evaluated their approach on a set of four hydrother-

mal reservoir system and the comparison made on the SDDP model. It was concluded that the

newly above-mentioned approach offers some computational benefits despite its computation-

ally expensive behavior.

1.3.5 Fuzzy Programming

Over the last decade, a great interest has been shown in the field of fuzzy set theory and fuzzy

logic with certain attention on the hyrdo-power optimization problem as in Deka & Chan-

dramouli (2009). Mousavi et al. (2005) used a deterministic dynamic programing to compute

the optimal set of water inflows, and reservoir release as long as applying the fuzzy rule–based
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model to establish the general operating policies in the second stage. Fuzzy theory is generally

introduced based on the imprecision and vagueness in which the variables are numerically can

be described by a membership number between 0 and 1.0.

Russell & Campbell (1996) employed the fuzzy logic theory in computing the operating rules

for a hydro-power plant where the inflows and energy price could be uncertain. In later works,

a fuzzy SDP technique with fuzzy objectives was presented as well as fuzzy cross coloration

between current and future water release decisions. Furthermore, Mousavi et al. (2004) de-

veloped another method called fuzzy-state SDP on the real-time operation of hyrdo-power

optimization problem by considering the uncertainties over the hydrologic parameters and the

imprecision as a result of variable discretization. To this end, the transition probability matrix

can be estimated by the definition of fuzzy Markov chains.

1.4 Hydrological simulation model

Keeping aside the optimization model on the operation of multireservoir complex, there is

a need to create a simulation model to evaluate the system dynamics on each time step. In

this way, the model used as a transition function of a hydropower plant is a principle part of

their operations. This is then much more valuable since the model of the reservoir is highly

nonlinear and in some cases, it requires to model some natural elements in the environment.

As an example, it highly depends on hydrology and hydromechanics as for the description of

the water movement as well as its distribution. Due to this fact, the design of simulator for

hydropower plant presents a major challenge. Considering the above mentioned difficulties,

some developments have been provided in hydrologic simulation softwares.

Recently, several hydrological softwares has been designed in oder to simulate and compute

the physical characteristics of hydropower system. This softwares can then be incorporated

with some optimization package in order to obtain an optimal operation of the desired system

of a reservoir. Riverware is one of popular hydrological software that is commonly used in

reservoir operation system.
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Generally speaking, the simulation models of reservoir complex can be considered as a prac-

tical tool for identifying and evaluating the effect of various alternative system operations.

However, these models are unlikely to be helpful unless they possess the flexibility of simulat-

ing the original system. Considering all these possibilities, any further assumptions provided

for each of these sources of uncertainty can result in an extensive impact on the planning and

operation of the system. These points have served to stimulate the improvement of hydrologi-

cal models, models that take into account the possibility of providing any natural elements and

evaluate their impact on the design and operation on the system.

1.5 Conclusions

The literature review carried out shows that this area of research is still very active and that

different optimization approaches and modeling techniques are being tried for dealing with

the reservoir systems optimization problem. The review shows that employing an explicit

stochastic optimization approach would be the most advantageous since it provides the best

representation of this complex problem. The main obstacle that needs to be addressed and

resolved, however, is the high dimensionality of the problem.

From this literature review, it can be concluded that DP algorithms remain a very powerful

technique for handling the nonlinear, stochastic reservoir optimization problem even if they

possesses some difficulties in dealing with large-scale problems. Among the numerous efforts

attempted to alleviate the curse of dimensionality, which is aggravating the large-scale SDP

method, function approximation techniques and/or sampling techniques resulted in some suc-

cessful applications in the multireservoir hydropower generation operations planning problem.

However, the newly addressed theory known as reinforcement learning provides a great flex-

ibility in dealing with large-scale Markovian decision problems. To this end, the following

Chapter presents the main concepts and computational aspects of RL techniques.



CHAPTER 2

THE Q-LEARNING (QL) APPROACH

2.1 Introduction

Q-learning (QL) algorithm is a version of model-free reinforcement learning. It can also be

considered as a variant form of DP that is less computationally expensive. The main feature

of this approach is the ability to learn how to behave optimally in an uncertain environment.

Using the learning mechanism, an agent (decision maker) is able to compute an optimal action-

selection policy. A policy, here, is a function that maps the current state of the agent to the

specific action (decision). Once the learning process is completed, the agent has an estimation

of action-value function, also known as Q-factor that is the value of taking a specific action by

being in a particular state. Considering these estimated values, the optimal policy can then be

created by simply selecting the action with the best value in each state.

The QL algorithm can be viewed in two main steps. First, the training process of QL algorithm

needs to be done where the purpose is to compute the Q-factors, thereby, obtaining the optimal

policies. Once such functions and policies are constructed, they will be used to solve the main

problem which can be addressed as the verification of trained Q-factors. This part is performed

in the second step of implementing the QL approach. This Chapter just covers the training step

of QL approach by studying the corresponding principles and theories.

2.2 QL basic concept

The basic components of QL algorithm can be summarized by an agent (decision maker) and

an environment and a communication signal between them. The interaction between the agent

and the corresponding environment can be described within the framework of Markov Decision

Processes (MDP). The agent and the environment communicate by a sequence of decisions that

are taken on each time steps over a time horizon T . At each time step t, the decision maker

receives some information about the current state of a system st ∈ S where S is the discretized
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set of state. Given the information of st , it chooses an action at from the discretized set of

possible action A. By applying the action, the agent will receive a feedback from environment

as an indication of a reward rt(st ,at) for corresponding pair of the state and the action. In

addition, the new state of the system shown by st+1, will be revealed. Within this process, the

agent will try to take sequence of actions so as to maximize its accumulated rewards over the

whole time horizon. Figure 2.1 shows the interaction of agent and environment through the QL

algorithm.

Figure 2.1 Agent-Environment interaction in RL

2.3 QL algorithm: lookup table version

QL algorithm is one of breakthroughs in the area of reinforcement learning. The name of Q-

learning was initially chosen because of the variable Q(s,a) which is the estimation value of

being in particular state s and taking an action a. The lookup table representation could be

considered as the simplest form of QL approach where the Q-factors are stored in a so-called

Q-table and the agent will update Q-factors iteratively once it has a new observation of Q-
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factors. QL algorithm can also be viewed as sample-based Q-value iteration. Algorithm 2.1

shows a procedural list of the QL algorithm.

Algorithm 2.1 Q-learning algorithm I

Q-learning algorithm I
1: (Initialization):

A) Initialize the state variable s0 and Q-factors Q0
t (s,a) for all states s ∈ S and

feasible decisions a, t = {1, · · · ,T}
B) Set n = 1

2: Choose a sample path
(
ωn

t
)T

t=1
3: for t=1:T do
4: Determine the action using ε−greedy (Section 2.5)

5: Sample ωn
t = ωt(ωn) and compute the next state sn

t+1 = ft(sn
t ,a

n
t ,ωn

t )
6: Compute the new estimation of Q-factors (Section 2.7)

7: Update the new estimation of Q-factors (Section 2.7)

8: end for
9: if n≤ N then

10: Increment n and go to step 2

11: else
12: Return the Q-factors (Qt)

T
t=1

13: end if

This algorithm can be summarized in four main steps. At the first step, the parameters and

variables used in the algorithm are required to be initialized with the appropriate values. Also,

the state and action variable should be discretized as well. Second, the uncertainty of environ-

ment should be determined in a form of the sample data trajectory. The data generated here for

random variables are also called as training dataset with the cardinality of N. Towards the third

step, the algorithm takes and applies the action, observes a reward and therefore update the

initial value of Q-factors based on a new observation. Once the third step is done for either all

time steps and training data set, the algorithm returns the table of Q-factors where it contains

the estimated action-value functions. This table is then applied to an actual problem where the

random variables mentioned above could be replaced by simulation dataset.

In the following sections of this Chapter, we will introduce the principles of QL algorithm as

well as explaining some key features such as how to update the Q-factors or how to take an
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action during the training process. As a result, this Chapter will go through the key concepts

as Bellman principle of optimality, Monte Carlo algorithms, and the concept of rewards. At

the end, the QL approach will be extended by the use of a continuous function approximation

instead of the lookup table representation.

2.4 Monte Carlo property

As it was mentioned before, DP techniques need to have a prior knowledge on the model of the

environment, like transition probabilities and the immediate reward functions. Nonetheless,

having an access to the exact model of a system is not possible in many cases. In fact, in the

case of large-scale system, building the exact model of a system could be a tough task. One of

the efficient and simple solution is to estimate the value function and accordingly the (near)-

optimal policy directly from experience. In Monte Carlo (MC) technique, the principle is to

estimate the model of the system by using random sampling simulations. In this algorithm,

four main steps are required to be performed to complete the numerical analysis. The first step

is to define the random variables in order to extract the corresponding statistical properties.

Second, by using the determined statistical properties, we need to generate a large set of pos-

sible data trajectories for random variables. At the third step, a deterministic calculation will

be performed by the use of already generated data trajectories. Eventually, the results will be

analyzed statistically.

As it was mentioned earlier, QL algorithm tries to estimate the action-value function within

the process of experiencing. This experience can be obtained by sampling the sequences of

states, actions, and rewards by communicating with the environment. At this point, it can be

seen that QL uses the MC property to avoid performing an optimization over random variable.

Theoretically speaking, the basic principle in MC algorithm is to produce a number of samples

from the random variable like v1,v2, · · · ,vN and consequently tries to estimate the mean of the

random variable by computing a sample mean as below:

MN =
1

N

N

∑
i=1

vi. (2.1)
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where this sample mean value can be calculated recursively with respect to

MN+1 = MN +
1

N +1
(vN+1−MN ), (2.2)

where it begins with M1 = v1. As it can be seen, MC technique utilizes the mean return of a

large number of samples of random variables in order to approximate either the value function

Vπ or the action-state value function Qπ . One of the primary properties is the number of sam-

ples used by the MC algorithm, therefore, as more samples of the random variable is observed,

better convergence will occur in the estimated value of the function.

2.5 Exploration/Exploitation

One of the basic and essential features of the QL approach is that the agent does not have any

prior information about the environment. However, the agent follows a strategy of learning the

uncertain environment within the process of Exploration/Exploitation so that it can estimate

the value of Q-function, thereby, determining an optimal action. In QL approach, the agent

sometimes tries to reach the high-value immediate rewards by selecting the action with the best

value of Q-factor under the current state. This is commonly considered as Exploitation. While

the agent learns the environment through the actions it tries, it should explore new decisions

so that it can be brought in either a better or worse position in the future. This procedure is

also known as Exploration. Following these strategies, the agent has a possibility of revealing

better rewards according to the feedback obtained from the environment.

The basic challenge in QL approach is to keep a balance between exploration and exploitation.

Usually, too much exploration not only results in a less accumulated reward but it wastes the

time by exploring an improper part of the environment. On the other hand, too much exploita-

tion cannot be either a good choice as it can keep the agent in a local optimum. This issue

is known as the exploration/exploitation dilemma. There are several common approaches in

order to overcome this problem in the framework of QL algorithm. One of the most commonly

used exploration techniques is ε-greedy. The benefit of this choice is that it does not depend on
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any specific information of environment. In the ε-greedy approach, the agent acts in a greedy

way with probability of 1− ε . This can be interpreted as the case of choosing an action with

the highest measured Q-factor formulated as below:

an
t = argmax

at∈A
Qn−1

t (sn
t ,at) (2.3)

where an
t is the action taken at time period t under scenario n. The Qn−1

t (sn
t ,at) is also the value

of Q-factors have been observed so far. Afterward, a non-greedy exploratory action will also

be taken with a probability of ε which is the indication of taking a random action uniformly

without considering its value.

In ε-greedy, there are possibly two ways of choosing the value of ε . One could consider a

fixed exploration rate through the whole process of training by assigning a constant value for

ε . Assuming ε > 0, the QL approach will converge to the optimal action-value functions as

well as optimal policies with probability 1, if n → ∞. On the other hand, we can also specify

an alternative version of ε-greedy approach by considering a varying rate of exploration during

the training process. Once the agent starts exploring an environment, some states may have

visited many number of times. Obviously, these states are not prior to be explored anymore

compared to the ones have been never explored. One possible solution to tackle such a problem

is to decrease the rate of exploration with respect to the number of visit a state already has. In

this case, the following formula has been considered for the value of ε:

εn =
ε0

Nn(s)
(2.4)

Where n is the number of iteration, varying from one up to the cardinality of training dataset

(n ∈ [1,N]). Nn(s) is the number of times a state s has been visited already. According to

Powell (2011), this version of ε-greedy guarantees that all states will be visited infinitely if

n → ∞, therefore, the algorithm converges to the optimal values. The performance of ε-greedy

approach could be improved by considering Boltzmann exploration strategy where the explo-

ration process does not consider an equal value between all the actions in contrast with ε-
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greedy. In this approach, the probability of taking an action is ranked based on their estimated

values of Q-function so that the one with highest action selection probability will be selected

and all other actions are then weighted proportionally with respect to their Q-values. In this

way, the probability of taking an action a at a particular state s can be computed as below:

P(s,a) =
exp{−Q(s,a)/T n}

∑a∈A exp{−Q(s,a)/T n} (2.5)

Here, T is a temperature parameter which controls the probability distribution and Q(s,a) is the

Q-factor for corresponding pair of the state and the action. In this formulation, by an increase

of the temperature, the probability of selecting various actions becomes similar which means

that the agent acts more randomly (exploration). On the contrary, low temperature results

in a bigger difference in the probability of taking actions which are the indication of acting

according to the best actions have been tried so far. Based on this concept, the temperature T

Gradually reduces over scenarios to limit the exploration process by the use of the following

equation:

T n(s) =
Nn(s)
δQ(s)

(2.6)

where δQ(s) = max
a

|Q(s,amax(s))− Q(s,a)|. In this approach, there is a more reasonable

choice of decision that put more attention on better actions, while it provides some extent of

degree on exploration. This idea is good for the class of problems with a relatively small

number of decisions a is relatively small, while, there is a need to have a kind of pre-estimation

on the values of Q(s,a). Singh et al. (2000) shows that the QL approach is still convergent by

using the Boltzmann exploration rule.

2.6 Return function

In QL, an agent is assumed to receive rewards on each time steps and the purpose is to try to

maximize the expected value of receiving rewards from environment over the time horizon.

So, the reward function rt(st ,at) is quite important feature for the agent. The question here is

that how potential could be the impact of current decision of agent on the future reward. The
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answer to this question is fairly simplified in the term of time horizon that specify how long an

agent wants to live in a particular environment.

QL approach or generally all techniques that can be formulated in Markovian domain are clas-

sified in two groups with respect to the time horizon: finite horizon and infinite horizon. In

finite horizon, QL algorithm deals with a finite number of steps over the future instants. So

the return function is accumulated rewards over the finite time horizon. In contrast, the infinite

horizon QL could go further and consider an infinite sequence of communications between the

agent and the environment. In this study, the discounted finite horizon QL algorithm is con-

sidered, consequently, the return function is the summation of the discounted rewards that the

agent receives from the initial step up to the last instant as below:

Rt = ct+1 + γct+2 + γ2ct+3 + · · ·+ γT−1cT (2.7)

Here, T is the time horizon, Rt is the reward received after t time steps. The discount factor γ

determines the present value of future rewards where γ ∈ [0,1]. If γ = 0, the agent is said to

be myopic and only considers immediate rewards. As γ increases, the returns increase and the

agent gives more consideration to future rewards.

2.7 Learn/Update process

QL and in general most RL algorithms compute the value function of DP to obtain an opti-

mal policy. This can be considered as the basic reason why RL gets its main roots from DP

algorithm. In DP, the value function is computed by using the Bellman optimality equation as

equation (1.1). The basic point is that the expectation will be dropped from equation (1.1) as a

result of considering Monte Carlo property. This is because of the random sampling simulation

provided by MC algorithm as mentioned in the section 2.4. The Bellman equation can then be

rewritten in a deterministic from as:

V �
t (st) = max

π
{rt(st ,at)+Vt+1(st+1)} (2.8)
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In DP, the value function is associated with the state of the system. However, in QL algorithm,

the so called Q-factor (action-value function) is a function of state-action pair. Considering this

point, the bellman equation can be reformulated in term of Q-factor as:

Q�
t (st ,at) = max

π
{rt(st ,at)+ γQt+1(st+1,at+1)} (2.9)

here Qt(s,a) is the value of action-value function under the given sample scenario path (ωn
t ),

starts with the state st , takes the action at based on a specific policy π . The equation (2.9)

indicates that the value of being in a state is equal to the summation of immediate reward plus

the discounted value of being in the next state. The additional parameter γ is a discounted

factor that can also be considered for DP equation in a similar way. It can be seen that QL

algorithm is a sample-based Q-value iteration where the values are expressed by Q-factors. So,

the Q-factors can be estimated by the use of following value iteration formula:

Qt(st ,at)←{rt(st ,at)+ γ max
at+1∈A

Qt+1(st+1,at+1)} (2.10)

As mentioned above, the QL algorithm is equivalent to regular value iteration, while there is

a slightly difference on the updating process compared to the basic value iteration algorithm.

In QL approach, two steps are mainly required to update the Q-factors. The first step is to

compute the new estimation of action-value function observed over the particular scenario n

that can be calculated by using the following equation:

q̂n
t = rt(sn

t ,a
n
t )+ γ max

at+1

Qn−1
t+1 (st+1,at+1) (2.11)

Here qn is the current estimation of Q-factor evaluated over scenario n. To clarify more, the

agent can update the estimate of action-value function based on the already observed value

Qn−1(st+1,at+1) plus the immediate rewards observed from environment rt(sn
t ,a

n
t ). The second

step is then to calculate the new estimation of action- value function based on the current

estimation on scenario n and previously observed value on scenario n−1. This averaging can
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be done by the use of Robbins-Monro algorithm as follows:

Qn
t (s

n,an) = (1−αn) Qn−1
t (sn,an)+αnq̂n. (2.12)

here αn is a learning rate (step size) in which it can hold a value from zero up to one (αn ∈ [0,1]).

The update formula applied above calculates a stochastic approximation of the Qn
t (s

n,an),

which indicates that:

New Estimate ← Old estimate+Step_size.[Current estimation−Old estimate] (2.13)

Here, the new estimation of Q-factor is shown by q̂n in equation (2.12). Meanwhile, the term

[Current estimation−Old estimate] is the indication of the error in the estimation over the

current scenario. This error can be decreased by choosing a step towards the optimal value of

Q-factor. Considering the equation (2.12), the step size or learning rate is one of the essential

factor that has a major impact on the QL algorithm convergence. In practice, two issues are

usually addressed within the selection of good step size rule. The first point is summarized in

capability of the step size rule to provide a provably convergent algorithm. On the other hand,

the second one is the question of whether the step size function can produce the fastest rate of

convergence. In this study, two common choices of step size function are selected. The primary

choice of step-size is chosen by considering the Harmonic step-size which is the general form

of 1
n defined by:

αn =
a

a+n−1
(2.14)

Here a is a constant value that affects greatly in the rate of convergence in QL algorithm. This

rule is able to satisfy the conditions for convergence of QL approach. Considering α > 1

provides larger step-size compared with 1
n while the increase in a will resulted in slow rate of

convergence. An alternative form of step-size function is McClain’s Formula that is defined as

follows:

αn =
αn−1

1+αn−1 − ᾱ
(2.15)
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here, ᾱ is specific parameter. According to Powell (2011), the interesting characteristic of this

formula is the possibility of preserving the benefits from the step-size rule of 1
n for station-

ary data and constant step-size that is appropriate for non-stationary data. This formula can

be quite efficient in the case that we don’t know how many iterations is required to be in the

convergent as well as being appropriate for nonstationary environments. This rules also sat-

isfies the convergence property of QL algorithm while the choice of ᾱ will affect the rate of

convergence.

2.8 Overview of complete QL approach

Considering all above-mentioned details of QL approach, the complete procedural list of the

QL algorithm can be seen in Algorithm 2.2.

Algorithm 2.2 Q-learning algorithm II

Q-learning algorithm II (look-up table representation)
1: (Initialization):

A) Initialize the state variable s0 and Q-factors Q0
t (s,a) for all states s ∈ S and

feasible decisions a, t = {1, · · · ,T}
B) Set n = 1

2: Choose a sample path
(
ωn

t
)T

t=1
3: for t=1:T do
4: (Exploration) With probability ε choose an action an

t randomly form the set

of possible actions A. (Exploitation) With probability 1− ε choose an
t by

an
t = argmax

at∈A
Qn−1

t (sn
t ,at)

5: Sample ωn
t = ωt(ωn) and compute the next state sn

t+1 = ft(sn
t ,a

n
t ,ωn

t ).
6: Compute the new estimation of Q-factor by

q̂n
t = rt(sn

t ,a
n
t )+ γ max

at+1∈At+1

Qn−1
t+1 (s

n
t+1,at+1)

7: Update Qn
t using

Qn
t (st ,at) = (1−αn)Qn−1

t (sn,an)+αnq̂n
t .

8: end for
9: if n≤ N then

10: Increment n and go to step 2.

11: else
12: Return the Q-factors (Qn

t )
T
t=1

13: end if
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2.9 Function approximation

In QL, the value functions play an important role in selecting an action or evaluating the current

state that can be used to select an action. The most common representation of state value

functions for discrete state and action spaces is to employ a look-up table. Considering this

point, the problems with finite state space can be easily handled using a lookup table to store

the value for a pair of state and action. In spite of the simplicity, most problems exist in real-

world applications have quite large or infinite state space, including continuous variables. At

this point, the lookup table representation of QL approach will be infeasible due to the need to

store elements of lookup-table as it needs large memory and long computational time.

QL can be adapted with function approximation techniques in order to overcome above men-

tioned drawbacks. Here, the principle idea is to estimate the value of Q-factors for unseen pair

of state-action based on the already visited states. In the literature, several possible methodolo-

gies have been introduced such as: function fitting (neural networks and regression), function

interpolation (K-nearest-neighbors and Kernel methods), and state aggregation (Gosavi 2003).

Using one of these function approximation techniques, one can create the following approxi-

mated action-value function as:

Q(st ,at)≈ Ψt(st ,at) (2.16)

=
F

∑
f=1

θ f ,tφ f (st ,at)

Here, the basis function is the linear combination of state and action vector and parameter F is

the cardinality of this function. Considering a linear approximation techniques, recursive least

square approach is used as a result of non-stationary Q-factors where it would be preferred to

consider more weight on more recent observations. In this approach, the main objective is to

minimize a weighted sum of errors

min
θ f ,t

n

∑
m=1

λ n−m
t

(
q̂m

t − (θ0,t +
F

∑
f=1

θ f ,tφ m
f ,t)

)2
(2.17)
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where λ is a factor to discount older observations with the new ones. The updating equation

for θ is

θ n
t = θ n−1

t −Hn
t φ n

t ε̂n
t , (2.18)

Here, Hn is a matrix computed using

Hn
t =

1

γn
t

Bn−1
t . (2.19)

The error ε̂n is computed by

ε̂n
t = Qs,a(θ n−1

t )− q̂n
t . (2.20)

In a regression problem, it is common to consider the error as ”actual minus predicted” while

we are using ”predicted minus actual”. A possible reason is to converge the predicted model to

the actual one. Bn−1 is an |F | by |F | matrix, which is calculated recursively by

Bn
t =

1

λ n
t

(
Bn−1

t − 1

γn
t
(Bn−1

t φ n
f ,t(φ

n
f ,t)

T Bn−1
t )

)
(2.21)

and γn
t is a scalar computed by

γn
t = λ n

t +(φ n
f ,t)

T Bn−1
t φ n

f ,t . (2.22)

Here, λ works in a similar way compared to the step size, although in the opposite direction.

The λ can be computed by

λ n
t = αn−1

(1−αn

αn

)
. (2.23)

Considering λ = 1, an equal weight will be considered on all observations, while decreasing

the value of λ considers more weight on recent observations. Considering this strategy, one

could avoid to store the table of Q-factor. Obviously, less storage space is needed and a large

state space can thus be handled. Algorithm 2.3 shows a general pseudocode of QL approach

by the use of a function approximation technique.
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Algorithm 2.3 Approximated Q-learning Algorithm

Approximated Q-learning Algorithm
1: (Initialization):

A) Initialize the state variable s0 and Q-factors Q0
t (st ,at) for all states xt and

feasible decisions at , t = {1, · · · ,T}
B) Set n = 1

2: for t=1:T do
3: (Exploration) With probability ε choose an action an

t randomly form the set

of possible actions A. (Exploitation) With probability 1− ε choose an
t by

an
t = argmax

an
t ∈A

r(sn
t ,a

n
t )+ γ max

at+1∈A
Ψt+1(sn

t+1,at+1)

4: Sample ωn
t = ωt(ωn) and compute the next state sn

t+1 = ft(sn
t ,a

n
t ,ωn

t )
5: Compute the new estimation of Q-factor by

q̂n
t = rt(sn

t ,a
n
t )+ γ max

at+1∈At+1

Ψn−1
t+1 (s

n
t+1,at+1)

6: Update the function Ψt(sn
t+1,a

n
t+1) using a desired function approximation.

7: end for
8: if n≤ N then
9: Increment n and go to step 2.

10: else
11: Return the function

(
Ψt(st ,at)

)T
t=1

12: end if

2.10 Summary

In this Chapter, an overview and description of QL algorithm were presented. In the first step,

the main idea and theory behind the QL were presented. This was followed by describing the

lookup table representation of QL approach. Then, a special attention was provided in the

main features of QL algorithm as Monte Carlo property, Exploration/Exploitation mechanism,

and learn/update process. At the end, the QL approach adapted with function approximation

technique was introduced in order to reduce the dimensionality problem.



CHAPTER 3

Q-LEARNING IN OPERATION OF MULTIRESERVOIR SYSTEMS

3.1 Introduction

Once the training process of Q-factors are completed, the next step is to use the trained Q-

factors in solving the specific problem. Consequently, this Chapter is concentrated in two

main parts where the main purpose is to divide the general problem and the optimization tech-

nique. In this way, the first section presents the general mathematical formulation of operating

multireservoir systems, in particular, the short-term operation problem. As we explained in

Chapter 1, the problem could be solved by the use of numerous approaches. However, these

techniques, in particular DP based algorithms, may not be able to tackle the operation problem

of multireservoir systems due to the curse of modeling and dimensionality. With respect to

this point, our hypothesis is that QL algorithm could be the suitable candidate to deal with this

type of problem as it avoids the above-mentioned limitation. So, the second section will be

concentrated on possible ways of assisting the quality of basic QL algorithm.

3.2 Multireservoir operation problem

In this section, the main goal is to present the general short-term operation problem of mul-

tireservoir systems where all the objectives and constraints are formulated within the mathe-

matical concept. To accomplish this goal, the first step is to define the notations that are going

to be used in the multireservoir operation problem as follow:

I Set of reservoirs, where i ∈ I= {1, · · · , I}
J Set of immediate upstream reservoirs, where j ∈ J⊂ I

T Set of time step on operation of multireservoir systems, where t ∈ T= {1, · · · ,T}
si,t Water storage in m3 for reservoir i in time period t

xi,t Pool elevation in m for reservoir i in time period t
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ai,t Water release in m3 for reservoir i in time period t

atur
i,t Water release from turbine in m3 for reservoir i in time period t

spi,t Water spillage in m3 for reservoir i in time period t

ωi,t Natural water inflow in m3 for reservoir i in time period t

xmin
i,t Minimum pool elevation in m for reservoir i in time period t

xmax
i,t Maximum pool elevation in m for reservoir i in time period t

amin
i,t Minimum water release in m3 for reservoir i in time period t

amax
i,t Maximum water release in m3 for reservoir i in time period t

CLi,t Violation variable on pool elevation for reservoir i in time period t

COi,t Violation variable on minimum outflow for reservoir i in time period t

MCLi Violation penalty on pool elevation for reservoir i

MCOi Violation penalty on minimum outflow for reservoir i

ei,t Energy production by turbine in GWH for reservoir i in time period t

V (xi,t) Water value function at the end of horizon

Ci,t(xi,t ,ωi,t ,ai,t) Cost function for reservoir i in time period t

π Policy, decision making rule

Considering the above-mentioned notations, the next step is to formulate the objective function

of multireservoir operation problems. So, the general objective function required to operate I

number of reservoirs over a specific time horizon of N could be determined as:

max
π

E
{

∑
t∈T

∑
i∈I

Ci,t(xi,t ,ωi,t ,ai,t)
}

(3.1)

where Ci,t is the cost function that we would like to optimize over the uncertain water in-

flow ωi,t . The reason to compute the excepted value of the objective function comes from the

fact that the uncertainty of the incoming water inflow still varies even considering the short-

term planning problem of multireservoir system. The solution of this problem is to derive the

optimal policy, thereby, computing the optimal water release policy ai,t at time instant t for

reservoir i. In this problems, the cost function associates to the xi,t level of water in {m}, ωi,t
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natural water inflow in {m3} and the decision for the water release value denoted by ai,t . The

cost function can be written as:

Ci,t(xi,t ,ωi,t ,ai,t) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

e(xi,t ,ωi,t ,ai,t) ∀i ∈ I, t ∈ {1, · · · ,T −1}

V (xi,t) ∀i ∈ I, t = T

(3.2)

The above cost function consists of two parts. The first part is responsible to compute the

hydroelectric power production on reservoir i for all time step except the last one. The second

part is the final value of water at the end of the horizon. This function is considered to avoid

making reservoir empty at the end of time horizon. Afterward, the key step is to compute the

reservoir dynamics where they can be used by optimization technique. One common technique

in the literature is to use of the mass balance equation as follow:

si,t+1 = si,t +
(
ωi,t −ai,t + ∑

j∈J
a j,t

)
(3.3)

where si,t+1 is the storage of reservoir i at time step t + 1. Computing the water storage at

next time period allows us to calculate other systems’ parameters like pool elevation. The pool

elevation is commonly pretested as a function of water storage for each reservoir as:

xi,t = Hi(si,t) (3.4)

where, Hi is a nonlinear mapping function that computes the pool elevation based on the corre-

sponding water storage of reservoirs. A key point here is that the water release denoted by ai,t

consists of two parts. The first part is the water outflow passed by turbines and the second one

is the water outflow passed as the water spillage. Considering this point, the water spillage can

also be computed by:

spi,t = max(0,ai,t −atur
i,t ) (3.5)
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where, the atur
i,t is the maximum amount of water can be released from turbine for reservoir

i at time period t. In the next step, several constraints also exist in the operation problem of

multireservoir system. The general constraints are required to be considered are:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

xmin
i,t ≤ xi,t ≤ xmax

i,t ∀i ∈ I, t ∈ T

amin
i,t ≤ ai,t < amax

i,t ∀i ∈ I, t ∈ T

(3.6)

where the xmin
i,t and xmax

i,t correspond to the minimum and maximum pool elevation of reservoir

i at time period t. Similarly, amin
i,t and amax

i,t are the minimum and maximum boundary for the

water outflow. The constraint on water outflow consists of two parts. The upper limitation of

water outflow is the maximum capacity of a reservoir to release water. This limitation is a hard

constraint as a result of system limitation, and it does not have a stochastic nature. However,

the minimum outflow which is the environmental constraint depends on the stochastic water

inflow, so, it cannot be handled in a deterministic way. Practically, this constraint can be

violated under a condition when a reservoir does not have enough amount of water to release.

So, the constraint on the water outflow could be simplified as a case of violating the minimum

water outflow. A possible solution to satisfy these constraints is to use and modify the cost

function. In this case, the cost function can be penalized once the constraints are violated.

Considering this point, the cost function will be modified as:

Ci,t(xi,t ,ωi,t ,ai,t) = ei,t(xi,t ,ωi,t ,ai,t)−MCOiCOi,t (3.7)

where

COi,t :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

amin
i,t −ai,t i f ai,t < amin

i,t

0 i f ai,t > amin
i,t

(3.8)
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Similarly, considering the constraint on pool elevation, the cost function can be reformulated

as:

Ci,t(xi,t ,ωi,t ,ai,t) = ei,t(xi,t ,ωi,t ,ai,t)−MCLiCLi,t −MCOiCOi,t (3.9)

where

CLi,t :=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

|xi,t − xmin
i,t | i f xi,t < xmin

i,t

|xi,t − xmax
i,t | i f xi,t > xmax

i,t

0 i f xi,t ∈ [xmin
i,t ,xmax

i,t ]

(3.10)

In this strategy, the violation variable changes proportionally once it passes the boundary. In

the next step, the constraint on the water outflow can also be satisfied by using a similar ap-

proach, however, there is no need to include the violation on the maximum boundary of water

outflow. Generally, constraints could be integrated in to the mathematical model in different

ways depending on their priority. This means that they can either represented within a linear,

non-linear or exponential function. In this study, we have considered a linear function for the

constraints.

3.3 QL in multireservoir operation problem

In this section, the main goal is to solve the previously mentioned multireservoir operation

problem by the use of QL approach and providing the basic step to get an answer on research

questions highlighted in the introduction. As it was mentioned before, the QL algorithm pos-

sesses several interesting features that can be the appropriate technique to solve a large-scale

optimization problem. Considering this point, the first step is taken to apply the basic lookup

table version of QL approach in the multireservoir operation problem. Through this part, we

will go through the definition of state/action variables used in QL algorithm as well as some

basic initializations of the algorithm (Research Question 1). While, assuming the performance

of basic QL approach, the main motivation is to improve the performance of the QL by pro-
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viding the most suitable input’s of the algorithm. In the subsection 3.3.3, the calibration of

the algorithm’s parameters are explained (Research Question 2). Afterward, subsection 3.3.4

tries to explain different methodologies in generation of a more appropriate training dataset

(Research Question 3). In the subsection 3.3.5, an alternative form of the cost function used

in QL approach will be proposed (Research Question 4). Finally, subsection 3.3.6 provides

the basic features of applying the linear approximation technique on multireservoir operation

problem (Research Question 5).

3.3.1 State and action definition

The state variable is one of the main components in the design of QL algorithm. In the appli-

cation of multireservoir operation system, the state variable is commonly taken as either water

level/storage or combination of water level/storage and natural water inflow to the reservoir.

In this study, the combination of water level and the natural water inflow is considered for the

state vector of QL approach. So, the state vector can be represented as:

st = {ωn
t−1,x1,t , · · · ,xI,t} := {ωn

1,t−1, · · · ,ωn
I,t−1,x1,t , · · · ,xI,t} (3.11)

In general, the reservoir dynamics like storage, water inflow/outflow are time dependent vari-

able, so, they should basically consider as continuous variables due to the physical character-

istics of the system. However, the nature of optimization technique requires to discretize the

continuous variables to the discrete variable. With respect to this point, the pool elevation of

each reservoir xi,t is discretized with a scale of nx, similarly, the natural water inflow ωi,t is

also transformed to a discrete space with a grid of nω . Sometimes, the system of reservoirs

are closely located with each other so that the incoming water inflows are highly positively

correlated. In this case, a possible simplification could be considered to reduce the complexity

of the problem by using an approximation value of hydrological state variables. So, instead of

using the random variable vector, a mean value of this vector is considered in the state vector.
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Therefore, the state variable can be reformulated as below:

st = {ω̄t−1,x1,t , · · · ,xI,t} (3.12)

where

ω̄t−1 =
1

I

I

∑
i=1

ωi,t−1 (3.13)

It is common to consider a fix discretization grid for the continuous variable over the all time

steps as it is also followed in this study. The boundary on the grid of state variable is defined

by the maximum and minimum value of pool elevation xi,t ∈ [xmin
i,t ,xmax

i,t ] and similarly for the

natural water inflow ωi,t−1 ∈ [0,ωmax
i,t−1]. The ωmax

i,t−1 is the maximum possible water inflow to

reservoir i at time period t − 1 based on the observed historical dataset. Further to the state

variable, the water release of each reservoir is the typical choice of the decision variable in

the reservoir operational planning problem. In this case, the action vector is the combination

of possible water release in reservoir i at time step t, where at = {a1,t , · · · ,aI,t}. In the QL

algorithm, the action variable belong to the discrete set (ai,t ∈ [amin
i,t ,amax

i,t ]) where the boundaries

correspond to the minimum and maximum possible water outflow on each reservoir and the

scale of discretization is na.

3.3.2 Initialization of QL algorithm

Recalling from Algorithm 2.1, the update of the action-value function is performed by using

the following formula:

Qn
t (st ,at) = Qn−1

t (st ,at)+αn{γ[rt(st ,at)+max
at+1

Qn−1
t+1 (st+1,at+1)]−Qn−1

t (st ,at)} (3.14)

Considering the above formula in the application of multireservoir operation problem, the agent

takes an action at each time step as a sequence of water releases and applies them to the en-

vironment (multireservoir systems). Then, the environment evaluates the reward function as

rt(st ,at) in a energy production unit GWH as well as the state of the system in the next time

step by st+1. This evaluation is done by using a simulator of multireservoir systems. However,



48

considering the procedural list of QL shown in Algorithm 2.1, the first step in implementation

of QL algorithm is to initialize state variable (s0) and Q-factors (Q0
t (st ,at)). As we mentioned,

the state vector consists of two parts: one corresponds to the pool elevation (xi,t) and the other

is the natural water inflow to the system. In this study, the initial value of pool elevation is

provided by industrial partner. On the side of water inflow ω̄i,t−1, we consider the water inflow

observed in the day before the starting date of operation on historical dataset.

The next step in calculation of Qn
t (st ,at) is to know the initial value of Q-factor itself. In the

literature, the initial value of Q-factors are considered sometimes randomly or zero and it is

noted that the algorithm should converge to the optimal value by having enough exploration.

However, we tried to carefully assigned the initial value so the algorithm can converge to the

optimal solution as fast as possible. In this study, the final value of water is approximated based

on the water storage of each reservoir, given the amount of energy can be produced based on

the specific storage. The function can be written as:

V (xi,t) = H(si,t ,uturbine
i,t ) (3.15)

≈Ci × si,t

where si,t is the water storage at reservoir i by hm3. The parameter Ci is the average production

efficiency of a reservoir i as a function of power over flow rate from turbine.

3.3.3 Calibration of QL parameters

As it was discussed in the section 2.5, two types of exploration strategies are adapted in

this study. First, the ε-greedy algorithm with fix rate of exploration is considered where

ε ∈ {25%,50%,75%,100%}. In the second attempt, the following function has been assigned

in order to compute the value of ε in a suitable way.

ε =
ε0

Nn(st)
(3.16)
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where ε0 ∈ {25%,50%,75%,100%}. The Nn(st) is the number of visits that a particular state

vector has been reached so far. It is obvious that the growth in the number of iterations, the

exploration reduces, thus the exploitation will be increased as well. Finally, as the index of

iteration gets larger and larger, the agent will act according to the greedy actions which are the

best policy learned so far.

The learning rate or step size is the main feature that controls the learning process of QL al-

gorithm. To clarify more, it basically provides a control on how fast do we want to adjust

the estimation of the state-action value function. In section 2.7, two common choices of func-

tions for learning rate were introduced. In the first step, the Harmonic step-size function is

considered where the constant parameter a ∈ {10,50,500}. The other version of step-size

function was McClain’s Formula. In this case, the constant parameter is taken as zero, where

α0 ∈ {.25,0.5,0.75}. These values are adopted based on the literature where they applied the

QL algorithm to the long term operation of multireservoir system.

3.3.4 Training dataset

According to Chapter 2, the QL algorithm uses the Monte Carlo property to estimate the value

function and consequently to take an optimal action where it uses a set of sample scenario

trajectories for random variables. The noticeable point here is that the use of wrong training

dataset as a sample scenario path may lead QL approach to become less efficient from the

side of performance. In this study, two possible datasets are available to generate the training

dataset for random water inflow. The first dataset is the historical one where data were recorded

in a specific time period in the past. Another available dataset is the synthetic one in which a

hydrological software is being used to generate the random series of water inflow.

In the case of synthetic dataset, a hydrological software called ”SAMS” is used for stochas-

tic analysis and modeling of water stream flow. In this software, the stochastic characteristic

of water streamflow is formulated based on mathematical models which have been proposed

in several studies like (Salas, 1993; Hipel and McLeod, 1994). By the use of these models
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and given the recorded historical series, the software can model the statistics of a historical

dataset, thereby it can reproduce different water stream flows where they share the same sta-

tistical properties. This software provides the following features towards the characteristics of

hydrological water inflow:

1) Analyze the stochastic features of annual and seasonal data

2) Ability to deal with single and multiple site

3) Ability to generate unlimited number of sample scenarios

Considering two dataset mentioned above, the next step is to generate the sample scenario

trajectories (training dataset) used in the QL algorithm. One possible and basic idea is to

sample the data occurred in the exact time period of operation {1, · · · ,T} from dataset. To

clarify more, if the operations start by dth day of a year, the training dataset is all the water

inflows exist between dth and dth +T on the specific year. The training dataset generated by

this approach are usually not so large. In this way, a possible solution can be considered by

repeating the training dataset m number of times.

In spite of the fact that many studies use the above idea to generate sample scenario indices,

this re-sampling strategy may be misleading. One of the key reason here is to make difference

between different value of hydrological state variable. If the operation is on the wet period,

it is not logical to train the Q-factor based on the inflow occurred in a dry period. To this

end, a simple algorithm is introduced in a term of selecting the similar pattern of water inflow

without considering the only period of operation. In this strategy, a boundary δ is considered

for ω̄0 that is the water inflow observed at the day before the starting day of operation on a

specific year. Then, all the samples of water inflow are compared with this criteria and those

that meet the condition are selected in the training dataset. To clarify more, if any samples

meet the condition of being in a our desired boundary, it will be selected together with the next

T sequence of samples in to our training dataset. This approach will be called Pre-processing

Strategy.
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3.3.5 Surrogate form of cost function

A cost function is an equation used to formulated the desired behaviors of system that are

expected to see. In QL, the choice of cost function is quite important in term of converging to

the optimal value of Q-factor, thereby obtaining the optimal policy. The key question here is the

suitable choice of the cost function with respect to the application of operating multireservoir

system. One natural choice is to consider the electricity power production of reservoir system

since the main motivation is to have the maximum power production over the specific time

horizon. Consequently, the function introduced by equation (3.10) is taken as the first function

for our optimization problem.

Further to maximization of hydro-electric power production, it is usually desired to minimize

the water spillage of multireservoir systems. In reality, the function responsible for the final

value of water is a nonlinear and time variant, consequently, the creation of exact function is too

complicated and time demanding. As it was formulated in the section 3.3.1, a simplified and

approximated linear function was used on the side of computing the final value of water at the

end of horizon. As it can be expected, this modification could not preserve all the features that

are provided by using the realistic function. One possible strategy to eliminate the limitation

of our simplified function is to add some additional elements to our cost function. So, a simple

modification is considered in our cost function by adding the water spillage with a negative

sign so that the optimization algorithm could itself try to minimize the rate of water spillage.

The new form of cost function can be represented as:

Ci,t = ei,t −MCLiCLi,t −MCOCOt −Mspspi,t (3.17)

where spi,t is the water spillage for reservoir i at time period t. The parameter Msp is the con-

stant coefficient for penalizing how water spillage is important in the multireservoir operation

problem.
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3.3.6 Approximated QL on multireservoir operation problem

One of the key advantages provided by lookup table version of QL algorithm is the possibility

of avoiding the calculation and storage of transition probability matrix. Despite of this benefit,

the use of lookup tables could be impractical by increasing the size of state and action variables.

So, the introduced algorithm is adapted in a way that a larger number of state and decision

variables could be handled. In this study, linear function approximation technique is used

where the state space is continuous rather than a discretized grid. In this way, the function

Ψt(st ,at) used in Algorithm 2.3 is reformulated considering the new state and action variable

as:

Ψt(st ,at) = ∑
f

θ f ,tφ f (st ,at) (3.18)

= (θ1,t , · · · ,θF,t)
T [ω̄t−1,x1,t , · · · ,xI,t ,a1,t , · · · ,aI,t ]

where θ f ,t = (θ1,t , · · · ,θF,t)
T is the vector of regression coefficients at time period t and φ f (s,a)

is a basis function. Here, the basis function is the linear combination of state and action vector

and parameter F is the cardinality of this function.

3.4 Summary

In this Chapter, we first provided the general problem of operating multireservoir systems

within the mathematical notation. Afterward, the QL algorithm was applied to solve this large-

scale stochastic optimization problem. At the first step, the basic initializations required to

setup the Q-leaning algorithm were presented. Being able to run the basic QL approach on

our problem, we then tried to assist the performance of QL approach by suitably providing

the best algorithm inputs. To reach this goal, the algorithm parameters are tuned based on

different functions and values. Afterward, a simple algorithm was adapted in the generation

sample scenario path in order to produce more correlated dataset to train Q-factors. In addition,

we studied different the role of assigning different from of cost function. At the end, the

QL algorithm was adapted by the use of linear function approximation technique. In this
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case, recursive least square approach was used in order to estimate the coefficient of linearized

function.





CHAPTER 4

MODEL TESTING AND IMPLEMENTATION

4.1 Introduction

In this Chapter, the main focus is to test and analyze the basic and adapted QL algorithm

introduced in Chapter 3. In the first step, a quick introduction to the case study selected in this

project including the reservoir operating dynamics and characteristics will be presented and

discussed. Afterward, the QL algorithm will be applied to solve the optimization problem of the

selected multireservoir system. To assist the performance of QL approach, the modifications

introduced in the previous Chapter will be implemented and the results are then compared to

find the best algorithm’s inputs.

Performing all steps mentioned above, we will put a step forward in providing a complete sim-

ulation analysis for verifying the effectiveness of proposed approach on the short-term man-

agement of multireservoir system. In this project, the QL approach initially will run in training

mode, where the action-value function and the optimal control policies are being trained. Once

the training process is completed, the algorithm will be applied to solve the actual daily opera-

tion problem using operational subset of data that is independent of the training dataset.

4.2 Description of Romaine complex

The Romaine multireservoir in Canada is chosen as a case study to illustrate the applicability

of the QL algorithm on short-term optimization of the hydroelectric power production. This

multireservoir system is operated by Hydro-Quebec as a public utility that manages the gener-

ation, transmission, and distribution of electricity in Quebec. This multireservoir system with

a power production capacity of 1,550-MW is constructed on the Romaine river basin, north

of the municipality of Havre-Saint-Pierre on the north shore of the St. Lawrence as shown in

Figure 4.1(b) and the corresponding view from above in Figure 4.1(a).
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Figure 4.1 Romaine river basin site in Quebec (a) The geographical view

(b) The schematic view

The complex consists of four hydropower generating stations with average annual output of 8.0

TWh. Construction of the Romaine-2 development began in 2009. Romaine-2 was commis-

sioned in 2014, and the Romaine-1 development was commissioned in 2015. The Romaine-3

and Romaine-4 will be operational in 2017 and 2020, respectively and the developments are

underway. This complex is one of the most important projects of its kind in North America. It

will generate approximately $3,5 billion in economic spin offs in the province of Quebec and

an average of 975 job site workers per year for 11 years. The main impact that needs to be

considered is the preservation of ecological diversity and natural environment as well as social

environment and local heritage. This project helps the host communities by ensuring that land

users can continue their activities during and after construction.
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Table 4.1 Main characteristics of each site

Parameters Romaine-1 Romaine-2 Romaine-3 Romaine-4

Dam location (km) 52.5 90.3 158.4 191.9

Main dam height (m) 37.6 109 92 87.3

Active storage (hm3) 18 419 475 1762

Net head (m) 62 158 119 88

Installed power (MW) 270 640 395 245

Annual output (TWh) 1.4 3.3 2 1.3

Minimum level (m) 81.8 238.8 352.8 442.1

Maximum level (m) 82.3 244.1 365.8 459.6

The key characteristics of each site are listed in Table 4.1. All this information will be used

to build the simulator of multireservoir system. As it can be seen, the biggest reservoir ac-

cording to the active storage area is Romaine-4, and the smallest one is Romaine-1. In this

multireservoir system, the reservoirs are located in series with respect to each other. The point

in this complex that the water released from upstream reservoir will arrive to next site within

the similar day.

4.3 Model of environment

Based on the introduced case study, the next step is to design a simulator that can be considered

as an environment of our QL algorithm to compute the system dynamic. Initially, we have used

Riverware software which is a river system modeling tool. This software provides the opportu-

nity of performing different tasks like operational policy analysis, system optimization, water

right allocation, and long-term resource management. However, the integration of optimiza-

tion algorithm on this software requires some major implementation challenges. As a result,

we will use Matlab software to create the simulator to implement the QL algorithm.
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At the first step, the water storage of each reservoir is calculated based on the continuity equa-

tion introduced by equation (3.3). In this equation, the water release from the upstream reser-

voir does not possess any delay in arriving in next reservoir due to the small distances between

the location of each site. After computing the water storage in all reservoirs, the pool eleva-

tion of the corresponding reservoir can also be calculated by a 2D look-up table provided by

industrial partner. The main step is then to compute the energy production in GWH as our

reward function for QL algorithm. In the reservoir operation problem, the power production

by turbine depends on the water release ai,t and net head nhi,t in the reservoir. The net head

(nhi,t) of reservoir i in time period t is the difference of pool elevation and tail water (twi,t) for

reservoir i at time step t. The tail water level is computed by using a 2D lookup table as below

twi,t = G(ai,t); (4.1)

The power production can be computed by the use of 3D lookup table as follows:

Poweri,t = F(ai,t ,opi,t); (4.2)

Given the computed electric power in gigawatt, the electrical energy can be simply computed

as:

ei,t =
Poweri,t ×ΔThour

1024
(4.3)

Here, the coefficient ΔThour is equal to 24. The ei,t indicates the daily amount of electricity can

be generated in TWH. In all above equations, functions F and G are the regression functions

that are obtained by the use of linear interpolation method. The data used in all these steps

are provided by industrial partner of this project. A validation is also performed in order

to compare the created simulator and Riverware software as in Figure 4.2 under a similar

simulation setup.
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Figure 4.2 Validation of the designed simulator in Matlab Compared with

the hydrological software ”Riverware”

4.4 Experimental plan

In this study, the main focus is to test and analyze the basic and adapted QL algorithm in-

troduced in the previous Chapter. Figure 4.3 shows the block diagram required to perform a

simulation with the Q-learning algorithm. As it can be seen, the QL approach initially runs

in training mode, where the action-value function and the optimal control policies are being

trained. In this step, several parameters should be calibrated so that the best performance could

be observed in the operation process applied to the optimization problem of the multireservoir

system. The main parameters considered in this study are exploration rate, learning rate, and

training dataset (scenario). Once the training process is completed, the algorithm will be ap-

plied to solve the actual daily operation problem using the operational subset of data that is

independent of the training dataset. In this step, we will perform a complete simulation analy-

sis for verifying the effectiveness of proposed approach on the short-term management of the

multireservoir system.
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Figure 4.3 Experimental simulation scheme of Q-learning algorithm

4.5 Experimental setting

In this section, the parameters of QL model needs to be initialized to execute a basic simulation.

In this project, the time horizon T is considered as two weeks, alternatively fourteen days

(T = 14), where a daily time step is selected accordingly. The selected case study consists of

three main reservoirs and a run-of-the-river power plant so that the parameter I as an indication

of a number of reservoirs is three. The synthetic streamflow are generated by using multivariate

stochastic models such as SAMS. The cardinality of synthetic dataset is equal to 50000 contains

daily water inflow (50000 training years). This means that the number of scenario N provided

for QL algorithm is assigned with 50000. Also, the cardinality of historical dataset is 50

corresponds to 50 years (from 1960 to 2010).

One of the basic steps towards the implementation of lookup table QL approach is the dis-

cretization of variables. So, the grid of discretization for pool elevation, water outflow, and

water inflow are chosen as nx = 20, nu = 50, and nω = 50. In this project, the boundary

for possible water outflow is considered zero as the least possible water release and 1000

as the maximum capacity of reservoir to release water, so the set of feasible action can be
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defined by the discretization of original set [0,1000]. The penalty factors for violation of

constraints MCLi , MCOi have been assigned with a value of 1000. The penalty coefficient

for water spillage takes the value of one. The production efficiency coefficients Ci for final

value of water for each plant including the run-of-the-river power plant are considered by

[C1,C2,C3,C4] = [0.155833,0.551111,0.848877,0.848877]. This coefficients are provided by

industrial partner. The value of γ is also assigned with one in whole simulation of this Chapter

as it obtained the best result in some experiments.

The simulation results will be presented in the following can be classified into two groups. The

first group is the simulations carried out under for the specific operational year. In this case, the

period of operation is 20th of May up to 4th of June in the year 1981. The reason for selecting

this year is the result of large incoming natural inflow received by the reservoir compared to the

others in the historical dataset. In addition, this period has shown the highest amount of water

inflow in comparison with the other period of the year. This simulation settings is considered

in the Section 4.6, Section 4.7, Section 4.8, and Section 4.9. Once the best setting has been

determined for QL algorithm through these sections, some extended simulation results will

be performed in the Section 4.11 in order to measure the performance of QL algorithm under

different initialization of time periods and different water scenarios occurs in different years.

To this end, the single operational year will be replaced by the all number of the available series

in the historical dataset. Also, the operation time period will be changed by considering the

autumn period.

4.6 Evaluation of adaptive step-size and ε-greedy

In this section, the evaluation of basic QL algorithm under different leaning and exploration

strategies, introduced in Chapter 2, are analyzed to obtain the best parameters setting. A point

here is that the choice of the rule for ε and α heavily depends on the application or case study

that the algorithm will be implemented on. In the following, the simulations are executed in the

period mentioned above. The training dataset was generated by extracting the inflow occurred

in the exact period of above-mentioned operation over the synthetic dataset (not preprocessing).
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The cardinality of training dataset is 50000. Table 4.2 represents the corresponding simulation

result for comparing different strategies in QL approach.

Table 4.2 Study results towards the step-size and ε-greedy

Case Power Production Objective function Water spillage

αn = ε =cte 357 2520 3391

αn =cte, ε 	=cte 348 2556 1913

αn =
αn−1

αn−1+1 , ε =cte 343 2556 2025

αn =
10

10+n , ε =cte 347 2559 1805

αn =
50

50+n , ε =cte 367 2539 2589

αn =
500

500+n , ε =cte 341 2559 1817

As it can be seen, the adaptive ε-greedy approach improves the value of the objective function

with 36 GWH compared with the constant exploration rate. Moreover, the amount of water

spillage is decreased by 43% that is a much more valuable compared to the improvement in the

side of objective function. As for Learning rate (α), using the function 10
10+n presents the best

result comparing the other rules used in the similar function. In this setting, the water spillage

is also experiencing a significant improvement with a rate of 46.7% where the objective has

an increase of 39 GWH compared with the first case where the exploration and learning rate

are fixed with constant value. The rest of simulations carry out in this thesis will be performed

with the best parameter setting obtained in this section.

4.7 Pre-processing the training dataset

In this section, the objective is to analyze the effectiveness of proposed algorithm for selecting

the sample scenarios of water inflow to train Q-factors. In this way, two datasets: historical, and

synthetic dataset are considered. In this study, the synthetic dataset is generated by hydrological

software called SAMS as it is shown in Figure 4.4.
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Figure 4.4 Daily water inflows generated by SAMS for a complete year

As it was introduced in the section 3.3.4, two simple strategies could be considered for selecting

the training dataset. The first idea is to consider all the index of water inflow occurred in the

period of operation and the other is to use the Threshold Strategy to select the most correlated

sequence of water inflow. To verify the performance of the generated synthetic dataset and the

proposed preprocessing strategy, the following case of experiments are executed.

1) Repeated historical series (R-HS)

2) Repeated pre-processed historical series (RP-HS)

3) Synthetic series (SS)

4) Pre-processed synthetic series (P-SS)

Here, the input dataset for the first two experiments (R-HS and RP-HS) is historical data series

where they are treated with/without preprocessing strategy. In these experiments, the number of
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scenarios are different due to the difference between initial dataset and preprocessing afterward.

So, it is not possible to have a fair comparison between all cases at the end. To overcome this

issue, a simple strategy is to repeat the dataset m number of times so that there could be an

almost the same number of scenario. In the second group of experiments (SS and P-SS), the

synthetic data is used as the initial dataset to train the Q-factor as well as being modified with

the Threshold Strategy where the value of boundary (δ ) is 5%.

Table 4.3 Comparison of different training datasets on single operation scenario

Method Scenario index Objective function Water spillage Mean outflow

R-HS 50041 (m=893) 2544 1348 290

RP-HS 50091 (m=263) 2548 1116.6 288

SS 50000 (m=1) 2563 1575.4 370.3

P-SS � 49512 (m=1) 2587 753.06 328

The simulation results for cases mentioned above are provided in Table 4.3. In the first two

experiment, the number of the dataset was repeated 893 and 263 number of times accordingly,

as the original dataset is small to reach a convergence on training the Q-factor. On the last

two simulations, the historical series of water inflow is replaced by the synthetic dataset. As

there is a no limitation on the side of generating an infinite number of scenarios, we skipped

the need to repeat the initial dataset over the last two simulations. Over these experiments,

it can be found out that the preprocessing strategy is quite useful either using the historical

series or the synthetic dataset. In the last simulation, the objective function is improved by 24

GWH compared with the first simulation where there is no modification on the training dataset.

Furthermore, the water spillage is decreased with the rate of 52.1%.

Table 4.4 illustrates a comprehensive results towards the impact of different training datasets

over several operational scenarios than a single one. In this results, 40 series of water inflows

are sampled from the historical dataset for operation step. The criteria of this sampling is to

take an average value of ω̄0 of all years in the historical dataset, then consider any indexes over
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Table 4.4 Extended analysis toward the impact of different training datasets

Parameters R-HS PR-HS SS P-SS

Scenario index 50041 (m=893) 50091 (m=263) 50000 (m=1) 49512 (m=1)

Mean(O.f.) 1860 1834.4 1867 1872

σ (O.f.) 233 245 311 309

Max(O.f.) 2554.7 2596.8 2770 2782

Min(O.f.) 1431.3 1434 1373 1417

Mean(spillage) 802 1243 1636 1574

Mean(outflow) 213 325 367 334

the whole year which has the same value of ω̄0. One point in this simulation is that the training

dataset is somehow correlated with the operation dataset for the first two experiments (R-HS

and PR-HS). So, it is not possible to have a fair comparison about the impact of preprocessing

strategy. However, looking at the last two results (SS and P-SS), it can be observed that prepro-

cessing strategy can increase the performance of QL algorithm in term of objective function.

This comparison is fair since the initial dataset is not correlated with the operation dataset.

4.8 Aggregated Q-learning

In the previous sections of this Chapter, we were concentrating on appropriately obtaining

the best parameters for lookup table version of QL algorithm like learning rate, exploration

rule, training data set, etc. In spite of improvements provided in the previous sections, the

daily computed policies were experiencing a noticeable trend of fluctuation over the water

outflow of reservoirs. This may not be favorable in the real-time operation as it can bring an

operational cost for changing the turbine release on every day. One possible reason for the

observed fluctuations associates with curse of dimensionality in the multireservoir operation

problem. This will affect the performance of QL approach as it needs to reveal many Q-factors

for many state and action pair. In the literature, several advance techniques are presented for

approximating Q-factors so that the impact of dimensionality can be eliminated. However,
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we present a simple modification in the structure of QL algorithm applied to the short-term

management of hydropower system.

The idea, here, is to renew policies once the training of Q-factor for daily operation is com-

pleted. In this case, the Q-factor estimated for a state and action pair on a specific day can be

considered for some days before or after of that day due to the short-term operational proper-

ties. In the proposed methodology called “QL(weekly)”, once a policy for a specific state is

observed on a day of a week, that policy could be valid for the particular state independent on

the day of operation over the first week. To clarify more, if a particular state has been visited

just on the first day of operation, the same policy can be considered for other days of the same

week. Meanwhile, another hypothesis is made for a type of states that have been visited within

several days of a week. The idea here is to consider the average policies over the week since

the random variables have a stationary behavior over the weekly time step. The basic impact

of this assumption is the increase in a number of Q-factors stored in the Q-table. As a result, it

will make the algorithm to be more stable and reliable in term of performance.

In Figure 4.5, the simulation result for comparing the original QL algorithm and aggregated

QL into weekly time step is provided. The simulation period is selected similarly as it was

mentioned in the section 4.5. The exploration and learning rate is assigned with the best value

obtained in section 4.6 as well as pre-processing the training data set. The simulation results

show that the aggregated QL approach presents better performance through different aspects.

The first point is the elimination of fluctuations of water outflow observed in the daily QL

algorithm. As it was mentioned, this is much more promising since it will result in a reduction

of operational cost for changing the turbine release on each day for the industrial platform. On

the other hand, the water spillage reduced significantly in the newly proposed structure where

it is close to zero. This indicates that as we explore more the environment (more Q-factors

are known), more reward can be obtained by finding a more close solution to the optimal one.

Another point is the possible improvement of objective function where its value improved by

15 GWH over the time period of two weeks. Also, the minimum water outflow on Romaine-

1 is satisfied as the water release computed is above the line in dash blue. A minor hint for



67

0 5 10 15
81.8

82

82.2

82.4

Le
ve

l (
m

)

Romain  1

0 5 10 15
238

240

242

244

246
Romain  2

0 5 10 15
time (day)

350

355

360

365

370

Le
ve

l (
m

)

Romain  3

0 5 10 15
time (day)

440

445

450

455

460
Romain  4

L(Basic)
L(Aggregated)

Min level
Max level

a) Pool elevation

0 5 10 15
200

300

400

500

600

O
ut

flo
w

 (c
m

s)

Romain  1

0 5 10 15
100

200

300

400

500
Romain  2

0 5 10 15
time (day)

0

200

400

600

O
ut

flo
w

 (c
m

s)

Romain  3

0 5 10 15
time (day)

100

200

300

400

500
Romain  4

b) Water outflow

0 5 10 15
0

50

100

S
pi

ll 
(c

m
s)

Romain  1

0 5 10 15
0

2

4

6

8
Romain  2

0 5 10 15
time (day)

0

50

100

S
pi

ll 
(c

m
s)

Romain  3

0 5 10 15
time (day)

0

50

100

150
Romain  4

L(Basic)=753.063
L(Aggregated)=11.247

c) Water spillage

0 5 10 15
0

20

40

60

80

su
m

(E
ne

rg
y)

 (M
W

H
)

Romain  1

0 5 10 15
0

50

100

150

200
Romain  2

E( LB)=328.5564

E( LA)=334.9593

0 5 10 15
time (day)

0

20

40

60

su
m

(E
ne

rg
y)

 (M
W

H
)

Romain  3

0 5 10 15
time (day)

0

20

40

60
Romain  4

O.F.( LB)=2587

O.F.( LA)=2602

d) Accumulated energy production

Figure 4.5 Comparison of basic and aggregated Q-learning algorithm

Figure 4.5a could be considered on the elimination of the line for “QL(weekly)” approach. As

it was mentioned before, Romaine-1 is a run-of-the-river power plant where it does not have

a capacity to store water. This point results to have a constant level during the operation step.

So, the lines plotted in one strategy will be overlapped over the other one.

4.9 Q-learning with linear Q-factor approximation

As it was mentioned before, the Q-factors could be approximated by the linear combination

of the feature vector. In this section, two type of simulation results are presented based on the

choice of feature vector on the training step of QL approach. The first result is provided with

a linear combination of state and action vectors called as “QLL”. The second version of the
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result is executed by considering the same feature vector plus the water spillage with a positive

coefficient called as “QLL,S”. In the QLL,S, the optimization model will try to push the system

to reduce the water spillage ( considering the penalty factor is one). Hence, we can compare

its consequences on the power production and objective function. Meanwhile, they will also

be compared with “QLLookup” which is the results obtained by lookup table version of QL

algorithm with best exploration and learning rate as well as pre-processed training dataset.

As for implementation of linear Q-factor approximation, the general simulation process is sim-

ilar to the lookup table version of QL approach where it contains a training and operation step.

In the training process, the exploitation step of approximated QL algorithm requires to opti-

mize a nonlinear function since the reward function is nonlinear. In this step, the nonlinear

optimization problem is solved by the interior point algorithm, provided in Matlab Optimiza-

tion Toolbox. Using the obtained coefficients for linear approximated Q-factors, the water

outflow for operational step is computed by solving a constraint linear programming problem.

This optimization problem is also carried out by using Matlab Optimization Toolbox. The

simulation setup mentioned in the section 4.5 is also considered to execute a simulation for

approximated QL algorithm.

Figure 4.6 illustrates the simulation results where the approximated QL approach is compared

with the lookup table version. As it can be seen, the combination of state and action as a feature

vector scores badly in term of objective function comparing with the designed lookup table

version. A possible reason is the fact that Q-factors will be under-fitted if a linear function

is being used for their approximation. Analyzing the results obtained for “ QLL”, the water

outflow computed in operational step fluctuated between the minimum and maximum value

of outflow. The reason here is that the solution of linear programming problem is always

the extreme points of a feasible region. In our problem, since Q-factor is represented with a

linear function, the solution of optimizing this linear function will always be the maximum or

minimum of the feasible domain. Considering this point, the solution obtained by this feature

vector is either zero or thousand for water outflow. This has also resulted in a significant

increase in the amount of water spillage.
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Figure 4.6 Comparison of approximated and lookup table QL algorithm

Analyzing the results provided for “QLL,S”, the inclusion of water spillage to the feature vector

can be promising where the objective function could be improved. Obviously, avoiding water

spillage could be beneficial for operating the multireservoir system. However, there is no

guarantee that low spillage operation is the optimal solution of the main problem. Based on

the Figure 4.6c, one can see that the water spillage is almost close to the zero in Romaine-

2, Romaine-3 and Romaine4 as the spillage of these reservoirs are included in feature vector

with a negative penalty. This means that even by using a higher penalty coefficient, an almost

similar result can be obtained for this case. Exclusion of Romaine-1 is because of the fact that

it is a run-of-the-river power plant (not a reservoir).
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Table 4.5 Study results towards the approximation of the Q-learning algorithm

Method Power generation Objective function spillage CL CO

QLLookup 328 2587 753 Satisfied Satisfied

QLL 359 2067 22624 Satisfied Satisfied

QLL,S 454 2557 990 Satisfied Satisfied

Table 4.5 summarized the numerical simulation results obtained for the approximated and

lookup table QL approach. In the QLL, the objective function scores 20% less in compari-

son with lookup table approach. Nonetheless, adding the water spillage with a negative term

could help the linear function to improve significantly in term of the objective function and the

water spillage, it still cannot beat the solution obtained by lookup table version. This shows

that a linear function with the introduced features is not the right candidate for approximation

of Q-factors. To this end, this approach will not be studied further in the later sections.

4.10 Experimental setting (II)

In the primary simulations, we have analyzed the performance of QL algorithm considering

the experimental setting described in the section 4.5 where the operation period was one par-

ticular period of a single year. To perform a solid statistical analysis of the QL approach, two

simulations will be presented in this section. The first one is to verify the performance of QL

algorithm over all the scenarios existed in historical series. Furthermore, another simulation

will be performed on another period of the year to see how designed QL algorithm will act un-

der different characteristics of hydrological water inflow occurred in the different period of the

year. The main reason to select these periods is to cover the highest pick observed in the histor-

ical series. Although, it is also possible to perform a simulation in any period of year as it has

been integrated in the designed software package. In these simulations, a similar algorithm’s

parameters are used as mentioned in the section 4.5 like step size rule, ε-greedy, initialization

of Q-factors, and discretization of variables. As for operational dataset, the historical series of
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daily water inflow observed from 1960 to 2010 are considered. Meanwhile, the training dataset

will be generated by using the synthetic one.

The basic point in performing the experiments is the way that we will integrate the prepro-

cessing strategy in the training step. As it was mentioned before, the preprocessing algorithm

tries to extract the dataset that preserves a similar short-term dynamics with respect to the ini-

tial value of water inflow ω̄0 of a specific year. However, the new simulation dataset contains

the water inflow for several years, consequently, different values of the ω̄0 are available for

each year. So the question here is that which ω̄0 should be selected for preprocessing strategy

to generate the training dataset. One possible solution is to consider all the values of ω̄0 by

augmenting the ω̄0 in the state variable of Q-factors as (ω̄0, ω̄t−1,xi,t).

In each experiment, three sets of simulation results will be presented namely QL, QL(weekly),

and DDP. The first results are associated with the solution computed by basic lookup table QL

algorithm where the parameters are optimized and the training dataset is preprocessed. The

second results are obtained by using the methodology described in section 4.8 where Q-factors

are aggregated in a week. Finally, the results called “DDP” is the solution obtained by deter-

ministic dynamic programming. The result computed by DDP can also be viewed as the perfect

solution of optimization problem since the optimization performed by knowing the information

of water inflow in advance. In DDP, we used the deterministic version of equation (1.1) where

the value of uncertain variable ωt is fixed with the corresponding historical series. The exper-

imental setting used for DDP is similar to the QL approach like the discretization of variables

and the final value of water to have a fair comparison between two approaches.

A key point in the operation process of each simulation is the way that we try to satisfy the

constraints rather than violating them. Once we are operating the multireservoir system, some-

times we will be in a state that has never been visited in the training process. This means that

there is no estimation of Q-factor in that specific state. If this situation happens, a possible

solution is to return zero for water outflow. However, this will violate the minimum water

outflow constraint. To avoid this violation, the zero solution will replace by the minimum re-
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quired value of water outflow if there is enough water in the reservoir. If there is no water in

the reservoir to release, then we have to violate this constraint and the cost function will be

penalized accordingly. For the constraint on pool elevation, the water level at day t is being

checked by using the water outflow computed at day t and water inflow observed at day t −1.

Based on this estimation, a modification will be applied to the water release if the constraints

on the water level are going to be violated.

4.11 Algorithm Extension

Considering the new experimental setting explained in the section 4.10, we are going to present

and compare the performance of previously mentioned three approaches namely: QL, QL(weekly),

and DDP. As we mentioned in the previous section, the purpose of performing these experi-

ments is to deeply analyze how the designed approach can behave under different conditions

especially different years of operation (first scenario) and different periods of operation (sec-

ond scenario). As for the first scenario, we will present the extended simulation results over

the generalization on operation year. Figure 4.7, 4.8 show the evolution of main reservoir’s

dynamics as pool elevation, water spillage, water outflow, and energy production in the period

of 20th of May up to 4th of June. In these simulations, the initial value of pool elevation is fixed

and it is provided by the industrial partner of this project.

In Figure 4.7c and Figure 4.7d, a noticeable fluctuation is observed in the water release policy

computed by QL algorithm compared to the QL(weekly) algorithm. As we mentioned in the

section 4.8, the QL(weekly) approach has a more estimated value of Q-factors stored in the

Q-table as a result of the aggregation over a week. This will result in having more informa-

tion from the environment once the algorithm tries to find an optimal policy. Another positive

point can be considered on the successful satisfaction of constraints in either pool elevation

and minimum water outflow. In Figure 4.7a and Figure 4.9b, there is an increasing trend in

the pool elevation of the Romaine-3 and Romaine-4. As it was mentioned before, Romaine-1

is not a reservoir so that it does not possess a usable storage. This will be a problem once the

Romaine-1 receive smaller water inflow than the minimum required water outflow to release.
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Figure 4.7 Extended simulation result (I) in the period of 20th of May to 4th of June

from 1960 to 2010

In this situation, the rest of water required to satisfy the constraint should be provided by the

upstream reservoir. As it can be seen from Figure 4.9b, the pool elevation of the Romaine-2 is

increasing constantly compared with Romaine-3 and Romaine-4 which is the result of satisfy-

ing the minimum water outflow on Romaine-1. In Figure 4.7a and Figure 4.9b, lines in black

and orange correspond to the minimum and maximum level of each reservoir, respectively.

Figure 4.8a and Figure 4.8b show the water spillage computed for three approaches as well.

It can be easily seen that the water spillage of QL(weekly) is lower than the QL approach.

This is another advantage of having more estimation of Q-factors stored in Q-tables. Aside

from these simulation results, we are also interested in evaluating the impact of integrating a
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Figure 4.8 Extended simulation result (II) in the period of 20th of May to 4th of June

from 1960 to 2010

different form of the cost function in the process of training in the QL algorithm. In this case,

the objective function is modified by integrating the water spillage with a negative coefficient

so that it expected to see a reduction in the value of spill.

Table 4.6 summarized the numerical results of the experiments performed above plus two ad-

ditional simulations. These two simulations called QLdaily,spillage and QLweekly,spillage are a

similar version of QL and QL(weekly) approach, respectively, where the cost function is pe-

nalized with water spillage. Analyzing the information, it can be observed that integration of

water spillage in the cost function results in having less loss of water, while the objective func-

tion does not experience a noticeable improvement. According to the results, the QL(weekly)
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approach without water spillage presents the best results with 2092 GWH. The value reported

as an objective function is the summation of the energy production on all time period and the

value of water at the end of horizon. Compared to the DDP, the QL(weekly) scores close in

term of objective function, and this shows that the QL approach has been implemented effi-

ciently on this problem. One can also see that the QLdaily,spillage and DDP approach scores

close on objective function while QLdaily,spillage spills more. The potential reason is the water

spillage does not have so much impact on the short-term operation of the multireservoir system

due to the structure of the system and statistical properties of natural water inflow. It is impor-

tant to note that the values of energy production, objective function (O. f.) and water spillage

in Table 4.6 are reported by the mean value.

Table 4.6 Comparison of Q-learning algorithm with surrogate form of objective

function in the period of spring

Method Energy O. f. Min-outflow Level-violation Water spillage

QLdaily 224.3 2076 Satisfied Satisfied 1207

QLweekly 236.4 2091 Satisfied Satisfied 612.4

QLdaily,spillage 232.2 2077 Satisfied Satisfied 1040.2

QLweekly,spillage 246.2 2090 Satisfied Satisfied 573.24

DDP 139.4 2106 Satisfied Satisfied 79.17

The second simulation scenario is to assume another period of the operation in the year. Here,

the new period is selected from 15th of October to 4th of November, assuming the experimental

setting explain in the section 4.10. The reason to select this period is the high incoming water

inflow to the reservoir observed in the historical series. The challenge of operating in this

period can be considered in the high level of water in reservoirs, so, even a medium size water

inflow could increase the risk of flood. Figure 4.9, 4.10 shows the simulation results carried

out during the period of autumn.
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Figure 4.9 Extended simulation result (I) in the period of 15th of October till 4th of

November from 1960 to 2010

Figure 4.9a and Figure 4.9b illustrate the result for the pool elevation of all reservoirs during

the operation step. The first positive point is that all the water level of all reservoirs are in the

boundary, so all the constraints on water level has been satisfied. In Figure 4.9b, there is a

trend of emptying the Romaine-3 reservoir’s storage. This pattern is mostly because of satisfy-

ing the constraint on minimum water outflow of Romaine-1 than violating the constraint. The

QL(weekly) approach tries to keep the highest level of water in all reservoirs by smoothing

the water release policy. As a result, the QL(weekly) approach still performs well in compar-

ison with the QL algorithm as well as being close to the perfect solution provided by DDP.

Figure 4.9c and Figure 4.9d show the computed release policies on all reservoirs. As it can

be seen, the QL approach possesses fewer fluctuations in the water outflow policies compared
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to the simulation scenario performed in the spring. Moreover, the QL(weekly) successfully

removes most of the fluctuations from water release policies.
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Figure 4.10 Extended simulation result (II) in the period of 15th of October till 4th of

November from 1960 to 2010

Figure 4.10a and Figure 4.10b show the trend of water spillage computed during the operation

step. It can be observed that QL(weekly) avoids spilling the water in a good quantity. Ta-

ble 4.7 summarizes the simulation results obtained in the autumn period. A remarkable point

in these set of simulations is the impact of penalizing the water spillage in the cost function.

It can be observed that the water spillage is reduced significantly by the QL(weekly), while

integrating the water spillage in the cost function of the QL(weekly,spillage) does not result in

an improvement in either water spillage or objective function. One possible reason could be
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considered in the structure of the selected multireservoir system. In the selected case study, the

reservoirs are located in series, so the water spillage of the upstream reservoir will be the water

inflow for downstream. Considering this point, avoiding the water spillage does not always

result in an optimal behavior of the multireservoir operation problem. Furthermore, the natural

water inflow will also have an impact on the optimal operation of the multireservoir system.

Comparing the result, QL(weekly) possesses the highest score of the objective function with

the value of 2287 GWH.

Table 4.7 Comparison of the Q-learning algorithm with surrogate form of objective

function simulated in the autumn

Method Energy O. f. Min-outflow Level-violation Water spillage

QLdaily 359.4 2266 Satisfied Satisfied 793.1

QLweekly 380 2287 Satisfied Satisfied 155.3

QLdaily,spillage 359.5 2263 Satisfied Satisfied 683.5

QLweekly,spillage 380.5 2285 Satisfied Satisfied 145.3

DDP 142.3 2325 Satisfied Satisfied 0

A the end of this section, a complete comparison between the best solutions obtained in previ-

ous experiments over two period of spring and autumn are compared with the solution of DDP

approach. Figure 4.11 illustrates the simulation results as a comparison between DDP and

QL(weekly) approach. The horizontal axis called scenario is the year of operation on which

DDP and QL(weekly) approaches are applied to solve the multireservoir operation problem. In

addition, three variables are depicted as score of objective function (O.f.), energy production,

and the water spillage. As it can be seen, the objective function scores close in the simulation

carried out in the spring. However, the results obtained for autumn period is less variant com-

pared with the solution obtained by DDP and the mean value of objective function is not as

close as the spring period. The possible reason can be considered on the statistical properties

of water inflow in specific period of year plus the impact of initial value of water level. The

energy shown in the second row is value of power production computed in any year of opera-
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tion. Similar to the trend of objective function, It can be observed that there is a comparable

gap between the result obtained in the autumn period compared with the spring one.
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Figure 4.11 Comparison of Q-learning approach and deterministic dynamic

programming (perfect solution).

Towards the end of this section, the last point is the computational cost of designed QL ap-

proach. In the presented lookup table version, the training time of QL algorithm with 30000

scenarios is approximately 8 minutes. This time running time will increase almost linearly with

respect to the number of scenario.

4.12 Sensitivity Analysis

In this section, the QL algorithm will be analyzed more by scaling down the value of the water

at the end of horizon through our optimization process. This can also be interpreted as the
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sensitivity analysis of QL algorithm with respect to different initializations of Q-factor. Recall-

ing from section 3.3.2, the final value of water is approximated based on the water storage of

each reservoir, given the amount of energy can be produced based on the specific storage. The

function has been written as:

V (xi,t) = H(si,t ,uturbine
i,t ) (4.4)

≈Ci × si,t

The above function can be scaled down by reformulating the function as below:

V ′(xi,t)≈ Ci × si,t

100
(4.5)

Considering the new function for the value of the water at the end of horizon, we redo the

simulations for Aggregated QL and DDP in the period of autumn. This will show that how

the newly tested QL algorithm (QL′) will perform with respect to the new perfect solution

(DDP′). Table 4.8 summarizes the simulation results obtained for sensitivity analysis in the

autumn period. It can be observed that the QL algorithm scores %1.63 less comparing with

the solution obtained by DDP where we used the original function for the value of water at the

end of horizon. Considering the QL algorithm with scaled down function for final value of the

water, the objective function scores %1.51 less which is almost similar trend by considering

the algorithm optimization with the original function. The increase of the water spillage in the

new experiments is the result of decreasing the value of water in the reservoir.

4.13 Summary

In this Chapter, the QL algorithm was implemented on a large-scale multireservoir operation

problem where the objective is to maximize the power production over the short time horizon.

In the first step, a simulator was designed to compute the reservoir dynamics especially the

power production value. Using the designed simulator, several simulations were carried out
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Table 4.8 Comparison of the Q-learning algorithm with under different value of the

water at the end of horizon

Method Energy O. f. Min-outflow Level-violation Water spillage

QLweekly 380 2287 Satisfied Satisfied 155.3

QL′
weekly 392.2 2277 Satisfied Satisfied 423.3

DDP 142.3 2325 Satisfied Satisfied 0

DDP′ 250.4 2312 Satisfied Satisfied 11.4

to verify the performance of QL approach. The simulation results showed that the answers

provided for research questions in the Chapter 3 were promising and indicated the potential

capability of the QL algorithm to overcome a large-scale multireservoir operation planning

problem. One of the interesting improvement was the impact of intelligently selecting the

training dataset on the performance of basic QL algorithm. The second key fact is the further

improvement obtained by renewing daily optimized policies by a heuristic approach called as

aggregated QL. From these two simulations, it can be concluded that the QL can be improved

significantly where some basic details could be selected appropriately. At the last step, a linear

function approximation technique was integrated to approximate the Q-value function. The

use of this function approximation technique resulted in handling a larger state space problem

and gave the flexibility to solve the optimization problem at hand. In spite of its simplicity, the

result illustrated that a linear function is not the right candidate to preserve the feature of the

problem, hence present an appropriate approximation.





CONCLUSION AND RECOMMENDATIONS

The study of large-scale water basin system is often so complicated to be handled as a result of

the uncertainty (water inflow). Reinforcement learning (RL) in particular Q-learning approach

is presented to solve the stochastic optimization problem of operating multireservoir systems.

Based on the literature, the stochastic dynamic programming is a powerful approach in dealing

with nonlinear, and stochastic reservoirs optimization problems. However, this approach has

been limited in term of performance as it requires a precise information for transition proba-

bility matrix (curse of modeling) and the solution for huge number of state variable (curse of

dimensionality). The purpose of this study is to provide an optimization package by the use

of QL algorithm for reliable and realistic management of multireservoir system so that it can

increase a potential aspect of the practical implementation. In summary, QL can present two

major advantages in solving the large-scale multireservoir control problem:

1) QL can handle the curse of dimensionality. It uses forward recursion instead of backward

recursion used by DP and SDP to solve the Bellman equation. This will avoid the demand

for solving the problem in all possible realization of system state variable, therefore, the

computational time required for solving the problem is being reduced as a result of less

number of stages. Furthermore, there could be a possibility in the use of function approxi-

mation methods in order to decrease more the curse of dimensionality.

2) QL can eliminate the curse of modeling. It does not required to know either the exact

transition functions or the transition probability matrix of the system. This will result in the

capability of solving the MDP without knowing the exact model of the system.

This thesis has adapted the QL approach to tackle a stochastic large-scale short-term mul-

tireservoir operation problem. The main objective was to enhance operating rules so that the
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maximum expected value of energy production could be achieved under the presence of ran-

dom water inflows to the reservoirs.

The overall conclusions made by this study can be briefly outlined in the followings:

- The QL algorithm was successfully used to solve a large-scale multireservoir operation

problem. The designed optimization package was able to run for a set of operating years

under a specific time horizon (14 days for the selected case study);

- The proposed model was implemented and applied to Hydro-Quebec multireservoir com-

plex on the Romaine river basin, north of the municipality of Havre-Saint-Pierre on the

north shore of the St. Lawrence;

- The designed QL model does not require either predetermined transition probabilities of

inflow or post-procedure to obtain the operational rules;

- The parameters of QL algorithm ware analyzed and calibrated based on their performance;

- A better selection criteria was provided to generate the training dataset where the results

showed that it can outperform the conventional strategy;

- The simulation results demonstrated that the model was able to provide appropriate answers

to the short-term planning problem including What are the optimal system control decisions

in term of water release? What is the effective objective function to maximize the hydro-

electric power production?

- A linear function is not the right candidate to approximate the Q-factors since it is not able

to preserve all features should be provided by the original function of Q-factors.
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Future Work

There are a couple of ways and directions in which the methodologies, improved in this thesis,

could be further improved and expanded. The following is a possible list of future related

research direction that could be carried out to extend and improve this work:

- Investigate the use of pattern recognition to select more correlated training dataset;

- Use parallel processing for running the model to speed up the learning process and to de-

crease CPU time;

- Investigate other RL techniques including Temporal difference as well as newly introduced

deep learning algorithm that could potentially integrate the planning and learning process;

- Establish an appropriate function approximation approach to have an accurate estimation

of the value function. Neural networks are a possible alternative to the currently employed

linear function;

- Provide an in-detailed model of the system including regional transmission limits, electric-

ity demands, market price; so that more realistic solution can be obtained for the system.
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