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Summary

A human’s everyday interactions with the environment and each other are the

product of many years of evolution, as we understand the spaces around us and

decide how best to perform the appropriate motions and gestures that are befitting

for every scenario. These interactions that we perform are out of intuition; the

way our legs move to propel ourselves forward, the way our fingers close when

grasping, and so on. These movements have become so natural that, we rarely

question the possibility of the next form of interaction that could possibly be

more efficient that what we deem natural. However, with the advancements in

human-computer interaction (HCI), technology can be used to help us design and

develop interaction mechanics that could possibly shape how we perform all our

interactions for the better as man marry machine.

To understand this, I look into the concept of space and bodily mapping to

define new motions and gestures for everyday interactions. Convex Interactions,

defined in this thesis, are interaction mechanics that utilize our proxemic and

peripersonal space sense to shortcut interactions, both spatially and through ex-

ploration of bodily mapping, to create a more efficient and intuitively superior

form of interaction than what we are used to. I used virtual reality (VR) and

physiological signal input as a tool to design Convex Interactions. I explore 1) the

possibility of shortcutting an interaction that normally involves multiple gesture

into only one by reducing the space of interaction to within the intimate space of

the user, 2) how different mapped input of a motion can still correlate with what

we perceive as natural yet more space efficient, 3) how further reducing the space

of interaction to within the peripersonal space while directly changing the output

still can feel intuitively superior, and 4) other forms of human interaction that can

benefit from this increased efficiency and shortcut in interaction. Finally, I discuss
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possible scenarios where Convex Interactions can be used beyond VR and as the

next evolution of human input and interaction with the use of human-assisted

machines through extending body schemas and micro movements.
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sonal Space
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Chapter 1

Introduction

In this section, I briefly explain the history of human interaction and how we

transition from that to HCI where each of our input is translated from physical

space to digital space. Then, I explore the definition of efficient interactions and

how human evolution shows us that our motions and gestures prioritize efficiency.

I end the introduction with discussing the primary presented research question in

this thesis.

1.1. Spaces of Interaction

When humans are first born to this world, interactions immediately become

something that we need to engage in. As an infant, we first learn to breathe and

cry, followed by more complex interactions like grabbing things with our hands.

In time, we gain a sense of space around us, as we know if something is close or

far to us, or if an interaction with an item or person will create different results.

Being in a warm water feels relaxing, whereas water that is too hot causes us to

cry, as this information becomes embedded in our minds to not reach out and

touch a possibly hot body of water.

The concept of space pushes the boundaries of many fields, from HCI to psy-

chology, because it quite literally engulfs our daily activities and our daily lives.

A single objective definition of space varies according to the field of research. We

use the concepts of spaces to think about interactive experiences [12]. An inter-

active experience is dependant on the technology being used as well as the digital
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content. With regards to digital content, which range from photos, to videos and

virtual worlds, e need to take into account the both the asset of the content as

well as the function to allow people to access and process them [12]. Outside of

the digital space however, our interaction space is simply what we do everyday

with the people and objects around us. In the physical space, interactions can

be conceptualized into people, activity, context and technologies (PACT). Fur-

thermore, space itself can be further divided into physical space, digital space,

information space, conceptual space, social space, navigating space, and blended

space. In the interest of this thesis, we focus more on physical and digital space,

and the connection between them.

1.1.1 Physical and Digital Space

The study on physical space and the interaction with them can be further

explored within the field of social psychology and neuropsychology. When look-

ing at human space, the field of social psychology defined the term proxemics.

The definition of proxemics will be further explained in Chapter 2. Essentially,

proxemics is about the study of human space which can be divided into intimate,

personal, social, and public space with increasing area [50]. The amount of space

taken for each of these tiers are objectively defined. Basically, the closer we are

to another person’s intimate space, the higher the possibility of being intrusive to

that person. Likewise, the further we move our body parts around, the higher the

chance of it entering someone else’s intimate space and causing intrusion. Another

definition can be found in the field of neuropsychology with respect to peripersonal

space. In this field, the space around us can be divided into two types; periper-

sonal space and extrapersonal space. More detailed explanation will be given in

Chapter 2 as well, though essentially, unlike proxemics, peripersonal space is not

objectively defined. It is closer than intimate space in proxemics, and constantly

changes depending on the actions and senses of the person. It is closely related to

the definition of spatial awareness as opposed to the sense of personal space that

leads to intrusion.

For the digital space, due to the wide variation of technological devices we

interact with, this topic needs to be explored step by step. Digital space refers

to the world of VR, excel sheets, music, Facebook, and so on. A good way to

2



differentiate digital space with physical space is, unlike physical space, it is the

space of bits rather than atoms [12]. Because of the vastness of digital devices,

it is a challenge to summarize how each of them interact. For example, a space

for screen-based devices like a computer, depends on the amount of pixels that

are present in the display and how the user interface utilizes them. Since it is

software based, many possible tweaks can be used to utilize this space. Smaller

physical space like a smartphone device may use multiple home screens to further

extend the available space of interaction. However, they do become more ubiq-

uitous everyday, where our smartphones can communicate with our television,

our computer, our wrist wactches and so on. Regarding the connection between

physical and digital space, this can be defined as a cyber-physical system. Such

a system are physical spaces that use interactions in a digital space to reflect its

functionality. A good example of such a medium would be VR, where we perform

physical based interactions to interact with digital content.

1.1.2 Virtual Reality Space

When Jaron Lanier [77] used the term virtual reality, he referred to it as

a system that allows users to experience a shared virtual environment with in-

teractable models that fully engulfs the users FOV. Essentially, VR is a form

of computer technology that immerses the user in a virtual environment or a

computer-generated world with the use of realistic images and sound. This tech-

nology allows the user to experience a form of telepresence that places him or

her in the shoes of another, or augment the visual environment with virtual con-

tent. VR nowadays usually comprises of a head mounted display (HMD), aided

by several peripherals that enable other forms of tracking. The HMD itself pro-

vides head tracking for the user so that he or she can physically look around as

in real life, as opposed to devices that merely recreates the screen digitally as an

enhanced or larger version (often called cinema mode). This accurate tracking

with low latency in essence, defined the current generation of VR devices.

This also provides total immersion in terms of sight for the user, since it almost

completely covers the users FOV. Prior to VR, several desktop applications utilize

a first-person view camera, which basically displays the screen according to what

the virtual avatar would see. However, that was the main issue; it was according

3



to the avatars vision as opposed to the actual user, who still watches the monitor

or screen that displays the content. Therefore, HMDs basically strap the display

onto the users eyes and uses various sensors to determine the orientation of the

device. Older HMDs had high latency and a relatively narrow FOV, which breaks

the immersion and can actually cause motion sickness. VR devices today are a vast

improvement over that, while also incorporating additional sensing modalities such

as microphone, eye tracking, and room tracking. Peripherals then complements

the existing HMD devices, allowing users to import their hand or even full body

presence into the virtual world with high tracking accuracy.

Generally, the virtual content being displayed places the user in environments

that is only limited by the developers imagination. Depending on the use case, VR

has been utilized to recreate a war zone, surgical room, flight cockpit, construc-

tion site, outer space and many more. Additionally, these technologies allow for

modifications that are not possible for other forms of medium, such as changing

the sense of embodiment, sense of scale, sense of presence, and so on. Because of

this, the potential applications are nearly limitless. The human mind is a fragile

thing, and with these technologies being able to trick it enough towards total

immersion, it can even be used for applications like training or even therapy. The

possibilities are near endless, limited only by the developer’s imaginations.

Despite the existence of VR for the past decades, they never kicked off as a

consumer product until 2012 when Oculus launched their Kickstarter campaign to

fund the development of the VR HMD dubbed the Oculus Rift. Their first version,

which was the Development Kit 1 (DK1) finally shipped to backers during mid-

2013, and it was the first affordable and reliable VR experience for consumers.

Even though it was only aimed towards enthusiasts and developers, it did not stop

most people from getting their hands on a unit due to its affordable price. The

DK1 may not be the first ever VR headset that was commercially available, but

it achieved that at a stellar performance and affordable price. From that point

on, VR was starting to be adopted by many as this unique experience unlike any

other.

Noticing that the DK1s adoption was high due to its relatively affordable price

(though its availability was not the best for certain countries), Google decided to

bank on the idea of an extremely affordable VR experience that literally anyone
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could experience. They created the Google Cardboard, which was a HMD made

entirely from cardboard, yet still delivers an acceptable, albeit slightly down-

graded, VR experience, on 2014. It leverages the sensors in our smartphones as a

display system for the cardboard, ensuring that almost anyone with a smartphone

will be able to just purchase a cardboard and literally experience VR immediately.

Even though the latency and performance downgrades are noticeable compared

to standalone VR HMDs like the DK1, it was not created for the purpose of being

better, but rather to increase VR usage and acceptance among the public. 2014

was also the year of which Oculus released their updated Rift DK2, with im-

provements such as a higher resolution screen, higher refresh rate, and positional

tracking. It became the definitive VR experience for enthusiasts and developers,

and no other HMDs were close in terms of performance and price.

However, looking at the success of Google Cardboard, Oculus realized the im-

pact of targeting the mass audience with an extremely accessible VR experience.

Therefore on 2015, they collaborated with Samsung to release the Gear VR, which

function similarly like Google Cardboard, with a few additional features for Sam-

sungs Galaxy S smartphone series. This too, proved to be a hit, since Samsung

controls the market share for Android phones as of this moment. It costs more

than the Cardboard, but was cheaper and more accessible than the DK2.

The world of VR begun to fire up once again on 2016, which many claim to be

the first year VR emerges as a development platform. Prior to this, Oculus has

been the only company that created the VR HMD that all VR enthusiasts would

buy. However, HTC, in collaboration with Valve, released the HTC Vive which

took VR to a new level, to directly compete with Oculuss latest offering, the CV1.

Furthermore, Sony joined the VR ecosystem with the release of the Playstation

VR, turning 2016 into arguable the most exciting year for anyone in the VR field.

Starting with the launch of the CV1, the improved HMD by Oculus offered an

overall better design, higher resolution, and better tracking. Oculus also showed

consumers the Oculus Touch, which were a pair of controllers that allows hand

presence in VR. Hand presence is actually the evolution of VR in 2016 that can

further provide a higher immersion level that will render traditional gamepads

obsolete. However, the Oculus Touch was not launched until late 2016. On the

other hand, the HTC Vive launched with critical acclaim due to its room tracking
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features. Room tracking refers to its ability to track the user in a room-scale,

complete with hand tracking via the Vive controllers. It revolutionalized how we

use VR today, and blew the minds of anyone who experience VR for the first

time. In many ways, the HTC Vive is largely comparable to the CV1, however,

the inclusion of room tracking and hand presence made it overall more successful

than the CV1 at launch, despite it being more expensive. However, the biggest

caveat suffered by both the Vive and CV1 is the cost. Purchasing the CV1 costs

around $600, while the HTC Vive costs $800. Furthermore, they both require a

powerful desktop computer to run the system, which is an additional $1500 to

$2000. This highly limits the adoption of VR and only caters to those who wish

to be in front of the rest in experiencing this cutting edge technology. Thus, the

emergence of Playstation VR was meant to fix this underlying issue. It costs much

less than both aforementioned devices and it runs directly on any Playstation 4

which costs much less that a VR-ready desktop. It was also developed with a

plug-and-play feature in mind, since it was catered solely to the gaming audience.

The key factor here is the target towards mainstream audience as opposed to

enthusiasts, which also means it can be more widely used. Mainstream will be

an ongoing term throughout this research as a VR system that appeals to the

highest amount of audience stands the highest chance to be used by virtually

anyone, anytime, anywhere. Such a future is debatable to be desirable or not, but

remains a fact that it could very well be the future of media consumption on the

go.

The space around us is an important consideration for an interaction mechanic.

This is evident when booting up SteamVR for the HTC Vive in the case of VR;

it requires the user to first clear the room of any nearby furniture or objects

before engaging with the system. This is due to the nature of these systems that

envelope our peripheral visions and sense of space, making it difficult to discern our

proximity with nearby physical objects. Even though most of the current AR/VR

systems available today integrates some kind of tool to map the environment and

create a virtual barrier for the player to see, most often than not, players will still

exceed the confines of the barrier in the heat of the immersion. It is relatively

easy for us to move these static objects away from the play area, but not so for

dynamic objects such as the presence of other players.
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However, for the space in the virtual world, it actually somehow provides us

with a real sense of space when we interact or move through them. With the

introduction of additional peripherals, whether it be first or third party, our in-

volvement with the virtual world gradually increases. For example, the use of

a threadmill for walking in digital space, without actually using much physical

space, gives us a strong sense of presence. In fact, navigation is one of the great-

est examples to use for spatial use of physical and virtual space. An initial model

was developed by Steve Benford and Lenart Fahln [10] for navigation where they

found that when users interact with each other or with virtual objects, a medium

is usually improved. This medium is a form of aura around virtual objects and

virtual avatars that gives each user the sense of presence. This aura, similar to

physical space, is like the peripersonal space previously mentioned in neuropsy-

chology. Because of this, VR is a great platform to emulate and simulate inter-

actions in the real world. Still, I will next explore interactions that we deem as

natural, and establish VR’s contribution in making our interactions more efficient.

1.2. Beyond Natural Interactions

Bill Buxton, a principal researcher at Microsoft’s Natural User Interface group,

said that ”rather than technological or inate in the human, what is natural has

to do with specific skills (motor-sensory, cognitive, social, cultural and emotional)

that the user has acquired through a life-time of living in the everyday world.”

The definition of ”natural interaction” varies according to context, but it typically

means that an interaction is close to that of the physical world counterpart [112].

It could also mean that an interaction mechanic has a high learning rate to quickly

transition from novice to mentor, often deemed as a Natural User Interface (NUI).

In the end, an interaction is deemed natural because it is defined based on expe-

rience: in real life, humans communicate not just vocally, but through gestures,

expressions, and movements, as we discover the world through manipulation of

the physical matter around us [157]. Other related works also link gestures to-

wards natural interactions [24,163]. Gestures, interestingly, exists in many forms

with some of them subtler than others. One of them exists in the form of physio-

logical signals, which can be used as a form of natural interaction [89]. However,
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in the end of the day, based on these related work, we can see that the definition

of natural is very important in HCI, yet remains extremely subjective by nature.

Based on the previously mentioned quote by Bill Buxton, what is natural simply

depends on the user’s personal experience as well as the presented scenario.

If an interaction is deemed natural to a user, is it also intuitive? Intuitive, by

definition, refers to perceiving directly by intuition without rational though, as a

person or the mind [2]. Because of the lower cognitive load when performing an

interaction, an intuitive interface is often synonymous with familiarity. However,

therein lies the issue with designing a new interaction or user interface; familiarity

destroys novelty. What most users find to be intuitive, is, like natural, depends

on what they know from their previous experience. Because of this, it becomes

difficult to develop something that is novel yet remains intuitive, because novelty

is about something new where others have not been exposed to it yet. Therefore,

to stick to a design that is natural and/or intuitive is not wise, as this thesis looks

into the realm of interaction beyond that.

Looking back at the concept of navigation as a form in interaction for humans,

I will again discuss about how we interact with things the moment we are born.

For navigation, we started with crawling. Based on how we define what is natural

then, when we were an infant, crawling can be considered as the most natural

way we interact with our space; we crawl to where we want to go to. Eventually

though, we moved towards walking with our legs. By that time, we look at walking

with legs only as the most natural way of navigating, not returning to crawling

anymore. However, we intuitively and instinctively started with crawling. Does

this mean that crawling can be considered natural? When we were infants, maybe.

However, we evolved to walking with our legs not just from human evolution, but

simply the fact that walking with legs achieves the same thing as crawling, but

with less limbs required, as well as less horizontal space. In other words, we find

walking with legs to be more efficient than crawling.

If we look at digital space again and try to establish its connection with navi-

gational input, we can see that each of them are tied to its specific input device.

Navigation in this regard, refers to actual movement or walking; the walkign mo-

tion of a real human, or a virtual avatar. For a computer, where our input device

is a keyboard and mouse, when controlling a virtual character to move, we use
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the keyboard buttons. In a gaming console, where the input device is primarily a

gamepad, we tilt the analogue stick towards the direction we wish our avatar to

go. For VR, where current input are motion-tracked controllers, it is actually safe

to say that there is not predefined locomotion mechanic yet. However, given the

input device as well as worries regarding motion sickness, most VR applications

have resorted to a teleportation mechanic where we point with a controller and

press a button to teleport to the location we point to. Can we say that each of

these methods are intuitive or natural, since none of them are actually similar to

how we walk? Perhaps not, however, we can say that these methods are efficient

at achieving the task; so much so that we have growned accustomed to these

methods over time. These methods are efficient; they require minimal motion,

less energy, and less motion space to achieve locomotion compared to physical

walking.

This also presents another interesting research question; if buttons have proven

its efficiency, then can it be used to substitute our everyday interactions? Perhaps,

but again, I will look into navigation or locomotion as an example of interaction

here. Studies in VR has shown that this causes motion sickness, leading to many

methods VR developers are forced to use to reduce this [42]. This does not

disregard buttons because it is obviously useful for specific task like turning on a

switch, but not so for more general human interactions where motion is preferable.

From each of the previously mentioned digital spaces, VR is clearly the closest

there is to physical space interaction. Of course we do not teleport to navigate,

but since its motion controllers and HMD captures our every movement, it is a

suitable platform to envision the next step of efficient interaction. Therefore, I

establish again that VR is a suitable platform to let us understand the balance

between what we find effective and what we find to be natural or intuitive.

1.2.1 Physiological Signal Input

This section will discuss the method of sensing the aforementioned motions

and gestures. When we previously stress on motion controllers for VR, these are

controllers that are able to sense our motions and gestures. The signals from the

human body that correlates with out movements are the physiological signals.

Physiological data refers to the electrical signals that human generate when they
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perform everyday activities like speaking, blinking, moving, and so on. These

data can be read using specific sensors and displayed for us to understand and

quantify our physiological state. Utilizing these sensing methods also involves

the rethinking of new ways of how they work in a virtual environment. This is

where one of the main benefits of physiological signals become apparent. These

signals allow hands-free control for VR [122], opening many possibilities for VR

interactions in a subtle, non-intrusive manner. This also means it will not hin-

der conventional motion-tracked controllers, making both input methods viable

depending on application.

The next benefit of physiological sensing is that it can be reflected in a virtual

environment both explicitly and implicitly. As an input modality, physiological

sensing provides the user with an explicit sense of control unlike any other; imagine

pulling a virtual trigger of a gun using our own muscle contraction, which in turn

provides the illusion of the guns recoil. However, it is the implicit factor that

makes these sensing methodologies unique. [133]. Physiological sensing can either

be directly manipulated by us, or is something that naturally reflects our current

state, such as an increase in heart rate. This provides us with an additional layer

of information or feedback from the user that more accurately reflects the thought,

as opposed to explicit feedback like vocal expression which is arguably inaccurate

at times. By reflecting these implicit feedback in a virtual scene, this opens up

a new frontier of AR/VR development that delves into human embodiment and

augmentation. Implicit feedback or output can generate content that is not direct,

but rather implied by the user through their own physiological signal. Often, such

a feedback can also provide information that the user’s themselves do not even

know. These signals transcend verbal or any form of direct information delivery,

and opens up many more possibilities for AR/VR design.

1.2.2 Efficiency or Intuitiveness?

Efficiency has been mentioned several times in this chapter, and now I shall

delve into its definition. Efficiency can be described as the ratio of output to

the input of a given system. In interaction design, high efficiency is when the

user reaches a goal with as few resources as possible [57]. What then, are the

resources of an interaction? When we perform an input to a system, whether it is
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an AR/VR environment or a wearable device, the resource that we use is the time

to achieve the goal as well as the space and movement needed to achieve it. With

regards to time, microinteractions have been defined as an interaction that can

be achieved in no more than 4 seconds [6]. With regards to space and movement

however, it has not been clearly defined. If an interaction achieves its goal but

with a lesser amount of space, it can be said that the interaction is more efficient.

Therefore, we have looked into the definition of natural, intuitive, and efficient.

An interaction is natural when it is close to what we are used to in a given scenario.

An interaction is intuitive if we are very familiar with it. Both these methods

though, may lack novelty. Finally, an interaction is efficient when it requires less

resources. From all the previously mentioned examples, we can see that how we

interact or even use a device can depend on how efficient it is (button for computer,

gamepad for gaming consoles, etc.), even if it may not be natural. On the other

hand, if something is completely unnatural, we as humans may also naturally

reject it (feeling of motion sickness for button or gamepad-based locomotion in

VR), making it also clear that to a certain degree, interactions should still be

natural. Therefore, we need to find balance; an interaction that can possible be

more efficient than what we already deem as natural, yet is still able to preserve to

a certain degree, some amount of naturalness where it can eventually be intuitive

to us. If such a scenario can happen, is there a possibility for this interaction to

even overwrite what we are used to the point that we can claim it as the next

level of natural interaction?

1.3. Correlated Mapping

In this section, we discuss about the possibility of an interaction that borrows

an element of naturalness, yet still maintains some novelty which may, or may

not, present additional benefits in that given scenario.

To use physiological sensing methods to create natural interactions, we gen-

erally aim to map our inputs to that of how we perform that specific gesture in

our everyday lives. However, it has been proven that it is possible to recreate the

naturalness of an interaction by changing the mapping of an input that simply

borrows an element of the real-life gesture [129]. A correlation exists among the
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gestures that we perform in such a way that, if our brain can successfully correlate

and assigned gesture to be similar in some way to a gesture we usually perform

to achieve the same specific task, both these gestures would feel natural. This is

closely related to our body schema, which can be altered, mapped and combined

between several modalities.

To achieve something that is novel yet with some presence of naturalness or

intuitiveness, the newly designed interaction needs to borrow cues from them. In

this section, we discuss about how changing the mapping of an input gesture to

different parts of the human body presents some novelty in interaction, yet also

preserves the naturalness if the gesture can be related to an input in real life.

Correlated mapping refers to the connection between a developed interaction

with an interaction that one would perceive as natural or intuitive given the same

scenario. The developed interaction refers to how the natural interaction func-

tions, but with a difference; the mapping of the gesture or motion. For example,

let’s say a user wishes to pick an object on the floor. The natural motion would

be to lower the body, reach out the arm, and perform a grasping gesture. What

if this entire procedure could be replaced with simply looking at the object and

performing a grasping gesture on the hand? By doing so, it borrows some ele-

ments of the natural side; paying attention on the object and the grasping motion

for example. However, it presents a shortcut due to the mapping of the entire

arm motion being just on the hand itself. In this scenario, the naturalness of the

interaction is somehow preserved to a certain extent.

1.4. Research Question

To push the boundaries of interaction and develop an input method that can

be deemed as more efficient than what we perceive as natural is one of the goals

of this thesis. Is there a possibility of the next step of interaction to exist that

is more efficient than what we are already used to by ourselves? Does a shortcut

exist, and in what way? energy? time? cost? space? Or using a different

mapping? If such an interactions exist, can it possibly overwrite our natural

interactions? In fact, there has been several works that have touched on the idea

of optimizing human motion, though it is more specific such as the trajectory
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Figure 1.1: Convex Interactions leverage VR to optimize the future of human motions for

increased efficiency

planning of the arm movement [155]. This means that researchers to some degree

have considered they possible fact that we as humans may be able to adapt to

interactions mechanic that are ”better”. In other words, I would like to discuss

the possibility of developing an interaction mechanic that references its natural

counterpart, but has been modified in such a way that once we use it, we would

prefer to replace the natural counterpart with it instead. In a way, this developed

interaction is like a shortcut to a natural input because it aims to be even more

intuitive than what we are normally used to.

Convex Interactions explores different kinds of mapped input that can corre-

late to what we perceive as natural, yet is actually more efficient, making us feel

that it is intuitively superior. We simulate these input using VR as shown in Fig-

ure 1.1, and physiological signal sensing.To achieve this, we change the mapping

of an interaction to other forms of gesture while keeping it within the intimate

proxemics space, then further down to peripersonal space, making it more space

efficient. The reason why space is an interesting angle to tackle it from is because

as mentioned earlier regarding peripersonal space, we in fact have neurons in our

brains that directly correlate to the space information around us. By keeping

interactions within the small space around us, this isnt just a shortcut in physical

motion, but also a shortcut in the neural perception, making us perceive them

feeling more intuitive.
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Chapter 2

Literature Review

In this chapter, related researchers are explored, starting by the definition of

proxemics and peripersonal space, body schema representation, AR/VR mechan-

ics, natural interactions, and related sensing methods.

2.1. Proxemic and Social Space

Edward T. Hall first coined the term ”proxemics”, which is the study on hu-

man space [50] . In his work, he defined four kinds of distances for the human

space; intimate distance, personal distance, social distance, and public distance,

each with an increasing amount of perceived socially acceptable distance. Quan-

titatively, each of the defined distances can be measured in metres. Intimate

distance is within the range of 0 to 0.45m of the user, personal distance is until

1.2m, social distance is until 3.6m, and public distance is until 7.6m. Referring

to our previously defined specifications for Convex Interactions in section 1.7, it

was mentioned that it should require no more than 0.45m, which is within the

intimate proxemics distance. This perceived social acceptance means that invol-

untary invasion of intimate and personal space should be avoided. For AR/VR,

This presents several design considerations that has very rarely been considered,

but is nevertheless necessary as both platforms are evolving to become a more

social and ubiquitous platform. It was mentioned in a recent work that techno-

logical design needs to support both interaction and sociability [33]. This is a new

design approach that is required to facilitate current and future AR/VR imple-

14



Figure 2.1: Illustration of multiple AR/VR users in a shared space with their intimate and

personal space shown

mentations. Establishing a social context is about introducing the constrains of a

shared space, such as during a meeting as shown in figure 2.3. In a shared space,

depending on context, generally the constrain is the proxemics of other users with

relation to our own. If we do not regard this issue, it may lead to possible safety

concerns during collision. Meetings like the one shown in Figure 2.3 is generally

safe since each participant is seated, but recent AR/VR advancements are moving

towards standing experience instead. Therefore, introducing convex interactions

is a potential solution to mitigate this issue.

2.2. Spatial Sense from Peripersonal Neurons

With proxemics based on the fixed parameters of space around us, then what

of our perception on spatial sense? In this section, we look into the relation

of Convex Interactions with neuroscience to understand its connection not just

with proxemics, but the understanding of the human brain. Each living being

has a protected zone around us; and unlike proxemics, this zone changes in size

depending on various factors like our emotion, cultural upbringing and so on.

However, this zone is typically within arm reaching distance (equal to proxemics’s

intimate space and a requirement for Convex Interaction), though it can extend

and envelope the tools that we use [84], even virtually [47]. This zone is dubbed

as peripersonal space [34]. Most typical studies for peripersonal space is about

the placement of object within the zone, though recently researchers have been

interested with the notion of the presence of other people nearby and it’s effect on
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it. Peripersonal space is triggered from several sensory stimuli, such as our vision,

touch and auditory. Because of this, it can be said that an immersive AR/VR

environment can greatly influence our sense of peripersonal space.

Peripersonal neurons are the specific neurons in the brain that actually con-

tributes and encodes this sense of space [48]. What we experience through our

senses are encoded into these neurons to create our sense of peripersonal space.

Therefore, due to the change of visual stimuli and lack of haptic stimuli in AR/VR,

our peripersonal neurons are unable to distinguish and properly encode the en-

vironment, thus clouding our spatial sense. This is different with completely

removing our visual sense, as it was found that our peripersonal space encoding

is still preserved, just with auditory stimulation alone [123]. The issue is from

augmenting or replacing our visuals with something else. It can be said that, in

terms of neuroscience, Convex Interactionss goal is to re-encode these neurons

to reduce intrusiveness and collision in AR/VR space by instead remapping in-

puts and interactions instead of augmenting vision or introducing haptics. This

reduces the proxemic space of interaction and retrains our peripersonal neurons

for the virtual space, where we become aware that our input methods take less

physical space, thus reducing intrusiveness/collision which are an issue especially

for multi-user virtual environments. This applies to single user as well, but the

presence of something dynamic, like other users make it harder for the neurons

encoding, unlike a static object in space.

2.3. Body Schema Representation

Body schema is about the neural representation of the human body, as opposed

to peripersonal space which is the space around the body [55]. However, both

are important for us to effectively pilot ourselves through space. It has been

proven that, the body schema is malleable in a way that, different functions can

be freely mapped around the body and we can easily adapt to them with some

training [129]. This is greatly linked to the human cognition’s ability to learn

and adapt to both new environments and new bodily schema [136]. Therefore,

we know that how we perceive our own bodies can be reconfigured in many ways,

such as controlling additional arm with our feet [132], or even providing a user
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Figure 2.2: Correlated brain regions that are activated depending on the augmentation of the

body schema [136]

with multiple points of view at the same time for parallel input [131]. When

dealing with the reduction of space consumption in motion, the change in body

input mapping will be effected as well. When motion is present, the body schema

updates accordingly as well [55].

2.4. Augmented and Virtual Reality Mechanics

Augmented reality (AR) creates many forms of applications [105], but VR

holds the advantage in flexibility since everything that is perceived in the envi-

ronment can be manipulated. To simplify the explanation of VR mechanics, it can

be divided into multi-user [18], multi-modal [20], and multi-view [67] for uncon-

ventional interaction. An unconventional execution of VR mechanics is World-in-

Miniature (WIM), where a scaled down version of the environment is placed in the

user hand for ease of navigation and to create a god-like sense of presence [110].

Such a sense of presence is achieved through smart manipulation of the perspec-

tive and scale, allowing other forms of applications like interior design [56]. For

perspective manipulation, work like Parallel Eyes [67] and JackIn Eyes [68] gives

the user a sense of multiple, or another perspective by augmenting the field of vi-
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Figure 2.3: Using VR for a collaborative meeting

sion with VR. For multiple users in a shared environment, this concept has been

introduced as far back as 1993 when VR was still in its infancy [18].

It is worth noting that despite VR being a platform for novel forms of visual-

ization and input, there are still persisting issues such as the existence of motion

sickness, solution for locomotion [63], and lack of a solid haptic feedback system.

Since VR is relatively new as a consumer product, there is no rule or defining

methods for many of the interactions and user interface mechanics. This allows

researchers to continually develop and experiment new interactions, mostly to-

wards and increase of immersion. Walking-in-Place (WIP) has been investigated

several times as a solution for VR locomotion due to its naturalness [170]. Other

more novel solutions like manipulating the environment directly have also been

developed [120]. Another common solution would be to introduce a new periph-

eral to circumvent existing issues. For locomotion, omni-directional treadmills [32]

allows a user to realistically walk in virtual environments, while solutions like a

haptic suit [76] introduces the haptic sensations. However, these have not be-

come mainstream simply due to the cost, as well as the idea of introducing new

peripherals to a system that already requires many peripherals.

Even though convex interactions introduced in this work can be applied to
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both AR and VR, similar to some of the aforementioned related work for VR, they

are both still fundamentally different in execution and requires separate, related

work analysis to properly understand them. The key benefit of AR, and the main

difference with VR is that it retains the physical environment, ensuring that the

user is still aware of the environment as well as allowing interactions between

physical and virtual content. Interactions for multi-view or methods that change

the perspective and scale are rarely explored because AR is about accurately

superimposing the virtual content with the physical one. Novel interactions in VR

are about using new input modalities to manipulate the virtual content, such as

using a teach pendant to control the position of the end-effector of a robotic arm for

an AR-based simulation [107]. Another interesting mechanic uses voice to activate

key points in an AR system [106]. This allows for a more hands-free approach

which is useful depending on scenario. Another method solely relies on head-bases

gestures to create smooth pursuits interaction [41]. Furthermore, interactions have

been developed for single hand use as well, such as scenarios where the occupied

hand is used for another peripheral, or a mobile device that renders the virtual

content [135]. The free-hand position is recognized using computer vision from

the camera of the mobile device, allowing various gesture recognition.

There are other forms of AR too, such as projection-based augmentation so

the user interacts with the virtual content similar to smartphone gestures; multi-

touch to zoom and pan the content [19]. Another work explored couch-based AR

interaction, by equipping a living room-type environment with a depth sensor [86].

The user than can interact with virtual content seen on a TV screen that captures

the couch image and displays AR content. This work does not use the first-person

view, but rather explores the AR experience in third-person instead. There are

also related works that allows the user to project a longer virtual arm to interact

with either physical or virtual objects [152], similar to the Go-Go interaction

mechanic for VR [117].

However, locomotion mechanics are rarely explored for AR, because this will

interfere with how the virtual content interacts with the physical content. For

example, if we place a virtual vase on a physical table and virtually navigate to

the right side of the vase, then the vase will simply be floating in the air to our left

and is not on the table anymore. AR is more commonly used to aid navigation
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instead, such as providing virtual directional cues for the user [8].

2.5. Natural Interactions

Natural Interactions has been a very controversial, yet extremely important

topic of discussion in HCI. The definition of Natural Interaction varies according to

context, but it typically means that an interaction is close to that of the physical

world counterpart [112]. It could also mean that an interaction mechanic has

a high learning rate to quickly transition from novice to mentor, often deemed

as a Natural User Interface (NUI). In the end, an interaction is deemed natural

because it is defined based on experience: in real life, humans communicate not

just vocally, but through gestures, expressions, and movements, as we discover

the world through manipulation of the physical matter around us [157]. Other

related works also link gestures towards natural interactions [24,163]. It has been

proven that gestures directly make navigation around an interface or as an input

for digital games more engaging [13]. This is because involvement of the body

motion creates a strong effective experience and a sense of presence. Gestures,

interestingly, exists in many forms with some of them subtler than others. One of

them exists in the form of physiological signals, which can be used as a form of

natural interaction [89]. However, Donald A. Norman argued that user interfaces

that usually claim to be natural are in fact not natural, because given time,

humans are actually somehow able to adapt to that interface, unless it inherently

causes us physical harm like motion sickness [94]. He did agree though, that

gestures play an extremely important role for us to understand exactly what is

natural. In this work, we strive to challenge the concept of natural interactions as

well, by introducing interaction mechanics that could possibly initially perceived

as being unnatural.

2.6. Sensing Methods

Each of the aforementioned wearables, besides notification-based, explores

various sensing methods to read different kinds of data from us, usually by in-

terpreting some kind of subtle gesture. These gestures recognition systems are
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also present in AR/VR, such as gestures based on head rotation and move-

ment [66,148].

Physiological sensing, on the other hand, relies on more unconventional sen-

sors, though it is not wrong to say that gestures are a form of physiological signal

as well. For example, Brain Computer Interface (BCI) have been used for direct

manipulation in VR for navigation [46]. Electromyography (EMG) is another

form of sensing for muscle activity that has been used for various medical ap-

plications like muscular rehabilitation, muscular disease, prosthetic control, and

robotic exoskeletons [9,52,62,72,90]. It is also highly promising given its discrete

nature of activation [90].

Another popular sensing methodology is eye tracking [161]. It allows for direct

manipulation in two axes, and if coupled with VR, provides us with a subtle

approach since the users eyes are completely concealed by the HMD. This makes

eye tracking ideal for most VR interactions and will very likely be integrated

in the next few VR iterations [45]. One of the more important factors for eye

tracking is the right calibration, as it is heavily dependent on the user. In the

past, neural networks [39, 116], heuristic filtering [143] and parameterized self-

organizing map [114] has been used for calibration methods. However, integrating

eye trackers with current consumer VR have proven to be tricky, and available

solutions are being sold at over $10,000 [140], limiting its uses to only researchers.

For AR, even though it is possible to obtain eye trackers that can be mounted

on the Hololens [158], the cost combination of both the Hololens and eye trackers

approaches $10,000 as well.

There are many other physiological sensing methods that exist, some of which

will be covered more extensively in this study depending on sensor availabil-

ity [171]. Comparatively, physiological sensing solutions are subtler, though less

immersive, when compared to gesture-based solutions. Of course, these depend

on the context and application.

2.7. Summary

In this chapter, we highlighted some previous related work in the concept of

space, its relation with body schema, the contributions of AR and VR, the defini-
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tion of natural interactions, as well as various sensing methodologies to achieve it.

From the many discussed interaction mechanics, I would like to delve deeper into

interactions that are more fundamental; the things we as humans do everyday,

which is one of the key parameters for Convex Interactions.

Next, I will delve deeper into the definition of Convex Interactions, the analogy

behind its name, and how it is used for shortcutting interactions for increased

efficiency through explorations of several defined parameters.

22



Chapter 3

Convex Interactions

In this chapter, I will discuss about Convex Interactions, the work coined in

this thesis. I will define it as well as explain the reason behind the naming of the

interaction mechanic.

Convex Interactions are interaction mechanics that utilize our proxemic and

peripersonal space sense to shortcut interactions, both spatially and through ex-

ploration of bodily mapping, to create a more efficient and intuitively superior

form of interaction than what we are used to. Essentially, it uses what we can

learn in the field of human-computer interaction (HCI) to improve human interac-

tion (HI) itself. The term ’convex’ was used to describe this because it represents

the concept of light focusing in optics. A convex lens focuses light from an ex-

ternal source towards a single point in space, as opposed to a concave lens that

disperses light in multiple directions. We use this analogy to describe the pro-

posed interaction mechanics, illustrating how interactions in virtual environments

are converted to be more focused around the user’s proxemic distance, or mini-

mizing interactions proxemically as shown in Figure 3.1.

For the more mathematically inclined, it can also be compared to a convex set

of numbers as shown in Figure 3.2. A set of numbers is considered as a convex set

if, given any two points in that set, the line joining them lies entirely in the set.

Therefore, the convex set of numbers can be considered as Convex Interaction’s

zone of interaction, whereas the line between the two points can be considered as

the line of interaction. If an interaction takes a wide amount of space, it should

be scaled down to be within the intimate proxemics. If an interaction was already
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Figure 3.1: An illustration of Convex Interactions’ analogy with proxemics

within the intimate space, it should be scaled down to within the peripersonal

space of the user.

The simplest way to explain convex interaction is that, in terms of mapping,

it deals with a different mapping system for input that is not 1 to 1 to the human

motion. For example, if we reach out to grab a virtual object, currently this would

mean an identical motion of reaching out to grab a physical object if both the

physical and virtual object exist at the same point in space. Convexing this would

mean reducing the amount of space used by remapping this function to another

limb or shortcutting the process by removing some procedures. The trigger to grab

the object is due to a signal from the human body, as opposed to the mechanical

trigger of an external activation like a button. Mapping of input greatly effects or

sense of presence and immersion if done correctly, evident by VR itself which is

essentially a mapping of camera control to head rotation. In this thesis, we also

explore other types of gestures as well as physiological signals.

However, determining the specifications of what qualifies as a Convex Inter-

action is still not a simple matter, though right now we can hypothesize the

approach. Firstly, we need to understand how shortcutting an interaction will

effect the users perception and performance. Then, we need to experiment on

the possibility of changing this mapping or function to another limb to conserve

spatial use.
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Figure 3.2: An alternative interpretation of Convex Interactions’ analogy with respect to convex

sets

Figure 3.3: The maximum amount of space used for Convex Interactions derived from proxemics

compared with conventional interaction space
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Trying to deal with every single form of interaction that currently exist for

a human is almost impossible; therefore, I look into 2 generic interactions that

I believe covers our spatial reach most. The first being locomotion, and the

other being selection and activation. Locomotion, as I have discussed since the

Introduction chapter, is a suitable example because it is an interaction mechanic

with space that we know of since the moment we are born, and has evolved from us

from crawling to walking. Therefore, understanding the next locomotion mechanic

that could potentially be more efficient than walking serves as a suitable progress

for Convex Interactions.

3.1. Parameters

I look into several parameters that will influence my design for Convex Inter-

actions. Based on what was discussed earlier, I have established that the first

key component in designing these new forms of interaction is the space constrain.

However, changing this depends on the interaction type and would also effect how

the mapping is conducted, the motions involved, and even the direct output of

the interaction. Therefore, the five key components are:

• Space type

• Interaction type

• Mapping Type

• Motion Type

• Output Type

These parameters will be explained below. Our full approach in the next chapter

are designed based on the parameters listed here.

3.1.1 Space type

As I have established before, the first parameter would be the space type for the

interaction being performed. This is divided into intimate space, or peripersonal
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space. Intimate space is a radium of 0.45m around the user, meaning interactions

that require the user to extend his/her limbs within this distance falls into this

category. Several limbs can also be moved at the same time or procedurally. In

terms of vertical space, there is no constrain. Peripersonal space governs inter-

actions with no obvious output when observed from the outside. This includes

eye movements, muscle contraction, tongue movement, etc. Limb movements are

possible as well, though only rotation of the limb about its axis.

3.1.2 Interaction Type

Since there are too many forms of interactions that a human can perform,

this parameter divides interactions into two categories; serial and parallel inter-

actions. Serial means that, to reach a desired output, the user performs a series

of movements one after another in a procedural manner. Selection and activation

is a form of serial interaction, where to achieve the desire of grabbing an object

in space, the user must first look at the object, reach out an arm, touch the ob-

ject, and grasp the fingers to grab it. As for parallel, this interaction type means

that several motions are involved at the same time to produce the desired output.

Locomotion falls into this category, where the user’s intention is to propel him-

self/herself forward. In this case, the motions of the left leg, right leg, left arm,

and right arm are all activated at the same time to achieve this.

3.1.3 Mapping Type

Mapping type is related to the correlation of body schema and the changes

and modification of it when designing a new input for a desired output depending

on the interaction type. The modification is divided into two type; shortening

and rearranging. Shortening means removing additional procedures required for

a desired output of an interaction, such as reducing the motion of walking to that

of only the feet or hand movement for locomotion. Rearranging means, in a given

interaction type, the output of any interaction type can be paired with any input

motion, such as mapping a locomotion output to that of the neck motion.
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3.1.4 Motion Type

Motion type refers to the motion of the body parts required to achieve the

desired output, measured through the physiological signals of the user. This is

simply divided into the same motion type, or different motion type. The same

motion type refers to, regardless of the mapped body schema, the motion itself

remain unchanged. For example, the same motion of the arm swing is preserved

for locomotion, even if it has been modified where leg motion is not required for

locomotion. A different motion type means, for a desired output, the motion itself

is different from the expected motion. For example, grabbing an object requires

the motion of moving the entire arm, but the motion itself can be changed to a

simple flex of the arm muscle.

3.1.5 Output type

The output type governs the expected output of an interaction, as has been

divided into linear or non-linear. A linear output type means that the output is

exactly as expected, such as a the locomotion interaction would expectedly create

an output of moving forward. If the output was non-linear, then it would be

different from what a typical human would expect it to be. In the locomotion

example, perhaps the output becomes a change in elevation instead, of a different

movement trajectory as opposed to the norms.

3.2. Research Contribution

This research does not focus on the development of new wearables or hardware

for the interaction, but rather on understanding the right gesture and sensing

methodology to push human interaction to the next stage. The contributions can

be summarized as the following:

• To explore the possibility of beyond natural interactions as the next step of

human interaction evolution.

• To understand how spatial constrains contribute to more effective motions

and gestures with the aid of VR
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• To explore various correlated mapping input using physiological signals

• To suggest scenarios and applications where Convex Interactions may con-

tribute, within the field of VR and beyond

3.3. Summary

To summarize, Convex Interactions is just the first step into understanding the

evolution of human interaction. At this point of reading, it is currently just an

hypothesized interaction mechanic that can theoretically improve natural interac-

tions. In the next chapter, I will proceed through my approach in understanding

Convex Interactions more through the development of new interaction mechanics

using VR as a tool.
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Chapter 4

Approach

This section underlines my approach towards understanding Convex Interac-

tions. Previously, we defined what is an efficient interaction, and understood that

based on related work, we can see that 1) VR is a suitable tool or platform to

emulate human motion and vision due to its sensory immersion, 2) the motion

inputs in VR can be measured from the human physiological signals, 3) the map-

ping of the body schema can influence our perception of motion, and that 4) the

perception of space exists both in the physical environment as well as on a neural

level.

However, before claiming that a certain motion or gesture is able to overwrite

what feels natural to us, detailed studies still needs to be conducted to explore each

of this aspect properly. This section uses VR as the main medium to understand

Convex Interactions, with each approach aiming to answer a specific research

question.

4.1. Workflow

As it is not possible at this point to actually look into every single available

human interaction, my approach is divided into two main interactions that is most

spatially consuming. The first interaction is locomotion, which is a user’s motion

to induce his/her change of position in space, and the second interaction is selec-

tion and activation, which are pick and place activities in general, or interactions

with nearby objects in space. This section will look into five stages of research on
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development, with each of them catering to a research question. The first three

are on the locomotion scenario, whereas the last two delves into selection and

activation.

The first approach is to answer the following; in a locomotion scenario, sev-

eral motions and gestures are involved. Given that, I looked into the approach of

increasing efficiency by reducing space of interaction to within the user’s intimate

space, reducing the number of motions involved, as well as reducing energy con-

sumption while preserving the naturalness of the motion. With this modifications,

will the user find it preferable over ordinary locomotion? For this study, we do

not change the mapping of locomotion, but instead simply perform a shortcut to

the existing motions involved.

The second approach is to answer the following; based on the earlier results,

we now look into the correlated motions with regards to locomotion. We now

directly map precise control of the feet motion’s output onto the hands. This

approach also reduces the space of interaction to that of the intimate space, but

the motion is programmed in such a way to be one-to-one with the user’s motion.

By doing this, are we able to maintain, or even increase the accuracy of user?

The next approach answers the following and is the last locomotion scenario;

we now take a more drastic approach to space consumption in the motion by

reducing it to within the user’s peripersonal space. As defined earlier, peripersonal

space changes when the user moves or grabs an object. Therefore, interaction

within this space means that the motion generally involves only rotation of limbs,

and/or movements that do not extend outwards such as eye movement. We also

further push this by mapping the actual output of locomotion from linear to

rotational to understand user’s adaptation. With this drastic modification, can

the user still adapt to a direct change of output and space constrain in such a way

that it can even potentially overwrite our preference?

The next approach moves to selection and activation; this scenario differenti-

ates in a way that, this particular form of interaction is more procedural-based, as

opposed to multi-input like locomotion. For selection and activation, we perform

a motion, followed by the next, to achieve the desired output. Therefore, the

shortcut approach for efficiency in terms of space and number of involved motion

for this interaction is studied here. According to what we found in the previous 3
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results, can this be applied to other forms of interaction?

The final approach looks into just activation; this can potentially be difficult

to answer, because this can possibly be substituted with a button input. In this

case, we directly compare button-based input with physiological signal input. In

such a case, the physiological signal input needs to be as usable as a button

4.2. Sensing Methods

In this section, we discuss on the different sensing methodologies that will be

investigated to facilitate Convex Interactions. The key objective in this particular

section of study is to identify gesture input methods through the sensing of our

physiological signals. As mentioned previously, conventional input is achieved

with buttons on a gamepad or through full motion.

It is important to note that this study will place several limitations on sensing

methods depending on two key factors; implicit and explicit interactions. We focus

more on explicit interactions so that various input modalities can be studied as an

alternative over conventional input like buttons and motions in a VR environment.

Among the various forms of explicit sensing used here is eye tracking, muscle

sensing, and gesture recognition, which will be the key emphasis of this study.

Implicit sensing generally cannot be controlled directly by humans and acts more

like a reflection to our physiological state, such as heart rate, blood pressure,

and temperature. Since there are plenty of physiological signals in the human

body, it is not possible to cover every forms of interactions by all the signals.

We also primarily look into sensing methods that can augment the HMD itself so

that it remains hands-free and clutter-free for minimal intrusiveness especially for

intimate proxemics. For the arm swing work, arm gestures use the readily available

controllers to track the movement. These are not readily available for AR devices

at this point of writing, therefore VR motion controllers are used. To briefly

cover each interactions, arm-based input investigates the use of arm swinging

motion to navigate in a virtual environment. Forearm movement uses intermittent

pinch gestures for accurate navigation in virtual space. Towards more subtle

interactions, we investigated the use of head movement and facial muscle gesture

to facilitate sports spectation. We then further investigated the combination of
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head movement with eye gaze tracking to navigate 360-degree-video environment,

as well as head movement for a more directed approach. Next, we look at the

multimodal approach of eye gaze tracking with arm muscle contraction as an

alternative hands-free input modality. Finally, we look at eye gaze tracking only

for the most minimal movement as an input.

4.3. Convexed Locomotion: Arm-based Gestures

Our first look at convex interaction is based on arm gestures which are sensed

using the conventional motion controllers. The two developed interactions; arm

swing and PinchMove, will be explored in this section.

4.3.1 Arm Swing

This section is adapted from a full paper presented at the ACM International

Conference on Mobile and Ubiquitous Multimedia (MUM 2017) [100]. The paper

was co-authored by myself and Kai Kunze. Arm Swing is a locomotion mechanic

that falls into the intimate interaction space. Since locomotion is a parallel-type

interaction, it shortens the required interaction by removing the primary motion

(feet movement) and emphasizing the secondary motion (arm swing). However,

the motion type was not changed as arm swinging was still used, and the output

is linear where the user moves as to be expected.

Navigating virtual spaces in VR often causes motion sickness. It might be

a critical barrier to use VR as effective rehabilitation and training tool. One

attempt to overcome this sickness is to simulate locomotion [79]. Current research

implementation related to locomotion in VR such as walking in place (WIP)

methods aim to create a more realistic sensation of walking, thus negating motion

sickness by avoiding contradiction with the body’s sense of balance and spatial

orientation [151]. However, as VR usage becomes more mainstream, WIP suffers

from several issues, mainly 1) jogging in place causes potential drifting and uses

up up space, and 2) it becomes tiring after a slightly extended period of usage,

unless it was designed for energy consumption like sports simulation in the first

place. This creates a barrier for some, such as elderly consumers or just the general

public who wants to use VR more socially. Unlike foot or head-based WIP which
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enables locomotion through foot motion or head bobbing, using arm swing enables

users to navigate a virtual or augmented environment simply through arm swing,

allowing for a more socially acceptable interaction while preserving the realism

of walking that is natural to human gait, as well as consuming less energy. The

user simply needs to swing their arms in a natural movement as they do when

walking, providing them the freedom to look around without affecting the walking

direction. No feet movement is required, making any additional sensors or 3rd

party peripherals unnecessary. Users also do not need to deliberately bob their

head to allow a better immersion and focus in the virtual scene during locomotion.

The implementation of arm swing gesture pursues 4 major goals: to develop

a virtual space locomotion solution that feels natural, preserves immersion while

using less space, ensure that users can easily utilize the system without additional

devices, and evaluate users’ feedback on the energy consumption, ease of use

and immersion factor of arm swinging compared to existing WIP methods such

as VR-Step [149]. Other locomotion solutions in VR like the omni-directional

treadmill [32], brain interface, etc. has been developed towards the similar goal

of immersion, yet they involve hardware that are not easily accessible, too costly

for the average consumer, or simply adds to the number of peripherals for VR

systems that are already plentiful by default, making these solutions viable only

in research labs or specific applications. This makes software approaches like

arm swing gesture preferable. Furthermore, with the inclusion of hand position

tracking controllers for the current and future generation of VR solutions, users

do not need 3rd party tracking devices. Arm swing was never a necessity for

human locomotion, however this motion feels natural for humans when walking

or running [5], and simulating this gesture in VR has the potential to induce the

sense of navigation while maintaining immersion.

Navigating a virtual space highly depends on the kind of system being used.

For example, mobile systems like the Google Cardboard and Gear VR does not

have any physical controls, making these choices rather limiting when it comes

to any form of interaction in VR space, since the user essentially only has gaze-

based interaction. The Oculus Rift DK1 and DK2 relies primarily on a game-pad

controller for both interaction and navigation, while the current generation of

VR devices, namely HTC Vive and the new Oculus Rift has controllers that are
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tracked in physical space. The AR space is even more scarce, with the Hololens

having no hand tracking and mobile solutions like ARCore and ARKit still renders

virtual content on the phone display only. With such variability in VR systems,

various researches have been conducted to determine the best possible locomotion

method in VR space. One of the biggest advantage offered by the HTC Vive is

the room-scale experience, where the user can physically walk around within a

confined physical space thus improving the sense of presence [139]. The Vive uses

a Chaperone bounding system for the user to see the physical boundaries in virtual

space, so the boundary does not need to be integrated by developers [26]. This

allowance for actual walking is in line with a human’s psychological requirement

that physical movement is more important than a rich visual scene when it comes

to locomotion [126]. It was found that both transitional and rotational body

movement helps for efficient navigation [127], though another research showed

that physical rotation is sufficient for actual walking, implying that immersive

locomotion can be achieved without the required physical space [124].

More natural interactions where the user simply performs a jogging action on

a spot to navigate have been gaining popularity because spatial information is

the same as the real environment, therefore humans require the correct motion to

adapt to any change in the virtual world [113]. One of the more popular methods

is called walking-in-place (WIP), where the user simply performs a jogging action

on a spot to navigate. VR-STEP was one of the newly developed method aimed for

mobile VR that leverages inertial sensors in the smartphone to provide the user

with a realistic method of locomotion [149]. However, this system only caters

for mobile VR and AR. Another WIP implementation is by using a Wii balance

board [164]. Since the board has pressure sensors, it was relatively straight forward

to use it as a locomotion device for virtual environments. This proved reliable and

that the Wii board can be easily obtained, though users still need to rely on this

additional peripheral to couple with the already arguably cumbersome HMD and

controllers for a VR setup. The same can be said about another work that uses

the Microsoft Kinect to detect walking [167]. The depth sensors in Kinect allows

accurate skeletal tracking of the user by measuring the angle between the hip,

knee and ankles. Compared with the Wii board, gesture based recognition means

that the user is at least not in physical contact with the peripheral, preserving
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relatively more immersion. Other approaches for WIP are by attaching calibrated

sensors on the legs and calf [169], however, WIP methods tend to be more tiring

and a continuous jogging motion may cause perspiration and to a more serious

degree, nausea. This is the reason why VR applications rarely use head bob, which

is a way to show that the virtual character is moving by bobbing the camera [153].

Furthermore, WIP can only be used while standing, whereas arm swinging can

be achieved at sitting or standing scenarios.

Arguably, the best method for locomotion when it comes to immersion is by

using an Omni-directional treadmill (ODT) [32]. It was initially developed for

the U.S. Army’s Dismounted Infantry Training Program and it allows the user

to realistically perform walking motions, yet still remain at a single spot. The

main disadvantage is that a custom treadmill like the ODT is surely too costly

for average consumers, if even accessible at all.

There are also more unconventional methods for VR locomotion, such as a

flight based locomotion by manipulating the sense of scale [110], rotating the

virtual environment [120] or simply using head angle [148]. One of the more

unique methods of navigation is by using brain-computer interface [46]. In this

method, electrodes are attached to the user’s head to obtain electroencephalogram

(EEG) signals that are used as input values for the virtual environment. However,

brain interface tends to have inherent issues such as the presence of noisy data,

as well as it not being accessible for the average consumer.

With this current generation of VR systems, most developers rely on on-rails

sequences, controller-based, or teleportation-based navigation. On-rails simply

mean that the user is not given the freedom to walk around and is confined

to a fixed rail that usually consistently moves which can be seen on games like

London Heist: The Getaway and Walking Dead. Blink teleportation is a relatively

new method proposed by Cloudhead Games [27] for VR where the user simply

points and teleports to the designated spot. Lastly, controller navigation using a

gamepad, normally maps the left analog stick to locomotion and the right stick to

head movement. For these three methods respectively, the user has no freedom of

movements, teleportation is not realistic, and gamepad controls induces motion

sickness which is more prominent for VR.

The closest to our proposed method is a research by Mc Cullough et al. and
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Wilson et al. [85, 166]. Both use an arm swing method similar to the one pro-

posed. However, they require additional hardware (the myo-arm band). The band

has to be adjusted in a specific angle (susceptible to shifts and not placement-

independent). They are also using simply angle changes on the upper arm or

velocity to detect the walking speed, not the trajectory of the walking direction.

The user in VR walks in the direction of their head orientation not in the direction

of the arm swing. Our approach in comparison works without additional hard-

ware, is sensor-shift/orientation robust and uses arm swing trajectory for walking

direction. The user can look in any direction while walking.

Using the arm swing movement is often only limited to bipedal locomotion [5],

and is a rather interesting proposal as studies have shown that arm swing reduces

the moment about the vertical axis of the foot while walking [108]. This means

that a relationship does exist between arm swing and foot reaction, despite it

not being necessary while walking. In fact, total energy consumption with arm

swing is lower than without during walking even though energy is consumed for

arm movement, therefore overall reducing the cost of walking [29]. Because of

these traits, researchers have utilized arm swing for walking rehabilitation [74]

and robotics [28].

Implementation

The mechanics of using arm swing relies solely on the users’ arm swing motion,

akin to normal walking gait. No form of additional pressure sensors is required

for the feet movement tracking, or that deliberate head bobbing is necessary. It

is important to note that the facing direction and walking direction should be

different as well. This means that the user should be able to continuously walk in

the direction their body is facing, yet still may freely look around. Furthermore, in

an effort to preserve space used for arm swinging, the algorithm does not depend

on how far the arm is swung, rather the relative positions of the arms. A solution

for this will be further explained in the next few paragraphs. Since arm swinging

is achieved using purely motion recognition, no buttons are actually required, and

can be reserved for other forms of interaction if the scenario desires. This is shown

in the user study, where a simple task is assigned for the participants using the

trigger buttons. ArmSwingVR was developed using the HTC Vive because as the
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moment this work was conducted, only the Vive comes with positional tracking

controllers. Therefore, only the Vive controllers and headset are necessary for the

user to fully use the proposed method. The tracking space used for development is

1.6m x 3.1m, though for the user study, the tracking space will be maximized (4.6m

x 4.6m). The entire system was built using the Unity development environment

for seamless integration with the SteamVR plugin. C# was used as the primary

coding language. For a smooth VR experience, a desktop Windows PC equipped

with a Core i7-6700 processor and an Nvidia GTX 980 graphic card was used

which is above the recommended specifications.
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Finite state machine was used to enable the system to recognize the position of

both controllers relative to the position of the HMD [148]. The relative positional

vectors for the controllers and the HMD must first be determined so that the

system knows which of the objects are in front of the other regardless of the

facing direction. We are only interested on the forward vector component because

the height and side vectors are not important for arm swing. For the relative

positions between controllers, relative vector AB is found by subtracting vector

A with B. The transform vector of A is then normalized and the dot product

between AB and the normalized A is used to find the forward vector component.

This procedure is repeated to find the relative position between the HMD and

the left controller (called vector AC), as well as between the HMD and the right

controller (called vector BC).

Six states were constructed for the motion detection, which are Idle, Right-

Front, LeftFront, RightFront2, LeftFront2, and Walk. Figure 1 illustrates the

algorithm that connect each of these states together through a series of decision

making. The Idle state is the default state of which the user is standing or inter-

acting with the virtual environment. In this state, no velocity is induced and the

system checks the positions of the controllers. If AB is positive, BC is positive
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and AC is negative, this means that the right controller’s position is in front of the

HMD whereas the left controller is behind. This changes the state to RightFront.

A similar decision process is made for LeftFront. In this next tier of state with

RightFront as an example, we then check the duration t of which we are in the

state. If t is within 1 second and the position remains the same, the state reverts

back to Idle.

Otherwise, if the position switches such that the left controller is now front,

LeftFront2 is then initialized. RightFront2 and LeftFront2 is a safety state layer

that ensures that the user does not accidentally walk, and will only do so on pur-

pose. Similarly, the duration is checked again, and if the arm positions switches

once more, we finally enter the Walk state. The actual walking motion is con-

ducted in this state. Velocity is induced based on the walking direction. The

walking direction is not the same as facing direction, which is common in most

first-person view camera applications. In real life, we may walk in a direction yet

face another. To achieve this, the walking direction has to depend on the forward

vectors of the controllers. The resulting walking vector D is found by summing

vector A and B. Figure 4.2 depicts these vectors from a top-down view. Linear

interpolation is then used to smooth the change of vector D when the controllers

are constantly swaying back and forth. Furthermore, only the rotation about y-

axis of the vector is important since we just wish to know which way it is facing

and not if the vector is facing downwards or tilting.

It is important to use Quaternion rotations for this because a controller that

faces downwards, which is common when walking, will be subjected to gimbal lock

if Euler rotations were used. If the user wishes to stop walking, several conditions

need to be met. One of the most important parameters is finding the speed, s of

the controller. If the speed of the controllers approach zero, it is highly likely that

the user has stopped swinging their arms. However, the speed also approaches

zero at the amplitude or maximum swing of the arms. To solve this, we created

two conditions: walking is halted when the controllers’ velocity approaches zero

and are close to the HMD at the z-axis, or when the controllers speed remains

close to zero after a period of time. The first condition uses the vector AC and

BC computed previously to determine if the user has stopped any motion and

is standing still. The second condition uses a Coroutine that delays the next
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Figure 4.1: Finite state machine algorithm.
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Figure 4.2: Top-down view of the directional vectors.
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Figure 4.3: Placement of the trigger plane for determining the point.

checkpoint by 2 seconds. If the controllers are still relatively static after that

period of time, the state finally reverts back to Idle.

The user can control the walking speed depending on the speed of arm swing.

However, as mentioned earlier, the speed approaches zero at the maximum or min-

imum swing point. This causes a jerky movement as the velocity of the movement

constantly fluctuates between zero and the current arm swing velocity. Therefore,

we created a trigger plane placed on the HMD as shown in Figure 4.3 and only

take the velocity of the arms at the point of collision with the trigger plane to

ensure that only the maximum velocity value is used.

The resulting system is a relatively solid locomotion method with low acciden-

tal stops and walks, while allowing the user freedom to look around and control

their walking speed without the push of a button.
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User Study

The user study for arm swinging is a comparison with WIP based on 4 fac-

tors; performance, motion sickness, energy consumption and immersion. The user

study focuses on a direct comparison between the mechanics present in VR-Step

(used to represent WIP-based solutions) with our method, both which are easily

accessible for consumers and are software-based solutions. Furthermore, since this

study is aimed towards standing VR experiences, to some degree, the users are

able to physically walk around a fixed amount of space due to the Vive’s track-

ing. Our implementation of VR-Step was based on the HMD’s spatial tracking

data. The user firstly needs to press both the grip buttons while standing still to

calibrate the height data. This creates a trigger collider above the HMD that can

only be triggered when the WIP state is activated. This is as similar to VR-Step

in which a distinct jogging motion is required [149]. For this method, a slightly

modified state machine algorithm was used, composed of five states; Idle, Tran-

sition, Triggered, Walk, and Walk2. After determining the height of the collider,

the system checks if the user’s head enters the collider. If it does, the Transi-

tion state activates. This state acts as a transitional phase or safety measure

to determine if the user desires to walk or was simply performing other forms of

interaction. In this state, the system checks the user’s head’s location within 0.5

seconds. If the head has exited the collider, the Step phase is initialized. Oth-

erwise, it goes to the Triggered state. This state activates when the user’s head

has been in the collider for a period of time. If the head exits the trigger again

within 0.5 seconds, Step is registered. Otherwise, it returns to the Idle state. In

the Step state, velocity is induced to the rigid body, creating a forward motion

at the facing direction. Unlike arm swing, facing direction and walking direction

are not independent. Maintaining this velocity depends on the user’s capabilities

to alternate the head position from entering and exiting the collider, i.e. a head

bobbing motion. Therefore, Step2 was created for when the head enters back the

collider while in the Step state. Step2 then reverts back to Step when the head

exits the collider again, for a continues induced velocity. If none of this conditions

are met, the state reverts back to Transition to check again, and no more velocity

is induced. Each participant is given about 5 minutes to familiarize themselves

with the locomotion controls for both methods before the study is initialized.
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Figure 4.4: Virtual routes for the user study.

To ensure that the speed of movement of the participant for both the loco-

motion methods are the same, the previously mentioned feature regarding con-

trollable locomotion speed is disabled. We obtain the immersion and Simulator

Sickness data through the Presence Questionnaire and Simulator Sickness Ques-

tionnaire (SSQ) [69]. To determine its effectiveness, the participant is required to

navigate a series of routes shown in Figure 4.4 while picking up virtual balls that

they find using the trigger button.

These balls must then be placed into a virtual basket located further down

the route, where it counts for 1 point per ball. After each score, the next route

appears and the participant must repeat the process. Figure 4.5 shows a giant

arrow hovering over both the ball and the basket so that their positions are known.

The routes were designed in a way that forces the participants to navigate in all

four directions. They are also straightforward to eliminate any requirement for

the participant’s spatial awareness. This task runs for 15 minutes per participant,

for each of the method. Even though extended VR sessions are not advisable [95],

VR is improving every day and full story-based 3D games are being developed for
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Figure 4.5: View of the participant, where the blue arrow is the location of the ball and red

arrow is the location of the basket.

VR as of this moment, therefore we deemed it necessary for participants to spend

15 minutes for each method to determine the outcome and energy expenditure.

At the end of each locomotion experiment, the participants are required to

complete the SSQ to determine their feedback on any induced motion sickness

[63]. To determine the immersion and sense of realism, the presence questionnaire

[168] was deemed suitable because it covers a wide area of applications including

locomotion in VR. We chose to exclude the sound and haptics-based question as

they are not related to the current study. To determine energy consumption and

workload, the NASA task load and heart rate monitoring is used [43]. For the

quantitative analysis of performance, we compare the score achieved through both

methods. The participant’s beats per minute (BPM) is taken three times each,

prior to and after both studies to determine the heart rate, for a total of 12 readings

per participant. Even though heart rate data can be further improved by coupling

it with accelerometer, we determined that since the movement mechanic for both

of the methods are fundamentally different, using an accelerometer is not suitable.

Furthermore, BPM data can be easily obtained from various health monitoring

devices, in our case, the Samsung Galaxy S6 Edge+ smart phone. Thus, data from

both the NASA task load and heart rate monitoring are sufficient and relatively

accurate to determine energy consumption [43,54,162]. Additionally, we use both

the NASA task load and heart rate because relying on only one of them may not
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Figure 4.6: User study for ArmSwingVR (top) and WIP locomotion (bottom).
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achieve the accuracy we desire. Relying on a purely qualitative analysis is rather

subjective, while heart rate monitoring is also associated with stress level [160].

However, for the purpose of this user study, since the participants will mostly be

actively engaging in the VR environment using both locomotion methods, it is

more than likely that the rise in BPM is due to physical activity. A total of 18

participants were recruited, comprising of 12 males and 6 females aged between

20 to 27. All of them do not have prior cardio-related health issues related and

are inexperienced with both mechanics of using arm swing and WIP.

Results

Comparison was already made between actual walking and WIP [156], how-

ever, arm swing is a novel method that has not been developed or studies up

previously when it comes to VR locomotion. Starting with the overall score for

the participants, the average score for using arm swing is 7.44 while for WIP is

7.22, suggesting that they both perform equally under equal locomotion speed.

Figure 4.7 shows the SSQ analysis results for both methods based on the SSQ

computation method [69] with regards to nausea, oculomotor, disorientation, and

the total score.

Interestingly, one of our assumptions was that arm swinging does not cause

more motion sickness compared to VR-Step’s solution. Yet, our results show

that arm swing produces less sickness with regards to nausea and the total SSQ

score, whereas WIP method shows to be better in terms of oculomotor by a

small margin and disorientation. Disorientation in particular is worth mention-

ing, because the participants seems to be less disorientated compared to the

rest state as well. A T-test analysis for each of the category between Arm-

SwingVR and WIP shows no significant difference except for nausea with a score

of p = 0.0022. This was reinforced with an Analysis of Variance (ANOVA) for

nausea that showed statistical significance between pre-test, ArmSwingVR and

WIP (F (2) = 10.951, p = 2.92x10−10).

In terms of presence, the results are divided into the following sub categories;

realism, possibility to act, quality of interface, possibility to examine and self-

evaluation of performance. Figure 4.8 shows the participants’ feedback using the

presence questionnaire for both methods.
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Figure 4.7: Chart for SSQ score.

Figure 4.8: Chart for Presence score.

Performing a T-test for these forms of presence gives us a p score of 0.94, 0.97,

0.37, 0.88 and 0.81 respectively, proving that there exists no statistical significance

between arm swinging and WIP. This also means that no significant sense of

presence was sacrificed for the participants and the immersion level is comparable

and preserved.

By observing the heart rate, we can clearly indicate that the WIP method

causes a much higher BPM for the participants since it requires more motion and

energy for a continuous jogging motion, as opposed to arm swing. Figure 4.9

shows the general BPM readings for the participants. Figure 4.10 shows the rise
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in heart rate for the participants for both arm swing and WIP, by subtracting the

heartrate with its pre-test values. Overall, it can be seen that the highest rise in

heart rate for a participant is 51.66, which was a rise from 78.67 BPM to 130.33

BPM for WIP approach. Arm swing has a significantly less rise in heart rate with

the highest value being at 24.33, which was a rise from 87 BPM to 120.33 BPM.

This clearly indicates that WIP methods generates a higher heart rate, which is

associated to a higher expenditure of energy. To enforce this, the NASA task

load data in figure 4.11 illustrates a quantitative take on this analysis on energy

expenditure. This score is taken after each participant answers the questionnaire

for mental demand, physical demand, temporal demand, performance, effort, and

frustration, followed by weighting each of these factors.

Figure 4.9: Heart rate against time during idle (left) around 80 BPM, ArmSwingVR (middle)

around 95 BPM, and WIP (right) around 120 BPM.

It can be seen that the participants unanimously score higher for the WIP

solution with the highest score at 65.67. The average ArmSwingVR score is 39.87,

while for WIP is 54.18.

Discussion and Limitation

We showed the feasibility of arm swing to replace WIP. Studies have already

proved that dynamic walking overall induces less motion sickness compared to

static walking in virtual environments [63]. This can also be mentioned as a

comparison between room scale VR or a wide AR space, with sitting VR where

physical motion is kept to a minimum. According to the feedback of some of the

participants, almost all of them agree that locomotion by arm swing is low in pro-
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Figure 4.10: Chart for each participant’s rise in heart rate.

Figure 4.11: Chart for overall Nasa Task Load score.

file yet remains immersive, making it suitable for non-intrusive use. Furthermore,

cables on HMDs, particularly in VR, caused some annoyance for WIP and rarely

for arm swing, though as the technology evolves, wireless solutions are more than

likely. Some of the participants noted that there is some gliding issue with regards
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to both methods. Gliding is when the participant stops moving, and the system

takes an additional second to actually stop. This gliding issue does cause some

motion sickness. However, similar to VR-Step, the gliding issue is not perceived

once variable speed control is activated [149]. This is because even though gliding

may still exist, since the system accelerates and decelerates according to the user,

it is more difficult to notice. The immersion factor of WIP cannot be ignored,

however, a continuous jogging motion is quite tiring as most if not all participants

ended up sweaty and panting after just 15 minutes in the VR session. This is the

reason why nausea scored high for the WIP method, since sweating was taken into

consideration in its scoring. Another issue with WIP that is worth mentioning is

that since the jogging motion uses feet movement (even though it is not obligatory

for the system to function), most if not all participants tend to drift from their

original position. This drifting often causes them to move away from the Vive’s

tracking area, or in some occasions, minor collision with the physical wall of the

room. This is one of the factors that make WIP methods less desirable for social

space usage.

For arm swing, most participants had no issue performing it for 15 minutes.

Each participant was also clearly told to hold the controllers facing forward since

the walking direction is influenced by it. However, some of them start to hold the

controllers in other angles particularly after about 10 minutes, causing them to not

walk straight, thus inducing a small but negligible amount of sickness. However,

most participants also added that this feature is more realistic. After trying on

the WIP method, they tried to do the same, and this caused some motion sickness

since WIP methods rely solely on facing direction. Since arm swinging requires

precise tracking of the hand trackers and HMD, it is vital for the participant

to maintain in the Vive’s tracking area. Thankfully, since no feet movement was

present, the drifting issue can be avoided. Occlusion may still happen occasionally,

but this is more of an issue for any infrared (IR)-based tracking. If sensing is based

on inertial sensors, this issue is mitigated.

Overall, all participants agree that using arm swing is the better choice for

VR navigation use even in social spaces, unless the VR environment was designed

for working out or consuming energy. Furthermore, since some degree of physical

interaction is required for locomotion as opposed to more traditional means like
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button input and blink teleport, the immersion is preserved. This allows for a

wider target audience including the elderly to indulge in a more immersive VR

experience.

Naturally, the main drawback of arm swinging at this point of time is that

it is only limited to VR systems that provide controllers that tracks both hand

positions. However, as AR and VR becomes progressively better and more main

stream, such controllers will surely be adapted in other VR solutions, until the

point where gesture-based recognition becomes mainstream. Additionally, arm

swing was developed purely for navigation on a terrain, and was not designed

for jumping because there is no noticeable or distinct arm motion when a human

jumps. In this regard, WIP systems should be able to perform better, though

this is another matter entirely but worth mentioning. Lastly, since the arms need

to be constantly swinging, it is difficult to perform other forms of interactions

that requires hand gestures while navigating. It is possible to use a single arm

swing, though that is unnatural. Although the same can be said with most other

WIP methods, it is nevertheless a matter that needs to be considered depending

on the application. Even though sitting VR experience was not covered in this

study, nevertheless it is worth considering. The algorithm currently used for our

method does not support sitting experience at the moment, though that can be

easily added on. Interestingly, some of the participants did mention that arm

swing while sitting would be quite acceptable as opposed to head bobbing motion

which is strange with no leg movement. This is best experienced with a chair that

can rotate for turning around.

As mentioned previously, seeing how different AR and VR systems can be, it

is difficult if not impossible to find one best locomotion method for all scenarios

and applications. The proposed method manages to reduce energy consumption

while still being immersive, making it suitable for wider audience of a different age

gap, as well as for social spaces. Due to its software-based solution, users do not

need to rely on additional peripherals and sensing methods like sensor-equipped

shoes, etc. Finally, it is a convex interaction alternative to WIP that proves that

even with the lack of the primary motion, users can adapt to this motion for

locomotion. making it more efficient in terms of energy and space compared to

conventional walking.
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4.3.2 PinchMove

This section is adapted from a full paper that will be presented at the 20th

International Conference on Human-Computer Interaction with Mobile Devices

and Services (MobileHCI 2018). The paper was co-authored by myself, Zikun

Chen, Liwei Chan, Megumi Isogai, Hideaki Kimata and Kai Kunze. PinchMove

is another locomotion mechanic that, like Arm Swing, falls into the intimate

interaction space. However, the mapping is changed here where the motions of

the primary motion are mapped onto the arms, making the arms behave more

like footsteps. Therefore, the motion type is not changed and the output remains

linear.

This next work looks at another form of Convex Interaction utilizing the arms

for locomotion. However, the difference is that, instead of prioritizing immersion,

we look into the idea of accuracy of movement and aim to propose and accurate,

convexed interaction mechanic. In today’s virtual and augmented reality systems,

it is nearly impossible to create a perfect locomotion mechanic suited for all types

of applications and scenarios. Large virtual environments may benefit from more

instantaneous and quick navigation, whereas small confined spaces may prefer to

just use actual physical walking, depending on the hardware support. However, for

spaces that are larger than that, yet still confined and requires precision accuracy,

a suitable locomotion mechanic is still unknown. The currently preferred method

for VR, teleportation, works well in mitigating simulator sickness and navigating

the user in large virtual environments. However, it is not possible to perform

accurate movements; which is acceptable since it was never designed to achieve

that in the first place. On the other hand, physically walking is arguably still

the best method, but requires a physical area as big as its virtual counterpart,

equipped with precise trackers. Therefore, what is the best form of locomotion

for a room-spaced environment, like an office, workshop, or lab, where the user

requires accurate control of his or her position for professional use or simulation?

We propose PinchMove, a convex interaction mechanic that aims to address

this by using a pinch gesture to grab a position in space and drag the user based

on the change in position of the user’s hand. This form of manipulation of the

viewpoint is accurate and allows the user to move in four directions freely, as

well as rotate depending on the angle of a pinch. It is based on a discrete style
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of locomotion as opposed to controlling the rate of movement (joystick controls).

Furthermore, it is also suitable for users who are in a confined physical space, yet

still, require precise control of his or her location in the virtual world since only

arm movements are required.

Among the numerous available options for navigating in a virtual environment,

most of them cater to either avoiding simulator sickness, being fast, being realistic,

or all three at once. These are important factors to consider, yet at the end of

the day, the best locomotion method is highly dependent on the application itself.

Furthermore, an additional dimension that we wish to consider in this work is the

precision in locomotion or the ability given to the user to precisely navigate to

the desired point, given a moderately limited space.

Arguably the most popular locomotion mechanic for VR today is teleportation,

which causes an instant change in position using a fade and blink animation [14].

A variation to this is Dash, where instead of teleporting, the user moves at high

speed to the designated target location to provide a better sense of movement.

This variation in speed and transition for teleportation could mean that a proper

tweak in speed and transition can improve the experience (effects of speed and

transition on target-based travel techniques). Interestingly, it was still found that

regular teleportation yielded the least discomfort and that transition techniques

like animations actually do not significantly effect performance or cyber sickness.

One of the currently available solutions most related to our proposed method

is the grabbing locomotion, where the user grabs the space in front of them to

traverse. This can be often seen in climbing VR games like Climbey and The

Climb, which allows the user to traverse vertically. The factors to consider in

an implemented locomotion mechanic usually boils down to simulator sickness,

quickness, and sense of realism. However, one other factor less mentioned is the

consideration for precision, or how much degree of control a user can be given to

reposition himself or herself as accurately as possible.

Simulator sickness, cybersickness or motion sickness, are terms used particu-

larly in VR environments to mean nausea or dizziness, often caused by the ’sensory

conflict theory’ that refers to how our vision is augmented to receive motion sig-

nals, yet our non-vestibular proprioceptive senses don’t, resulting in a variance

that causes said sickness ( [49, 134]. To help curb this issue, there has been an
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established guideline for VR development, such as how movement acceleration

should be linear and not too long, avoid rotation on the forward-axis, avoid yaw-

axis rotation, and avoid direct control of the main camera view [95]. Among

the current solutions are adding a motion platform, performing direct vestibular

stimulation, and implementing rest or static frames, of which only the last option

can be considered to avoid any additional peripherals [78]. Furthermore, over

the years, VR researchers have begun implementing several visual tricks, one of

them being ’grounding’, where part of the foreground remains static [7]. Essen-

tially, it reduces the immersion level of the user through methods like reducing

the field-of-view (FOV) [42], or adding a static visual frame for the user. This can

greatly reduce the effects of visual update delays and simulator sickness compared

to a wider FOV [35]. Finding an optimum FOV can be tricky because reducing

it sacrifices immersion and requires the user to perform a bigger head and eye

movement to view content [159]. However, it was also mentioned that a smaller

FOV is more acceptable for smaller virtual environment compared to larger ones.

Fernandes et al. found that a FOV of 80°was the limit of an acceptable FOV be-

fore it started to detract the experience [42]. Among some of the other methods

explored by researchers are using an independent visual background (IVB) which

is similar to Google Daydream’s implementation of a virtual meta world, though

it was only proven to work in driving simulations at this point of time [38].

The idea of using a pinch based gesture interface existed since the first creation

of the glove input device, dating back to 1962. Then, IBM was rewarded a patent

for such a glove that has sensors on each finger, allowing for up to 1, 048, 575 pos-

sible input combinations [125]. Since then, various other glove-based devices like

the Z-Glove and DataGlove [174] that uses ultrasonic positioning and magnetic

positioning respectively were developed to achieve finger-based gesture recogni-

tion. Even though these devices allow whole hand interaction [145], pinching

between 2 fingers is the most minimal form of performing a gesture that provides

proper haptic feedback, when compared to other gestures like grasping or grab-

bing, or bimanual gestures like clapping. Even though it is most commonly seen in

touch screen interfaces for zooming, it has also been explored for applications like

navigation. A two-handed navigation system was developed using the PinchGlove

where the relative vectors between the hands allows the user to to determine the
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direction and pinching allows navigation. A different pinch gesture allows veloc-

ity control. Even though the technique was deemed flexible, no proper studies

were conducted and since it controls the rate of movement as opposed to discrete

positioning, it suffered from accuracy. Relying on various pinch gestures using

multiple fingers may provide additional functions, yet at the same time make it

less intuitive if the user needs to memorize each function. FingARtips focuses on

the pinch between index and thumb for grabbing, pointing, and pressing in an

AR environment [15]. Even though there was no issue with the pinch gesture,

the system was limited instead by the tracking of the AR system used. Another

previous work used pinch gestures to manipulate computer aided design (CAD)

models using bimanual pinch gestures. GaFinC combined gaze with pinch ges-

tures for selection and manipulation, with different pinch movements resulting in

translation and rotation of the 3D model. However, particularly for rotation, the

user must use two hands, as one handed operation is only limited to translational

operation.

Implementation

Our system was implemented using the Oculus Rift CV1 due to how the Oculus

Touch controllers conform naturally around the users’ hands to perform pinch

based gestures. As of this moment, only positionally tracked controllers can be

used, though we believe that future iterations of AR and VR input will provide this

input method for all types of VR experiences. The user simply needs to rest the

thumb on any of the face buttons or the analogue stick, while pressing the index

trigger. This creates a pinch animation on the virtual hands as well. We divided

the implementation based on two methods; one-handed and bimanual, depending

on the user’s preference. The pinch gesture works by ”pinching” the viewport or

any point in space and dragging it towards yourself, creating an inverted movement

that causes the user to navigate to the direction the controller was previously.

A similar example would be grabbing a rope and pulling it while sitting on a

wheeled-office chair. Though not the most popular navigation method for VR, a

variation of this method can be seen in VR games like Climbey [81] and The Climb

[31], because it emulates the arm movements of actual wall climbing. Grabbing

a point and lifting up moves the user upwards, akin to PinchMove. However,
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the aforementioned games differentiate in two factors; they allow only vertical

movement, and rotation is not possible. The main benefit for this particular

form of navigation is that since the user moves depending on the position of

the pinch in world space, he or she can perform accurate positioning through arm

movement alone. For our implementation, we choose to disable vertical movement,

or movement about the y-axis since we are focusing on ground-based navigation

for this study, though it can easily be added depending on application.

To allow the user to move forward by pinching the space, we first find the

initial position of the controller the frame the trigger is pressed, and final position

after the controller moves to a new position. This difference in Euclidean space is

added into the user’s current position, allowing them to move front, back, left and

right depending on the controller’s movement vector. Once the user has decided

on the final position and releases the trigger, movement is halted and their final

position becomes the new current position. therefore, if a user places their hand on

a virtual object and pinches themselves towards it, they will be standing directly

in front of the object based on the desired distance.

One-Handed navigation ensures that the user can fully control his or her po-

sition in virtual space using a single Touch controller. This leaves the second

hand to be free for other tasks. However, care needs to be taken when mapping

functions for translation and rotation to avoid unintended navigation. The index

finger trigger allows the user to perform pinch translation, whereas the middle

finger trigger allows the user to rotate about the y-axis. The center of rotation

is assigned to the controller instead of the user, where the user actually orbits

around the controller during rotation. Orbital-like movements in VR has been

explored before and has been used as a primary navigation mechanic before [98].

However, the applied orbital movement mechanic is more subtle since the con-

troller is never too far away from the user. The angle of rotation is based on the

controller orientation about the y-axis. When the controller is rotated around the

user, it is as though the viewport rotates along with it, though in actuality the

user has successfully rotated about the controller. Therefore, if the user performs

this movement when placing the controller on a virtual object facing another di-

rection, they will be able to reposition themselves in front of it at any desired

orientation. If the center of rotation was placed at the user’s position as opposed
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to the controller position, this is more conventional but accurate positioning would

not be possible.

Bimanual navigation allows the user to navigate either with the left controller,

right controller, or both at the same time. Either left or right translation would

behave no different from one-handed navigation. However, for bimanual, we take

the average position of both controllers as reference for movement. If one con-

troller travels further than the other, then rotation is triggered, where the user

rotates about the reference object. Therefore, if the user performs this movement

when placing both controllers on a virtual object, they will be able to reposition

themselves accurately based on the movements of both of their hands. Naturally,

enabling PinchMove for both hands removes the ability of the user to use a free

hand for other task. However, we wish to evaluate the performance comparison of

these two methods and determine the users’ preference with regards to accuracy.

To ensure that simulator sickness is minimized, we employ the tunneling

method for PinchMove. Tunneling is enabled through the vignetting and chro-

matic aberration visual effect attached to the main camera in the scene. A vi-

gnetting intensity of 0 creates a maximum FOV for the user, in this case 110°which

is the FOV of the Oculus CV1 headset. When the vignetting intensity is increased

to 1, the screen is completely blacked out, equaling to an FOV of 0°. The two

important tunneling parameters are therefore the intensity as well as the rate of

which the tunneling effect appears, as discussed by Fernandes et, al [42]. In this

work, it was determined that an 80°FOV was the minimum allowable FOV be-

fore it starts to detract from the experience. Even though the rate of tunneling

was also determined, movement in PinchMove is largely different then regular

controller input where the rate of movement is controlled, whereas PinchMove

is more discrete. At the beginning of the tunneling effect, it reaches the highest

speed initially, then slowly decelerates as it approaches 80°FOV. Therefore, a pilot

study was designed to determine the appropriate maximum speed for tunneling,

and will be further explained in the following section.

User Study

The user study is divided into a pilot study that focuses on determining the

right parameter for tunneling to minimize motion sickness, and the main study
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Figure 4.12: Environment for the pilot study. The left image is the top view with all waypoints

position shown, whereas the right image shows the participant’s view during the study.

that focuses on evaluating the accuracy of positioning and orientation. We chose

to use the Oculus Rift CV1 with the Oculus Touch controllers due to its more

ergonomic and natural controller shape for pinching, though our implementation

has been tested with the HTC Vive as well.

For this study, the goal is to determine if the proposed navigation method

causes a significant amount of simulator sickness depending on the speed of the

tunneling effect. Although there exist several methods to mitigate sickness in

VR, we chose the conventional tunneling effect of limiting the FOV of the user

as it has been proven time and again to be effective [42]. Fernandes et, al. found

that in a pilot study, a FOV of 90°is deemed to be the preferred minimum FOV

whereas 80°is the largest FOV to detract from the experience. Therefore, we

choose to use an FOV of 80°so that it would not further detract the experience.

Furthermore, a subtle and slow decrease in the FOV restrictor even causes some

of the participants to not notice the change in FOV. However, a major difference

between that study and ours is that the study was designed for the participants

to navigate a huge virtual space, whereas PinchMove was designed for a more

confined area. Secondly, pinching the viewport results in a more discrete style

of navigation as opposed to regular navigation that is continuous and works by

controlling the movement rate. The tunneling effect tends to only appear when

the user is moving in the environment, and slowly dissipates when the user is

static. Therefore, the tunneling effect would appear at a slower rate as opposed

to conventional method, since releasing the pinch gesture dissipates the tunneling.

We recruited a total of 8 participants for the pilot study. To determine the
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appropriate tunneling rate and sickness, we designed an office-like environment

where the user is required to navigate using PinchMove for two minutes. We also

predefined three levels of tunneling speed, slow (maximum of 10.15 degree per sec-

ond), medium (maximum 15.18 degree per second) and fast (maximum of 30.08

degree per second) by altering the tunneling smoothing time from 110°to 80°. At

the beginning and end of each session, each participant is required to answer the

Simulator Sickness Questionnaire (SSQ) to estimate the current nausea, oculo-

motor, disorientation, total sickness score, and total rise in sickness that is being

felt [69]. During the study, the participant is required to navigate through white

capsule waypoints that appears one at a time in a confined office space which are

placed in a way that forces them to translate and rotate the viewpoint, similar

to the experiment by Fernandes et, al. as shown in Fig 4.12. At the end of each

session, each participant is also required to answer another set of questionnaires

designed by Suma et, al. to determine if the change in FOV was noticeable or

not [146]. Participants were asked to rate the following questions from a scale of 1

to 7, where 1 means ”I did not notice anything” and 7 means ”I obviously noticed

it.”

1. I saw the virtual environment get smaller or larger.

2. I saw the virtual environment flicker.

3. I saw the virtual environment get brighter or dimmer.

4. I saw that something in the virtual environment had changed size.

5. I felt like my field of view was changing in size.

6. I felt like I was getting bigger or smaller.

7. I saw that something in the virtual environment had changed size.

To determine the accuracy of navigation, we designed a virtual environment

for the participant to navigate using PinchMove. To determine the accuracy of

movement, each participant is required to complete a task where the time required

to complete each trial is recorded. The task required the user to align a user object

with a target object. The user object is a cube placed in front of the user that
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Figure 4.13: Flow Chart for the designed user study

follows the user’s translation and rotation (blue cube). The target cube is a cube

placed in the virtual environment at a predefined position and orientation (semi-

transparent cube with an orange face to depict the front of the cube), illustrated in

Fig 4.15. To determine the possible predefined locations, we consider the FOV (3

angles) and distance from the user (2 distances) to determine 6 possible positions.

We use FOV to ensure that the target cube is always visible to the participant

at the beginning of each trial, and we select distances according to the standard

arm length for near-field interactions. There is a possibility of 3 orientations per

position (-45°, 0°, and 45°). We also fix three accuracy levels for the user for each

trial (98%, 96% and 94%) for the position and orientation, which can be seen on

Fig 4.14. For the position accuracy, an accuracy of 100% means that the center

point of the user object is exactly at the center point of the target object, or when

d = 0. 0% accuracy is the furthest possible distance between the two center points

when they are in in contact, which is also equivalent to the distance between the

center point and the middle point of the edge of the target cube ( when d > s).

For the orientation accuracy, an accuracy of 100% means that the angle between

the user object and target object, α, is 0°. 0% accuracy is the largest possible

angle deviation between the two objects. Since we measure the acute angle as

the difference in orientation, 90°is deemed 0% for orientation accuracy (when α

> 90). Finally, each trial is repeated three times. The three input methods are

described below:
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Figure 4.14: Parameters in defining the accuracy of translation and rotation

• GamePad: A conventional locomotion mechanic utilizing the thumbsticks on

the gamepad to move and rotate. This input method serves as the standard

baseline of comparison.

• One-Handed: In addition to navigation with the index trigger, the middle

finger trigger is used to enable rotation. The participant will be seated on

a leg chair for this scenario.

• Bimanual: Both controllers are required to rotate the participant by the

relative angle between them, without any additional button. The participant

will be seated on a leg chair for this scenario.

Only one target cube will appear at a given time, and the next cube will only

appear once the participant successfully completes that trial. The total amount

of trials per participant is 6(positions) x 3(orientation) x 3(inputs) x 3(accuracy)

= 162 trials per participant. In this study, the independent variables are the

input methods, accuracy, position and orientation of the cube. The dependent

variable is the time required to complete the trial. Fig 4.16 shows the view of the

participant during the user study.

Prior to the study, the participants are allowed to familiarize themselves with

the navigation mechanic for 5 minutes. During this period, we also perform a quick

calibration for each user to collect the speed of movement during PinchMove.

We then modify the gamepad input speed to be equal to the average speed of

PinchMove for each participant. We recruited a total of 19 participants (10 male,
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Figure 4.15: The positions of the target cube (only 1 can be seen at a given time) for the user

study with 3 possible orientations.

63



Figure 4.16: The participant’s view of the study and a top-down view of the environment. The

target cube can be seen at Position 0

9 female) aged between 22 to 34 years (mean: 25.63, SD: 2.81). At the end of the

study, each participant finally answers a Likert-scale questionnaire from a rating

of 1 to 5 for perceived accuracy, efficiency, reliability, learnability and likability

for each navigation method.

Results

For the pilot study, Fig 4.17 show that a medium tunneling speed overall caused

the least rise in motion sickness with a score of 10.285 compared to a higher tun-

neling speed with a rising score of 17.3 and a slower tunneling speed with a rising

score of 24.78. Looking at the average score for nausea, oculomotor, disorienta-

tion and overall total score, the medium tunneling speed scores overall causes less

sickness as well. The data were analyzed using repeated-measures ANOVA. The

repeated measures ANOVA reveals that there is no difference found on increase

score between the treatments (F2,14 = 1.57; p = 0.243). Interestingly, a faster

tunneling speed scored lower than slow tunneling speed in all these categories ex-

cept for the average increase of total sickness. For the noticibility questionnaire,

the only relevant questions were the third and fifth questions which are related

to the change in FOV. According to Fig 4.18, participants were much quicker to

realize that the environment seemed darker at the fastest tunneling speed whereas

the slow and medium speed were about equally slow to realize. However, most
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Figure 4.17: SSQ results

participants realize the change in FOV at the medium speed, followed by fast,

and finally slow.

For the main user study, the results were analyzed using ANOVA repeated

measures where we evaluated the accuracy of each input method based on com-

pletion time of the predefined accuracy. All post-hoc comparisons used Bonferroni

corrected confidence intervals. There was a significant main effect of accuracy

(F2,36 = 7.250; p = 0.002 < 0.005) and pairwise tests show that users were sig-

nificantly faster with an accuracy of 94% compared to 98% (6.326 vs. 8.329, p

= 0.002 < 0.005). There was also a significant main effect of interface (F2,36 =

3.41; p = 0.002 < 0.005). Pairwise test found that bimanual input was faster than

one-handed input (6.849 vs. 8.183, p = 0.004 < 0.005). However, there was no

significant difference between gamepad and bimanual, as well as gamepad with

one-handed.

For the final qualitative questionnaire, Fig 4.20 shows that bimanual was at av-

erage, generally perceived to be the most accurate, efficient, and likable. Gamepad

input was slightly, but not significantly, higher than bimanual in terms of relia-

bility, but is noticeably higher in terms of learnability. For perceived accuracy,

bimanual was slightly, though not significantly higher than gamepad, with the
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Figure 4.18: Noticibility Score

Figure 4.19: Estimated Marginal Mean of three input methods according to accuracy
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Figure 4.20: Qualitative results

one-handed method being the least accurate. Significant differences were found in

accuracy, efficiency, likability, and learnablity, but not in reliability. For accuracy

(F2,36 = 5.16; p < 0.05), significance exist between gamepad and one-handed (p <

0.05) as well as one-handed and bimanual (p < 0.05). For efficiency (F2,36 = 9.38;

p < 0.001), significance can be seen between gamepad and bimanual (p < 0.05),

and between one-handed and bimanual (p < 0.05). For likability (F2,36 = 4.0; p

< 0.05), there is a significant difference between one-handed and bimanual (p <

0.05). Finally, for learnability (F2,36 = 7.317; p < 0.005), there is a significant

difference between gamepad and bimanual (p < 0.05), and between one-handed

and bimanual (p < 0.05). There is no significant difference for reliability (F2,36 =

2.520; p = 0.095).

Discussion and Limitation

Overall, we showed the feasibility of PinchMove as an accurate navigation

mechanic for virtual environments. For the main study, we asked the participants

their general experience in VR, informally rank their preferred input methods

from best to worst, overall comment on the user study, as well as suggestions for

scenarios that can benefit PinchMove. Out of the 19 participants, 14 preferred

PinchMove over conventional gamepad, and 12 from them preferred bimanual

input over one-handed. The 5 participants who preferred gamepad mainly said
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that it was simply due to it being more conventional and common, leading to lesser

time to master since the operation does not need to be understood. PinchMove

also lead to fatigue of the arm since each user was required to keep up with the

pinch and pull motion for nearly an hour, though this is only due to the period of

the user study and does not reflect an actual use-case scenario. Finally, another

common feedback is that since PinchMove relies on pulling as opposed to gamepad

which is more akin to pushing, the inverted controls presented some difficulties for

these participants, similar to scrolling on a touchscreen where scrolling upwards

with the finger causes the screen to scroll downwards instead.

The users who prefer PinchMove navigation presented some interesting re-

lated scenarios. One participant mentioned that, a gamepad was similar to sit-

ting in a car and moving forwards, whereas PinchMove is more like grabbing the

road and pulling it to move forward. Furthermore, PinchMove allows fine con-

trol of movement speed, where the user moves as fast as their hand, as opposed

to gamepad with a predefined maximum speed. Compared to the conventional

gamepad, PinchMove was overall more enjoyable to use.

Bimanual was overall preferred because it provided a better spatial sense dur-

ing movement, and using both hands for positioning overall feels easier and more

intuitive. A common negative feedback for bimanual navigation is that since only

the index trigger was used, participants who moved too fast caused accidental

rotation, since they press the second controller trigger before releasing the first

one for a split second. However, some participants also mentioned that since only

a single trigger button was used for both controllers, no memorization was needed

and it was easier to master. One of the participants who was experienced in VR,

even used strategies for bimanual navigation for maximum speed, such as using

a circular, pedaling motion between hands for quick movement, and orbiting one

controller around another for quick rotation.

The 2 participants who preferred one-handed navigation agreed that even

though it was more difficult to master compared to bimanual, it was overall more

intuitive after the learning phase. However, it heavily depends on the scenario as

well, since the one-hand option was provided so that the user is free to use an-

other hand for other use anyway. They also mentioned that since translation and

rotation was mapped to different buttons, no unintended movement can occur.

68



Interestingly, for PinchMove, participants overall prefer bimanual over one-handed

because they claim that one-handed rotation felt inverted, even though rotation

for both methods actually rotate at the same direction.

In terms of motion sickness, more participants claim to have felt more motion

sick using gamepad, followed by one-hand, and finally bimanual. A participant

claimed that pulling navigation overall presented less motion sickness compared

to pushing navigation. It is a common design rule in virtual environment ma-

nipulation to avoid rotation about the upward, or y-axis as this can cause heavy

sickness. Even though all input methods implement this, sickness was less for

PinchMove since the rotation provided the participants with a sensation that

they were rotating the world around them instead. Because of this, a participant

even claimed that mastering PinchMove in return caused him or her to be more

motion sick when using conventional gamepad. Finally, do understand Convex In-

teraction further, PinchMove changes the mapping type compared to ArmSwing,

yet proved that users find this motion extremely intuitive. The efficiency of this

method is derived from both space and time as shown in the results.

4.4. Convexed Locomotion: Head-Based Gestures

We go further down the space constrain route by looking into motions within

the peripersonal space. AnyOrbit and GazeSphere, a variation of AnyOrbit com-

bined with eye tracking, will be discussed in this section.

4.4.1 AnyOrbit

This subsection is adapted from a poster paper presented at the ACM Sympo-

sium on Spatial User Interaction 2016 (SUI 2016) [98]. The paper was co-authored

by Benjamin Outram, myself, Kevin Fan, Kouta Minamizawa and Kai Kunze.

This work was also further refined and accepted for publication at the ACM

Symposium on Eye Tracking Research and Applications (ETRA 2018) which was

co-authored by Benjamin Outram, myself, Tanner Person, Kouta Minamizawa

and Kai Kunze. We now delve into using simply the head movement for Convex

Interaction. Besides the extreme limitation of space for the motion, we also use a

69



different motion type, which is neck rotation, to create a locomotion mechanic that

is completely unconventional and non-linear, which is a orbital-type movement.

We propose AnyOrbit, an input and interaction mechanic using purely head

rotation. Head mounted displays (HMDs) are being increasingly used to consume

media such as games, film and sports, and advances in filming and computing

technology are able to supply increasingly detailed data, including full 3D visu-

alisation, of sports and other media [141]. There have been many approaches to

navigating 3D visualisations, but in the context of immersive virtual environments

(VEs) experienced through motion-tracked displays including HMDs, limitations

in real space, tracking area, and the existence of simulator sickness, call for spe-

cial considerations, and strategies remain limited. Since we are using purely head

motion as an input mechanic, simulator sickness becomes a main concern. We

demonstrate that simulator sickness can be mitigated by coupling head-rotation

angle with lateral movement, compared to movement using a joystick. Such move-

ment is consistent with movement along circular or spiral orbital arcs as the user

rotates their head, with the speed proportional to the orbit radius. We demon-

strate how such movement can be exploited for observation and navigation tasks

in VEs experienced through HMDs, providing a versatile 3D navigation and ob-

servation modality, especially when controlled using real-time eye-tracking data.

Simulator sickness may not be as prominent in AR, but is a major concern

for the adoption of VR and related technologies [93]. It has been the topic of

significant research interest over the last several decades and is characterised by

feelings of nausea caused in part by a mismatch between visual and vestibular

stimuli [121]. Linear motion, acceleration and rotational motion in VEs all cause

significant simulator sickness, presenting a challenge for creating navigation strate-

gies in VEs [21]. To combat simulator sickness, a wide variety of techniques have

been adopted. Teleportation and fixed-angle rotations reduce sickness associated

with vection (apparent motion caused by visual stimuli). Another approach has

been to use proprioceptive cues, which are considered important to reduce sickness

and increase immersion and presence [111,118,144]. For example, the Walking-in-

Place (WIP) technique has been shown to result in less sickness than movement

with a joystick [64,150].

There is a precedence for linking head-rotation in particular to movement
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in VEs, not only because the proprioceptive cues reduce simulator sickness, but

also to provide intuitive and hands-free interaction. The use of head rotation

to directly control 6 degrees of freedom (6DOF) of linear motion and rotation

was shown to produce less sickness and increases navigational task performance

compared to joystick input [22]. Using head rotation to control orbital motion

improved performance and user experience in a 3D object manipulation task in a

desktop environment [61].

Orbital motion in particular, which is ubiquitous in CAD software systems, is

instantly intuitive and particularly suited to observational tasks [71,97]. As Koller

et, al. point out, perspective selection around an object can be achieved much

faster and with less effort than conventional ‘flying’ metaphors, while maintaining

the point of interest (POI) in sight at all times [75]. Head rotation was the

preferred method out of several alternatives in a movement and observation task

related to radiation therapy [25]. As well as CAD and data visualization, orbit-

like motion is also represented by fly-by camera shots in film and sports coverage

and in strafe-and-shoot strategies in first-person-shooter (FPS) computer games.

This suggests that orbital-mode HMD techniques could be leveraged for these

types of media experiences, for example, Mine suggested its use for a meta-CAD

system [87]. There is a tendency towards 3D and free-viewpoint video formats

and technologies [141], and many of the features of orbital viewing in HMDs make

it ideal for interacting with such 3D formats compared to traditional devices such

as flat-panel displays. The technique naturally makes the velocity of the user

proportional to the distance from points-of-interest at the center of orbital motion,

which is also advantageous for user control [83].

We therefore propose that the use of orbital motion controlled by head-rotation

can be exploited to provide a navigation strategy with several key advantages:1)

It is an effective convex interaction mechanic by being confined in the intimate

proxemics, 2) It allows continuous movement while mitigating simulator sickness

and 3) it is suitable to many use-cases in which orbital and sideways type motion

is already employed.

Our approach was to build upon previous work on orbital navigation to make

the technique more versatile as a navigation strategy. AnyOrbit exploits toroidal

geometries to allow ideal spiral orbital paths to new POIs, allowing 6DOF navi-
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gation. Then, based on evidence that head-coupled movement reduces simulator

sickness [22], we explored this deeper with a quantitative user study for orbit-

like motion. Finally we explored a variety of use cases, finding that the use of

eye-tracking for controlling the center of rotation provided a powerful technique

of navigation and observation, and further finding that AnyOrbit can be used

to guide users around environments and POIs without limiting their rotational

freedom.

Implementation

Orbital techniques generally provide 3DOF of movement, two orbital direc-

tions and one radial direction, which limits the user’s view to only the radial

direction in towards the center. Orbital techniques are often then combined with

flying, panning and other ’modes’ that can be switched between [44, 147, 172] to

allow other types of movement and 6DOF navigation. These methods work well

for desktop CAD applications, but within an immersive VE context, panning and

other types of motion as we have seen cause excessive motion sickness. To over-

come this problem, Koller ,et al. suggests allowing the user to switch between

traditional ego-centered rotation, and orbital viewing modes [75]. While in the

ego-centered view, the user can select an object of interest to become the or-

bital center using a peripheral input method such as a control stick. The user

is then forcibly moved to a location determined by their current rotation angle,

the current radius between the user and the object, and the new selected cen-

ter of orbit, or alternatively the user is locked into an orbital rotation such that

their forward-facing vector is nonparallel to the orbital radial vector. A similar

technique of switching between ego-centered and orbital rotation called ’Torbit’

has also been adopted by Penrose Studio’s short VR film entitled ‘The Rose and

I’, and they suggest the technique could be developed for story-telling (Eugene

Chung, Penrose Studios, December 2015).

AnyOrbit [98], which we will go into detail in this section, tackles the problem

differently. The radius of the user’s movement is controlled such that they move

on a spiral path towards a new circular orbit about any chosen orbital center and

radius, no matter in which direction they turn their head. Thus, the motion has

several key desirable qualities motivated from our previous discussion and simula-
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Figure 4.21: Illustrates how the calculated toroidal orbital surface changes as the user in the 3D

environment moves to a new orbital center (the user’s position as viewed from above is shown

in figure 4.23 (a)). From left to right: The user (purple) is in a spherical orbit about the red

marker in the center of their view. The marker is then moved to a new location in the left of

the user’s FOV. As the user rotates towards the marker, they move along the small radii of a

toroidal surface. As the marker comes back to the center of the FOV, the user is now on a new

spherical orbital surface about the new marker position. The dynamically controlled toroidal

surface allows different radii of curvature in horizontal and vertical directions, depending on the

position of the marker in the FOV, and produces smooth movement from any orbit to any other.

Figure 4.22: From left to right: As in figure 4.21, however in this case, the user rotates away

from the marker, and the horizontal radius of the toroidal surface increases. As they rotate they

follow a large orbit such that the marker returns to the center of their field of view, and they

find themselves on a new spherical orbital surface about the new marker position. The user’s

corresponding position as viewed from above is shown in figure 4.23 (b))

tor sickness experiment: The motion is continuous, directly coupled to the user’s

head rotation, and always lateral to the users head. The result is that the user

can smoothly and intuitively transition between any position and orientation on

an ideal path, while continuously looking at the point of interest (POI) for which

their destination perspective is being selected, all while experiencing less simula-

tor sickness. The details of the algorithm and user experience will be described

in the next section.

As we have discussed, a fixed orbital center, and only 3DOF of movement

(radial, azimuthal and zenithal), precludes the user from navigating to any ar-

bitrary 6DOF position and orientation. In AnyOrbit, we control the position of
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Figure 4.23: Illustrates the smooth path taken from one position and orientation to a position

and orientation about a new orbital center. (a) and (b) show cases in which the user rotates

towards and away from the new chosen orbital center location respectively. The black line

indicates the path taken by the user, the red line indicates the path taken by the dynamically

controlled orbital center about which they are rotating, and the dotted blue lines indicate the

forward-facing vector of the user, which is alway perpendicular to the velocity and connects the

users position to the orbital center. By controlling the orbital center dynamically, the users path

spirals towards the new orbital path.

a marker that identifies the desired orbital center, (such a marker is important

for user comprehension [44]). A problem arises that if the marker defines the

center of rotation then the user would end up no longer moving perpendicular to

their motion, since the marker is not in general directly forward and in the center

of the user’s field-of-view (FOV). Therefore, we shorten or lengthen the radius

of curvature of the orbit depending on the location of the desired orbital center

marker in the current FOV, and whether the user is rotating their head towards

or away from the marker. In the case that the user moves their head towards the

marker, the radius shortens and the user rotates on a smaller radius. This has the

effect that the marker moves towards the center of the FOV, at which point the

marker and orbital radius are once again co-located. Figure 4.23 (a) illustrates

how the orbital motion resulting from such a process creates a smooth outward

spiral trajectory from the current location and orientation towards a circular or-

bital trajectory with the new marker location at the center. In the reverse case,

in which the user rotates their head away from the marker, the radius is extended

with the result that, again, their trajectory smoothly transitions, this time via an
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inward spiral trajectory towards a circular orbit with the marker at the center,

as illustrated in 4.23 (b). At every instance, the user’s facing direction is exactly

perpendicular to their velocity.

Since the marker could be anywhere in the FOV, we would like to indepen-

dently change both horizontal and vertical orbital curvatures of rotation in order

to allow the smooth transition to any new perspective and orbital center. In order

to achieve this, then rather than a sphere, the orbital trajectory in general must

be on the surface of a torus, whose radii are different in horizontal and vertical

directions, and whose axis of symmetry is either horizontal or vertical depending

on the ratio of the radii in horizontal and vertical directions.

By calculating the torus surface based on the current relative positions of both

the user and the orbital marker, we can thus allow the user to smoothly move from

orbit about one center to an orbit about any POI in the user’s FOV, as shown

in figures 4.21 and 4.22. The user only has to move the marker to the POI, and

which ever way they turn will produce the optimal smooth path to any perspective

they choose about the new orbit center. In the next section we outline how this

process is implemented in an algorithm to calculate the new position of the user

in the 3D environment at each frame.

There are several key considerations with regard to creating an algorithm that

implements the process described in the previous section. A new position PPP in

each frame is calculated based on the following initial parameters: PPP0 the position

of the user in the last frame; the azimuthal, φ0, and zenithal θ0 angles defining

the orientation of the user in the last frame; MMM the position of the orbital marker

relative to the user and; the current orientation of the user, φ1 and θ1. In addition,

the fixed parameter a controls the pace at which a rotation will cause the orbital

distance to reach an equilibrium with the new orbital center (we use a = 2).

In the following, x, y and z refer to left-to-right horizontal, down-to-up, and

straight-outward directions relative to the user’s current orientation (ignoring tilt

about the z axis), and X, Y and Z are right-handed world coordinates with Y

in the upward direction. In addition rx and ry refer to radii of the movement

curvature in x and y directions. The algorithm for calculating the user’s current

position is as follows:

1. Determine whether the user’s head movement relative to the last frame is
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towards or away from the orbital marker in the x direction.

2. Calculate the radius of curvature in the x direction rx: In the case that the

user is rotating towards the marker,

rtowardsx = Mz − a|Mx| (4.1)

where Mz and Mx are components of MMM in z and x directions. In the case

that the user is rotating away from the marker,

rawayx = M2
z /r

towards
x (4.2)

We also constrain rx such that 0.2 < rx/Mx < 5 to limit the maximum

velocity and remove large accelerations.

3. Repeat steps 1 and 2 for the y direction.

4. Find the center of the torus on which we wish to move. In the case that

rx > ry, we can consider a position TTT(θ, φ, r, R) on the surface of a torus

whose symmetry axis is along Y and whose center is at the origin, defined

by

Tx = −
(
R + r cos(θ)

)
sinφ

Ty = r sin θ

Tz = −
(
R + r cos(θ)

)
cosφ

where Tx, Ty and Tz are the components of TTT in X, Y and Z-axes, r and R

are the torus minor and major radii, and θ and φ are zenithal and azimuthal

angles relative to world coordinates. The center of the torus on which we

wish to move is thus given by

TTT0 = PPP0 −TTT(θ, φ, r, R) (4.3)

with θ = θ0, φ = φ0, r = ry and R = rx − ry.

5. Finally, calculate the new position, which is given by,

PPP = TTT(θ, φ, r, R) + TTT0 (4.4)

this time with θ = θ1, φ = φ1, and again with r = ry and R = rx − ry.
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Figure 4.24: The virtual environment used during “HMD Mouse” control scheme user studies.

Top: A top down view of the stadium environment. Bottom: A typical view of the user in the

VE. The green and red objects are used for the navigation task.

6. In the case that ry > rx, follow a similar process as in steps 4 and 5, but

instead consider a torus whose axis of symmetry is in the horizontal x axis

of the previous frame. Since the torus is perpendicular to the forward-facing

direction of the last position and orientation defined by φ0 and θ0, the center

can be trivially found by extending this vector direction out from PPP0 by a

distance of ry. Then for step 5, define a torus in world coordinates with

symmetry axis along X, substitute θ = θ1, φ = φ1 − φ0 and rotate the

resultant TTT about the origin by φ0.

It is helpful for user control that the marker always be not too distant and in

most cases visible [44], and so we recommend limiting its position, depending on

the environment context, to for example Mz < 100m. If the marker is outside the

FOV, we constrain ry = rx = 0.

If using a head-tracked HMD, the technique can work taking only the 3 rota-

tional DOF as input to AnyOrbit, and so can be used in current 3DOF tracked

mobile VR headsets. If available, the 3 translational DOF could be ignored, but

we found it more comfortable to allow the user free translational movement rela-

tive to the orbital center. To achieve this, record the translational movement of

the camera since the last frame and add it to the position in step 5.

There are 4 key control inputs of the AnyOrbit system: the zenithal (pitch) and

azimuthal (yaw) angles, the POI (desired orbital center) and the desired orbital

radius. In most use-cases explored here, we couple the angles to the corresponding

head rotation angles as in previous work [25, 75]. Control of the POI and orbital
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Table 4.1: Various control schemes we have tried using AnyOrbit

Configuration Name Pitch Yaw
Desired

orbit radius

Desired

orbit center

HMD Mouse head pitch head yaw

mouse

wheel, left

and right

click

mouse x, y,

wheel

HMD Directed head pitch head yaw
Chosen by

director

Chosen by

director

Desktop Eye-gaze mouse y mouse x Fixed
Eye-gaze

x,y

HMD Eye-gaze head pitch head yaw Fixed
Eye-gaze

x,y

HMD 360 Video n/a head yaw
depends on

video

Gaze-

selected

radius however can be achieved with a variety of inputs, including by the user

with a mouse or eye-gaze, or be controlled by a director who guides the user

between different POIs. Table 4.1 summarizes the control configurations we have

attempted, and here we will describe user experience and some studies that we

have conducted thus far.

HMD Mouse: Head Rotation with Mouse Control

In this case, the orbital marker’s position in the FOV is controlled via a mouse

input. The marker’s distance from the user is controlled using the mouse scroll

wheel, and mouse x− y control the azimuthal and zenithal angle to the marker in

the user’s FOV. The desired radius is set to the current distance to the marker,

and so is effectively controlled by the mouse scroll wheel. In addition we provide

a function to ‘teleport’ instantly 50% of the way towards or away from the orbital

center using left and right mouse-button clicks respectively. Teleporting instantly

in the radial direction avoids a mismatch between vestibular and visual cues known

to cause simulator sickness, while a value of 50% was felt allow a satisfactory shift

in movement while not being so large as to confuse the user as to the context of

their new position relative to the POI.

In user studies, it was demonstrated that within a sports-spectating context,
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Figure 4.25: Shows position data or the user in the VE while using AnyOrbit, as viewed from

above, using (a) HMD with mouse input control, and (b) HMD with directed movement control.

the technique allows smooth shifts in perspective at a rate comparable to broadcast

sport, is fast to learn, and is without excessive simulator sickness in most users [98].

A study of 13 inexperienced users (5 female, age = 25.9±3.2) evaluated simulator

sickness and performance. Users were tasked with navigating between positions

and facing directions in a VE (figure 4.24) representing camera angles typical of

broadcast sport, in 3 trials of 5 minutes each. Users averaged 14 ± 8.6 seconds

per task. In addition, an expert user completed tasks in 3.8 ± 1.2 seconds. This

compares to 5 to 11 seconds for average shot lengths in sport broadcasts. There

was a measurable increase in Simulator Sickness Questionnaire (SSQ) scores after

the first 5 minute trial, but no significant increase on subsequent VE exposure [98].

Figure 4.25 (a) shows how the user makes good use of the space while moving in

circular and spiral arcs.

While we found our initial implementation with mouse input control was ef-

fective, we were interested in providing more intuitive and hands free navigation.

Therefore we also tried the following control schemes.

HMD Directed: Head Rotation with Directed Position and Radius

Control

3D film and storytelling often has the problem that the director cannot control

in which direction the user is looking. StyleCam proposed a system in which
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navigational control is shared between the user and the content producer in order

to direct the user experience [16]. With AnyOrbit, the director can control the

POI that the user is facing, while simultaneously giving full rotational control to

the user.

We created a VE consisting of a sample of 27,000 stars taken from the HYG

Database [92]. Figure 4.26 shows the VE, in which the stars’ positions, colors,

brightnesses and velocities are rendered using aesthetically chosen scaling factors.

In this case, we predefined the desired POI and orbital radius. Once a user wants

to move on, they can trigger a change to the next predetermined POI and radius

by aligning the current orbital center with a designated point. User position data

is shown in figure 4.25 (b). The predetermined POIs and radii were selected to

give a variety of perspectives, from both within the field of stars, and looking in

from outside. Navigation and observation were reported to be instantly intuitive,

with one user remarking that it “feels very dramatic and gives a heightened sense

of perspective”.

We have also attempted to use the same environment and control scheme using

the Hololens augmented reality AR headset. The technique seems promising for

augmented reality situations, but the Hololens’ limited FOV was detrimental to

the user experience, since AnyOrbit tends to use the whole FOV.

User Study

When we normally rotate our heads in the real world, the resultant optical flow

in the visual field naturally does not cause us motion sickness. We suggest that by

moving the rotational center to an exocentric location within the VE, our existing

proprioceptive cues can be leveraged to make sense of lateral translational as well

as rotational motion, thereby reducing simulator sickness compared to movement

that is unrelated to head rotation.

To test this hypothesis, a simple VE was developed in Unity (figure 4.27)

and displayed using a 6DOF tracked HMD (HTV Vive). We used a machine

running Windows 10, Intel Core i7-3770 and GTX 1060 graphics card. The VE

ran at a smooth 120 fps throughout experimentation. We wanted to simplify the

movement down to as few degrees of freedom as possible, while not compromising

on allowing the user as much freedom to look around the environment as they
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Figure 4.26: User perspective of a VE consisting of stars. The user is guided on an orbital

viewing path to different points of interest (POIs) (see accompanying video). The green object

in the center identifies the POI and the circle marks the desired radius. Aligning the POI with

the distant object advances to the next POI.

wished. We limited user’s movement to a straight line of distance d = 8 meters.

In the control condition, movement was controlled using an XBox 360 controller

joystick input, while in the test condition, the position px along line controlled by

the function px = d sin2(α/2), which represents a single dimension of movement

of a circular orbital path.

16 participants (6 female, 22 to 29 years old, mean 25.3 ± 1.6 years) took

part in the study. Participants were separated into two groups, half receiving the

control condition (joystick condition) first and the other half receiving the test

condition (head-coupled condition) first, of which they completed one session each.

User’s were exposed to the conditions on consecutive days or after a minimum of

2 hours rest to minimise any effect of exposure to the previous test condition, and

completed the now-standard Simulator Sickness Questionnaire (SSQ) before and

directly after each session [70]. Participants scoring a sum of 5 or more on the

pre-weighted symptom variable scores (each on a 4-point scale from 0 to 3) did

not continue the study and were not included in the analysis, of which there were

5. Participants were asked to remain standing for the 10-minute duration of each

session, which allowed a greater freedom of head and body movement. During
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Figure 4.27: User perspective of the virtual environment used in the simulator sickness study.

the session users were asked to move from one end of the range of movement to

the other end every 3 seconds, indicated by an audible beep, in an attempt to

standardize the average velocity and distance traveled between trials. After the

final session, users were asked to comment on the two types of interaction.

Figure 4.28 shows mean simulator sickness scores corresponding to Nausea

(N), Oculomotor (O), Disorientation (D) and Total Sickness (TS) scores for the

11 participants that took part in the study. While the means appear to support

the hypothesis, scores were highly variable between users and did not adhere to

a normal distribution. We therefore used a non-parametric Mann-Whitney U

test. A one-tailed paired-samples Mann-Whitney U test showed that the Joystick

condition caused a significant increase in SSQ score compared to pre-exposure (U-

value = 5.5, p = .00017). The head-coupled condition also significantly increased

SSQ score (U-value = 33, p = .038).

We then compared SSQ scores for each condition directly using a two-tailed

paired-samples Mann-Whitney U test. The head-coupled condition caused signif-

icantly higher SSQ scores than the joystick condition (U-value = 22, p = .012).

Incidentally, while we did not make any particular predictions or design the

experiment to test the case in which head-rotation is coupled to forward and

backward movement, our simplification of the movement down to a single degree
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Figure 4.28: Mean scores for each of the three components of the SSQ as well as the total score

(TS).

of freedom inadvertently introduced a small amount of such movement into the

test condition. Anecdotally, this forward and backward coupling to head rotation

was reported to cause a greater sense of simulator sickness compared to lateral

movement.

Feedback from participants suggested that people preferred the head-coupled

interaction. One participant commented that it felt more natural. Another user

commented after doing the control condition first that they developed strategies

to combat the nausea induced from the movement using the joystick, “I felt that

moving my head in sync with the controller helped in keeping the balance.” he

said. He later told us after doing the second session with the test condition, “the

previous one made my legs feel tired, but this one didn’t make me strain my legs”.

Another user reported “I think I like trial B with head movement better. I felt

I have more control.” Finally, a user commented “Feelings of fatigue less with

joystick but dizziness higher.”

This study suggests that coupling head rotation to movement is an effective

means to allow movement in VEs while mitigating simulator sickness.

Discussion and Limitation

The AnyOrbit technique allows fluid movement between different orbital cen-

ters, and combined with eye-tracking or director control of POIs, allows hands-free
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interaction that is surprisingly intuitive.

A problem with the current implementation is that it is easy for user’s to travel

into and through virtual objects, which is known to be disorientating. There are a

variety of mitigation strategies for this problem in the literature [44,83,115], some

of which could be employed in combination with our system. In particular, the

orbital center could be shortened as a user approaches an object interface, which

would have the automatic dual effect of reducing their velocity and steering them

away from virtual objects.

Recently FOV restrictors were found to reduce simulator sickness and may be

recommended for large accelerations or velocities when experiencing VEs using

HMDs [42]. Such FOV restrictors may be particularly suited to our system, espe-

cially when using our eye-tracking schemes, because large accelerations naturally

occur when the user’s gaze is in the center of the FOV and the orbital radius is

maximised.

4.4.2 GazeSphere

This subsection is adapted from a poster paper presented at Siggraph 2017

[103]. The paper was co-authored by myself, Benjamin Outram, Benjamin Tag,

Megumi Isogai, Daisuke Ochi and Kai Kunze. This work was also a collaborative

effort and funded by NTT Media Intelligence Laboratories. We next look at

the multimodal input of combining head movement with eye gaze for a convexed

interaction in the intimate space. Head movement consumes extremely limited

proxemic space, whereas eye gaze does not use any additional proxemic space at

all. We developed GazeSphere, a system that utilizes both of these inputs to be

used for navigating 360-degree video environments.

Current 360-degree image and video use-cases do not allow for a smooth tran-

sition between several environments, often resulting in a jarring experience. For

example, programs like Google Street View, which employs 360-degree images of

streets and buildings, simply teleports users to the next desired point of interest.

Teleportation, though effective, has two fundamental problems; it is unrealistic

and breaks the sense of immersion, and it requires a physical input such as a

mouse click to move to the next point. Most other applications for navigating

360-degree environments do not solve the first issue, however, The second issue
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is often solved using ’dwell time’, where the user is required to face the desired

direction for a period of time to activate a transition. This method which works

well for allowing the viewing of the environment in VR while also providing a

hands-free solution that is unobtrusive and subtle [99]. However, herein also lies

a new challenge; given a smooth transition between two points is possible, then

the ability to stop at any point to view the environment during the transition is

also favorable. Ideally, a hands-free input method is needed as a substitute for

physical buttons for this function. One of the more popular solutions right now

is eye tracking. Despite not being readily available for the average consumer at

this point in time, eye tracking remains of interest to researchers and developers

of VR technology. For example, Transparent Reality [101] and GazeSim [104]

utilized eye tracking in VR as an input modality by computing the focus depth of

the eye gaze to transition between layers of information and for foveal rendering

respectively. Layered Telepresence [131] also shows the promise of eye tracking for

use in simultaneous multi-presence using multiple telepresence robots. In terms

of transitions in virtual environments, there have been several solutions that have

been developed for locomotion, but most of them are obtrusive, requiring physical

buttons or wide gestures. an interesting method was proposed in AnyOrbit [98]

that uses head rotation and exocentric rotation for locomotion that minimizes

motion sickness. However, this method required a separate mouse input to allow

user control of the center of rotation.

Implementation

The GazeSphere system was developed with several goals in mind, one of which

was to limit the overall input devices and create a hands-free solution to navigation

between stationary positions represented to the user through 360-degree video. To

achieve this, we used the Pupil Labs’ eye-tracking infrared camera system that

has a high sampling rate of 120Hz. The user first must undergo a short calibration

phase by looking at virtual markers placed at the edges of the display, close to

the periphery of the user’s vision. The 2-dimensional gaze position can then

be computed, and a ray is calculated from the user’s position towards the gaze

point. For capturing 360-degree video, we use both the GoPro Omni for 4K video

recording and Ricoh Theta S for prototyping.
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Our implementation utilizes head rotation for transitioning from one point to

another [98]. The system uses 360-degree videos taken at two stationary locations,

and a 360-degree video shot continuously between these two locations, whose

position moves along a single direction between the two points at a constant

speed. The video’s key frames are maximized to allow fast seeking both forward

and backward in the video. We then seek this transitioning video using head

rotation, where rotation of the head left and right is coupled to seeking forward

or backward in the video. Since the video is shot at a constant velocity, time in

the video is proportional to distance, and so rotation of the head gives a sense

of linear locomotion in physical space. This allows a more orbit-like sensation

and intuitive understanding of the beginning and end points of the transition. To

maintain hands-free interaction and allow the user to select from among multiple

possible transition directions, we employ real-time eye tracking as input. Virtual

cue objects are placed relative to the user in the direction of possible transitions.

For example, a virtual cue is placed at the end of a street where the user wishes to

go. If the user looks at the virtual cue, the transition is initiated and the user can

navigate toward that direction using their head rotation. During this phase, we

employ AnyOrbit’s torus-based orbit algorithm, which produces a self-correcting

orbital path of the user around the cue object, and enhances the orbital motion

metaphor that is very intuitive to users. While transitioning, the user can, at

anytime, deactivate orbital motion by looking away from the cue object, thus

returning to a stationary egocentric rotation view. This system provides the user

with a great level of freedom when exploring 360-video environments, providing

the ability to navigate to multiple points of interest, as well as any point during

transitions between points of interest, while at all times remaining hands-free.

Figure 4.29 illustrates the arc of the orbital motion.

User Study

Initial studies and demonstrations have shown that users were able to quickly

adapt to this motion without any noticeable motion sickness. Mapping head

rotation to linear movement is novel but intuitive to most users. For example,

most users were able to master a related navigation technique in 5 minutes [98].

GazeSphere was demonstrated at the Dagstuhl Seminar 2017 entitled ”Beyond VR
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Figure 4.29: System overview during navigation

and AR: Reimagining Experience Sharing and Skill Transfer Towards an Internet

of Abilities.” Most of the participants consisted of senior researchers from various

Computer Science and Engineering Research Laboratories. Feedback gathered was

used to improve the system, such as making the environment slightly transparent

during transitions to minimize motion sickness.

The proposed system can redefine navigation mechanics in HMDs for 3D con-

tent as well. For example, Figure 4.30 shows the navigation mechanic being

used for CAD modelling, sports viewing, data visualization, and gaming. Orbital

navigation allows intuitive viewpoint selection to allow, for example, freedom to

observe particular sports plays in sport, or particular data points in 3D data vi-

sualizations. We have demonstrated a game utilizing this mechanic that requires

players to position and align virtual objects through orbital motion and exocen-

tric rotation. Finally, the most obvious application would be for virtual touring

and street view-like applications that allows the user to move to points of interest

intuitively.

Discussion and Limitation

AnyOrbit, and its variation GazeSphere, both show that the human’s cognition

is so flexible to the point that, even under two extreme circumstances that differs

from the human norms, users are still able to adapt to it in a short period of time.

The first extremity is to limit the movement to only within the user’s peripersonal
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Figure 4.30: GazeSphere used in 3D content like (a) CAD modeling, (b) sports viewing, (c) data

visualization, and (d) gaming

space, whereas the second is the alteration of the output of the interaction that

differs greatly from the norms. This also brought with it an added benefit of

reduced motion sickness.

4.5. Convexed Selection and Activation: Eye Gaze

For the next two studies, I investigate the selection and activation interaction

type, which are serial-based interactions. Eye-EMG looks into a multi-modal

approach, whereas Transparent Reality is a single input system based on eye-gaze

detection only.

4.5.1 Eye-EMG

For exploring selection and activation, I applied a mutilmodal physiological

sensing method by combining eye gaze with muscle contraction. Since very little

motion is noticible, this also falls under peripersonal space. The mapping type is

shortened to that of only looking at an object, and flexing the forearm muscle,

that covers both arm movement and finger grasping of an actual pick-and-place.

For the latter, the motion type is different since the user only needs to flex the
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forearm muscle, though the expected output is linear.

VR as a platform is increasingly immersive as they began with tracking the

user’s head direction, and moved towards tracking their hands’ position, to al-

low for various forms of gesture and button-based inputs. This has become the

conventional input system, yet also the current limitation for VR; the use of po-

sitionally tracked physical controllers that are often seen with a directional pad

for analog input and various buttons for each finger for digital input. Though

reliable, we wish to delve deeper into the next step of input for VR. We propose

the use of physiological signals as an additional input method and to enhance the

overall experience. We chose to leverage the use of eye gaze tracking and muscle

sensing as a form of selection and activation based on several reasons. Firstly, we

wish to investigate hands-free methods of input to complement conventional hand

controllers that currently exist today. Secondly, both of these signals allow reli-

able explicit input compared to other forms of signals like electroencephalogram

(EEG) and electrocardiogram (ECG) that relies on brain activity and heart rate

respectively.

Our approach is based on related research in VR interaction techniques, phys-

iological sensing, and select-and-point task assessments. For VR interaction me-

chanics, we look into non-conventional input and sensing mechanics for VR like

gesture-based detection and peripheral-based input devices. Physiological signals

though, have been gaining popularity with several related work in VR. We then

look into select-and-point tasks in VR and how they are evaluated in terms of

accuracy and performance.

Several researches in VR introduced novel methods for manipulation. For ex-

ample, a spherical manipulation device was made using a tilt sensor, electric com-

pass, and flex sensors that allows gesture recognitions. This implentation combines

a peripheral with gesture recognition, though the study was conducted only for

spherical interfaces [80]. This work is similar to the AcceleGlove, which presents

a whole hand input device using accelerometers [53]. The device was developed

to recognize sign languages, and can also be used as a substitute for a computer

mouse for selection and activation. Another work combined gaze with gesture

using a Microsoft Kinect with Mirametrix tracker for desktop use [138]. Though

no user study was conducted, it served as a proof of concept for a multimodal-
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based input that may increase effectiveness of interactions in virtual space. Other

peripherals that were developed catered more towards a specific use of input, such

as locomotion. For example, the omni-directional threadmill was developed for

training the army in virtual environments [32].In this regard, it was extremely

effective, however the cost and overall size of the device prevented it from enter-

ing the mainstream market. Another work used a Wii balance board as a low

cost input device [164]. Besides locomotion, it could also be used for 3D ob-

ject manipulation and application specific task due to its discrete and continuous

signals.

The usage of EMG may not be mainstream yet, but its feasibility as a daily

interaction device is still highly promising. EMG has been used in various medi-

cal applications such as muscular rehabilitation, muscular disease, and prosthetics

control [9, 52, 62, 72, 90]. During a feasibility analysis, it was found that an accu-

racy of up to 95% was achievable, implying that EMG interaction can be highly

promising, especially given its discrete nature [90]. EMG has the potential for

gesture-based recognition such as fingers, hand, and arm motions. However, it

was found that in terms of accuracy, EMG performs best simply with direct mus-

cle contraction. Activities recognition like carrying a heavy bag or mug has a

lower error percentage compared to recognition of pinching gestures [128]. Fur-

thermore, precise calibration is required for accurate gesture recognition due to

the data being extremely user dependent. A previous work used gesture-less EMG

for various inputs by determining the length of muscle contraction time, however,

relying solely on EMG greatly limits any form of selection [30]. Using length of

contraction also suffers from the same issue with dwell time. One of the solutions

for this is to pair EMG with other forms of input, thus creating a multimodal

system. Multimodal inputs are no stranger to human-computer interface [171],

and can certainly improve an interaction mechanic if done correctly. For example,

coupling EMG with a touch screen allows the system to recognize which finger is

touching the surface, as well as the amount of pressure exerted through muscle

sensing without the use of a pressure sensor [11]. Besides EMG, other forms of

multi modal input like combining eye gaze with hand gestures have also been ex-

plored [20].Regarding eye tracking, it is a sensing mechanic that is very likely to

be adopted into future VR headsets. As of this moment, companies like Tobii have
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been active in the eye tracking scene, though in the case of VR, most solutions

are still extremely expensive or not made available for consumers yet. In research,

eye tracking has been used for foveated rendering [104], multi-user scenarios [131],

or other forms of input modality. After a quick calibration, it is an effective tool

that adds an additional layer of interaction, making it a perfect addition for VR.

Coupling eye gaze tracking with EMG is a novel proposal and useful input, seeing

as how it has previously been used for motor disabilities [23]. This proves that

such a multimodal input can be beneficial given the right context.

Evaluating the performance of a new input method, whether it be for AR,

VR or any platform, requires the correct assessment method. A simpler method

would to simply measure the time required to complete a certain task, such as

walking from point A to point B using the assigned input method [17]. However,

a more through evaluation can be seen in text entry studies such as work related

to keyboard input [82]. In a HoVR-type where the user developed a system

for smartphone keyboard input in VR, they measure the time and accuracy to

complete a given phrase or sentence, coupled with a general usability questionnaire

[73]. One of the more common evaluation method is the Fitts’ Law method for

relative measure of performance, also used in a study that combined gaze detection

with gesture [20, 82]. Essentially, it is a selection and activation task for the user

that includes a proposed solution being compared with a baseline. This was also

utilized in a study to compare between several gamepads [119].

Based on the related work, it can be seen that there exists many forms of input

and interaction techniques utilizing sensors, gestures, and currently available de-

vices. Among these input methods, use of physiological signals carry the benefit of

being intuitive and more accurate depending on context. To evaluate this, utiliz-

ing Fitts’ Law is appropriate as it is a well recognized evaluation method, though

an additional user experience study would benefit for an additional qualitative

feedback.

Implementation

The core interaction method proposed in this multimodal solution is to have

the eye gaze used as a selection mechanic while the muscle contraction used as an

activation. This can be similarly dubbed as the eye gaze being part of the target
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acquisition phase and the muscle contraction as target action phase [20]. One of

the core benefits as opposed to dwelling techniques is that the user is not required

to focus on an object for an extended period of time which is fatiguing [60].

Therefore, only muscle contraction is used for the target action phase. We will

perform a comparison by using eye gaze for the action phase as well in our user

study.

Special considerations are required when designing an interface that relies on

eye tracking. For other forms of applications that are not VR-based, determining

the accuracy threshold of the eye tracker is important [20]. However, UI design

should be scaled accordingly, which is also parallel with the design consideration

for VR UI [154]. Generally, if a UI is too small and requires really accurate eye

tracking for precise solution, then it is too small for proper viewing in a HMD.

Most UI are directly attached to the player camera, however, this does not apply

for spatial UI or 3D objects that are placed in the virtual environment. This is

because the user can physically move closer to the object for a better view for

VR solutions that use spatial tracking. For the target action phase, two kinds

of interaction can be performed: a discrete action in form of a single activation

method like a lamp switch, whereas continuous action provides a stream of data

for as long as a condition is true, such as holding down a keyboard button.

In this context, discrete action means a single muscle contraction, while con-

tinuous action means continuous muscle contraction. This allows for several inter-

action mechanics for the user in a VR environment. For instance, discrete action

is great for locomotion mechanic, and activation of a menu. In a shooting game,

this is akin to firing a semi-automatic pistol. Continuous action on the other hand

is suitable for dragging objects around like a paint brush, manipulating a graph

bar, or firing a fully automatic rifle in VR. These two distinct methods of interac-

tion create a taxonomy similarly proposed by Chatterjee et, al. [20]. More generic

actions like pick-and-place or drag-and-drop may freely utilize either interaction

mechanic.

All of the peripherals used in this study can be obtained off the shelf. Granted,

the accuracy may not be as high as industrial or medical grade tool, but consumer

electronics are the more accessible option for regular users. For the VR HMD, we

use the HTC Vive VR headset. For the eye tracker, we used the IR trackers by
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Figure 4.31: Eye tracking from the Pupil software.

Pupil Labs. These are a pair of 120Hz cameras that can be bought with direct

integration with the lenses of the Vive. Fig 4.31 shows the user’s eyes being

tracked. We also chose the Vive because it can easily be made into an AR HMD

simply by attaching stereoscopic cameras.

There are several eye-tracking solutions for VR, however, they are either ex-

tremely expensive like SMI’s solution [140], or not available for consumers at this

point of writing. Eye tracking solutions are relatively less for AR, though they

can be combined between a third party tracker and Hololens. Finally, for EMG

sensing, we opt to use the Myo Armband, which contains eight medical-grade

EMG sensors placed on the user’s forearm [91]. Myo also comes equipped with an

accelerometer and gyroscope for gesture input, but for the purpose of this study,

we will be excluding these.

In terms of software, we will be interfacing with the Unity Engine due to

its seamless integration with VR. C# is the primary development language. To

obtain the eye tracking data from the Pupil trackers, we use open sound control

(OSC) and ZeroMQ to pipe the data over to Unity, allowing us to both obtain the

raw data and toggle Pupil’s calibration directly from Unity [130]. For the Myo

armband, Myo provided a Unity plugin that directly pipes raw EMG data for each

of the sensors. The machine used for this study is equipped with a Core i7-6700

processor, an Nvidia Geforce GTX980 graphic card, and 8GB of memory. It is

important the machine used is at least above or equal to the minimum requirement

for VR suggested by Oculus [96] to avoid any additional delays that may cause

motion sickness.
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User Study

The user study is divided into two parts; one for evaluating the performance

and throughput, as well as the overall qualitative feedback in a use case scenario.

Both parts of the study will be explained thoroughly in their respective subtopics.

They first need to perform a brief calibration to map the tracking data into Unity’s

3D space, though the gaze data is only in 2D. The calibration is performed by

looking at 9 points that appear on the FOV sequentially. No calibration for the

EMG sensor is necessary.

A total of 16 participants were recruited for this user study, comprising of 7

females and 9 males aged between 22 to 38 (mean = 26.19, SD = 4.55), where

their feedback and opinions were also collected at the end. All the participants

had no prior knowledge of the association of EMG and eye tracking with VR,

though some of them have experience with interaction in VR environments. For

participants who wear glassed, it needs to be taken off in order for the eye trackers

to detect the eyes accurately for calibration. Each participant also provided their

informed consent, and no identifying information is provided in this study.

We used a Fitts’ Law study shown in Figure 4.32 to evaluate the throughput

of our proposed interaction based on varying index of difficulties (ID) and input

methods. This particular form of study has been used to evaluate multimodal

input method before and has been shown to be a viable method for the evaluation

of pointing techniques [20]. It is worth noting that Fitts’ Law has been deemed

suitable for gaze input as well [88,161,165,173], though none has evaluated the use

of EMG in a VR environment. We directly compare our method with gamepad

input, motion controllers, dwell time, and dwell time by gaze-only. Even though

mouse input has been considered for comparison due to most people’s comfort in

using it, we deemed it unnecessary for VR as conventional VR input leans more

towards a gamepad or motion controller. Therefore, the independent variables

are the 5 different input types listed below, with 6 levels of IDs (2.81, 2.94, 3.07,

3.2, 3.33, and 3.46 bits). The dependant variables are the movement time (MT)

as well as the effective index of difficulty (IDe) to calculate the final throughput

(TP). The explanation for each of these variables will be further elaborated in the

following subsection.

• Gamepad: The gamepad was the first consumer VR input method before

94



the introduction of motion controllers as most users are accustomed to its

layout. It can also be combined with AR systems, primarily for gaming

purposes. Therefore, the gamepad’s analogue stick is used for selection and

a button is used for activation.

• Dwell time: Since one of the primary benefits of our proposed method is that

it saves time, it is only fitting to compare it with a dwell time method that

is currently being used for most hands-free interaction mechanics. Dwell

time places a reticule in the middle of the FOV and requires the user to use

head rotation to place the reticule over interactive objects for a period of

time, in this case, 750 milliseconds. Dwell time by eye gaze have shown that

this value provides the highest throughput for dwell-based interactions [173].

Though this input method does not rely on using eye gaze, a similar dwell

time value is used.

• Dwell time with eye gaze: Similar to conventional dwell time implementation

mentioned above, this method instead uses eye gaze for selection. As of this

point of writing, this method is not popular with consumers simply because

eye tracking is not yet made mainstream to the average users. After a brief

calibration, a similar dwell time of 750 milliseconds is also assigned.

• Eye gaze with EMG: Our proposed method replaces dwell time with muscle

contraction activation. The user simply needs to contract the forearm muscle

to enable activation at the point of gaze, akin to clicking a mouse button

for where the cursor is placed.

• Motion controllers: Motion controllers are essentially gamepads that are

tracked in the virtual space. Since most current VR interfaces rely on them

now, we used the conventional ”laser pointer” interaction where a raycast is

produced from a motion controller to point at selected targets. Activation

is achieved by pushing the trigger button on the controller. We deem this

input method as the gold standard baseline for VR input and interaction.

Such an input is not yet readily available for commercial AR at this point

of time.
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Among these 5 input methods, only the gamepad requires a preset cursor veloc-

ity as other methods depend on the efficiency of the user themselves. The default

speed of a virtual object according to the maximum displacement of the analogue

stick is 120 units/second. We ran an informal pilot study with 8 participants

who are unrelated to the main study, with varying amount of experience using a

gamepad, to determine the most suitable speed of the cursor. Each participant is

simply required to enter the VR environment and move a cursor between 2 points

placed left and right at the opposite end of each other using the gamepad. 6 levels

of distances, which were equivalent to the amplitude (3, 3.2, 3.4, 3.6, 3.8 and 4

units), were set, and each participant is given the freedom to adjust the speed

of the cursor until they find a comfortable speed balance between the distances.

We found that users with little to no experience prefer the cursor to be slower

around 96 units/second. because they have trouble positioning the cursor accu-

rately, whereas participants with moderate experience in using a gamepad found

that the lower speed is too slow, yet higher speed was very easy to overshoot.

However, all participants agreed that cursor speed above 144 units/second was

quite easy to overshoot, even at a maximum distance of 4 units. Therefore, we

decided to use the default speed of 120 units/second without any speed multiplier.

For the main study, each participant is required to use each input method

according to each preset ID, three times per ID. Therefore, each participant will

run this study 90 times. To eliminate any ordering effect, the sequence of input

method was counterbalanced according to the Latin Square. The sequence of ID

was randomized for a more realistic range of difficulty [119].

The ISO 9241-9 Fitts’ study method was used for this experiment [1, 20].

According to Fitts’ Law, the index of difficulty, ID is influenced by the distance

from the center point to any of the targets and the width of the said targets.

ID = log2(
A

W
+ 1) (4.5)

Where A is the amplitude, or distance and W is the width of target, in unity

units. The targets in this experiment are modeled as green spheres in a 3D

environment. When the experiment begins, a green target will be rendered red

and the participant is required to activate the sphere (depending on the input

method), followed by the next target which is opposite the previously selected
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target until each of the targets are activated. The trial ends when the last sphere

is the same as the first. We also record the movement time (MT) of the whole

trial for each input method. Since it refers to the time the user spends moving

a pointing device, we exclude the dwell time for dwell-based interactions as it

is assumed that the pointer is static. At the beginning of each trial round, the

position of the cursor is reset to the middle of scene. At the point of selection, we

also measure the standard deviation (SD) of over-shoots and under-shoots from

the center of the target spheres. We use the SD values to calculate the effective

width, We, shown below:

We = 4.133 ∗ SD (4.6)

This allows us to compute the effective index of difficulty, IDe, and the final

throughput, TP.

IDe = log2(
A

We
+ 1) (4.7)

TP =
IDe

MT
(4.8)

During the entirety of the study, we employed a think aloud protocol where

at anytime, the participants are free to express their opinions and provide con-

structive feedback, which is recorded. Finally, after each participant experiences

all the IDs of an input method, we ask them to answer the NASA Task Load

questionnaire for each input to understand their perceived load.

The second study focuses on qualitative feedback from participants where we

obtain informal feedback regarding the proposed input method in a simple game

[65]. The game places the participant in a room, equipped with a pistol that aims

at the direction the participant looks, as shown in Fig 4.33. The participant is

simply required to look at targets that spawn in front of them and fire a bullet

based on muscle contraction.

To complement the main study, we also calculated the accuracy of each bullet

shot, by finding the distance between where the bullet lands and the center point

of the target and evaluate the error rate [51]. However, we did not compare this

with other input method and simply treat this as a minor performance evaluation.
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Figure 4.32: The screen of the user study, with the red point denoting the target
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Figure 4.33: Shooting game to obtain qualitative feedback, score, and accuracy
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Results

We assessed the Fitts’ Law index of performance (IP), recorded subjective

work load via a NASA TLX questionnaire, and collected qualitative feedback

from a simple shooting game.

We conducted a two-way repeated measure ANOVA with the dependent vari-

able throughput and the two fixed factors target selection method and level of

difficulty. An interaction between condition and level of difficulty could not be

demonstrated, F (20, 450) = .241, p = 1.0. There was a statistically significant ef-

fect of the target selection method on throughput, F (4, 450) = 89.211, p < .0001.

With η2p = .442 this is a large effect accounting for 41.5% (adjusted R2) of the

variance in throughput. Level of difficulty did not have a statistically significant

effect on throughput, F (5, 450) = 1.433, p = .211. Figure 4.34 visualize the es-

timated marginal means of throughput and shows the dependency on the target

selection method. Post hoc analysis conducted with a Tukey’s range test showed

that target selection by motion yielded significantly higher throughput than all

other methods (p < .0001). Dwell lead to significantly higher throughput than

gamepad (p = .011) and gaze (p < .0001), whereas gaze and EMG resulted in

significantly higher throughput than gaze alone (p = .001).

To assess the mental work load perceived by participants we calculated the

Raw TLX score after each condition and applied a Friedman test on the five

control conditions. Here, we found a statistically significant difference between

conditions, χ2(2) = 25.509, p < .0001). We conducted the post hoc analysis with

Wilcoxon signed-rank tests applying a Bonferroni correction, which resulted in a

significance level of p < .005. Median perceived work load scores for Dwell were

40 (SD = 17.6), for Dwell and Gaze 51.7 (SD = 12.3), for Gaze and EMG 29.2

(SD = 12.7), for gamepad 25.8 (SD = 15.2), and for Motion 29.6 (SD = 10.3)

(see Figure 4.35). There was a statistically significant reduction in perceived

work load when using Gaze and EMG (Z = −3.124, p = .002), the Gamepad

(Z = −3.362, p = .001), or Motion (Z = −3.465, p = .001) compared to Dwell

and Gaze. There was no statistically significant difference between the remaining

conditions.
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Figure 4.34: Throughput is highly dependent on the target selection method (lines), whereas

level of difficulty does not yield a statistically significant effect (slope). There is no interaction

effect between the two fixed factors selection method and level of difficulty.
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Figure 4.35: Perceived work load as a result of the NASA RAW TLX scores: target selection

with Dwell and Gaze was significantly more strenuous than using gaze and EMG, the controller,

or motion.
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Discussion and Limitation

Overall, we demonstrated the feasibility of combining eye gaze with EMG

for VR interactions. Based on the results, we found that dwell gaze performed

the worst, which is to be expected because the participants were required to

fixate on a point for a period of time, which can be uncomfortable or straining,

especially given the length of time and number of trials they were required to do

so. However, by removing fixation and replacing it with instant activation using

EMG, the performance significantly improves. Using the motion controller still

outperforms other input methods which can be due to several factors, namely due

to how it feels like a direct pointing gesture, though it is not a hands-free solution

and therefore could be more limiting in terms of introducing additional input or

for AR and mobile VR solutions. Finally the gamepad was the slowest since unlike

eye, head, or arm-based selection, using the gamepad requires a preset maximum

speed and thus cannot be as fast as the participant wishes it to be.

When asked to provide qualitative feedback during the Fitts’ study, a total

of 7 participants preferred to use the combination of eye gaze with EMG, 8 par-

ticipants preferred using the motion controller, and 1 participant preferred using

the conventional gamepad the most. When we interviewed the one participant

that chose gamepad input, he or she mentioned that it was the most relaxing

and least taxing, requiring near to zero physical movement, thus reducing motion

sickness because he or she did not have enough rest the previous night and was

feeling slight nausea and disorientation prior to participating our study. For the

8 participants who preferred the motion controller, 3 of them mentioned that it

was simply more fun since the virtual laser pointer from the tip of the motion

controller looked visually similar to a fictional sword in a popular science fiction

movie, thus increasing the enjoyment. It was also overall fun for these 3 partici-

pants who had never experienced a motion-based controller before. The remaining

5 participants who chose motion controller was simply due to its balance between

speed and stability. For lower ID, a wrist movement was enough to perform selec-

tion, though at higher ID, arm movement was necessary thus increasing fatigue

over time. Furthermore, all 8 of these participants experienced some difficulty

in calibration for the eye tracking, thus reducing the overall score of both the

eye gaze dwell, and eye gaze with EMG. For the participants who preferred eye
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gaze with EMG, 5 of them stated that it was extremely fast, since selection was

achieved using eye gaze which feels natural, and activation was using arm muscle

without much force, thus negating any fatigue. The other 3 participants enjoyed

the novelty of the interaction over other more conventional methods, since these

participants also have moderate to expert experience in VR interactions.

Among other comments, one of the participant mentioned that the loading

time used for dwell and dwell gaze is frustrating. Another participant had no

issue with the loading time, but dwell solution was tiring for the neck, especially

for higher ID. A participant who tried the gaze solutions first followed by dwell,

found that he or she felt strange that activation did not start after looking at the

points with the eye, possibly due to ordering effect.

One of the main limitations at this point of time is in fact the accuracy of

eye gaze tracking. With precise calibration, it is possible to obtain near perfect

tracking. However, in most cases, participants need to calibrate several times to

achieve the desired level of accuracy. Furthermore, eye tracking is a very del-

icate method that uses IR cameras. Occurrence of slippage in the HMD after

calibration will completely render the tracking unusable and further calibration

is required. This means that the user cannot make any sudden or extreme head

movement to maintain eye tracking precision. However, it is worth noting that

as this technology becomes more mainstream, the tracking will certainly improve.

Another common issue was that since the position of the trackers are fixed in

the HMD, it largely depends on the participant’s compatibility with the trackers.

From our study, we found that the eye trackers were difficult to detect the eyes

of Asian participants, whereas seems to work relatively well for European par-

ticipants. This can be due to several factors such as eye color, size, and relative

position of the eyes. As of this moment, the currently used setup is suitable for

our user studies, however, a separate MacBook was required to operate the eye

trackers. Nevertheless, we believe eye tracking will be the next evolution for VR

and AR technology once it matures. Regarding the utilization of EMG, since

minor muscle contraction can be easily detected by the sensor, it is possible for

accidental activation to still occur. This is a common problem for input methods

that do not involve buttons. Nevertheless, software tweaks on the UI behavior or

increasing the activation threshold can easily circumvent this issue. High muscle
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contraction only even happens if the user is lifting something heavy or performing

an extreme motion like punching, unless done on purpose. Comparing to interac-

tions like arm or finger gesture, or pressure sensors on certain body parts, EMG

activation is less likely to accidentally occur.

Compared to the previously studied parallel-type interaction (locomotion),

serial-type interaction (selection and activation) has several motions being done

procedurally, and this study is meant to understand the effects of convexing this

motion. We can now see that it is entirely possible to still create a more efficient

form of interaction for this, since the proposed EyeEMG method is able to perform

nearly as well while taking much less physical space.

4.5.2 Transparent Reality

This subsection is adapted from a poster paper presented at the ACM User

Interface Software and Technology Symposium (UIST 2016) [101]. The paper

was co-authored by myself, Benjamin Outram, Noriyasu Vontin and Kai Kunze.

This work was also a collaborative effort and funded by Fujitsu Design. In this

next approach, the procedure of interaction is rearranged so that the final desired

output (object picking or activation) is linked to the very first input (looking at

the object). Unlike finger grasping though, the activation mechanic here uses the

change in focus depth, making it a different motion type that creates a non-linear

output that is more suitable for toggling interfaces in different depths.

Due to the versatility and usefulness of eye tracking, it is without a doubt an

extremely plausible evolution of the next iterations HMD, judging by the already

available Fove headset [45], SMI [140], and Pupil eye trackers [130]. However as

of this moment, the instability in calibration and overall cost for the trackers still

prevent them from mass adoption, though this is simply a matter of time.

Implementation

We have also developed an early prototype for eye tracking last year in a

collaborative project with Fujitsu design. The first eye tracking-equipped DK2

was made through a slight modification of the lenses shown in figure 4.36. Its main

benefit over Fove is that 1) they are still not available at the point of time where
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Figure 4.36: Placement of the eye trackers in DK2

this prototype was being developed and 2) they only work on the Fove headset

and are not compatible with other readily available HMDs. Our prototype carries

three main advantages; 1) It was compatible with the DK2, which was the most

popular HMD at that point of time, 2) it provided high quality eye tracking with

a frequency of 120Hz at the fraction of a cost (roughly $2,000) of SMIs solution,

and 3) it provides the user with all the necessary tracking data, including pupil

diameter, confidence, and the directional vectors per eye. The eye trackers that

were used were the Pupil Labs tracker, which at that time, was sold as a separate

wearable and was not VR compatible. To make them compatible with the DK2,

about 1/3rd of both lenses were modified and cut to create enough space for

mounting the IR cameras. It was found that despite the modifications, it did not

obstruct the users experience in consuming the VR content.

We look at 2 separate implementations and use case for eye gaze tracking for

virtual environments; one as a selection modality, and the other as a solution

for foveal rendering. Eye tracking and eye movement analysis is often used in

psychology experiments, marketing etc. to better understand users intentions

[3], as implicit input in gaming or as automatic tagging and context recognition

tool during everyday life [58]. So far, there are only few researchers exploring

explicit eye gaze based interactions , as users often feel eye fatigue [36]. The

best approaches seem to use some stimulus (e.g. smooth pursuit) for less stressful

gaze interactions [40]. This paper presents an initial prototype of focus depth
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Figure 4.37: Focus Depth of the user where left is close and right is far

implementation in a standard VR headset, which also implies an integration with

AR HMDs. Although a couple of researchers already implemented binocular eye

tracking systems in VR [37], prior to this work we are not aware of any research

using focus depth tracking as an interaction modality. Our contributions are as

follows: (1) We implemented a custom prototype to use eye gaze focus depth as

novel input modality for VR, (2) We show a sample application using focus as a

switching mechanism and show that interactions using focus depth information

are comparable to explicit input of a scroll wheel, and (3) we present guidelines

and application cases for using eye gaze depth in VR systems.

Since the Pupil trackers do not support virtual environments by default, a

custom plugin was written for the tracking software with Python that enables the

raw data from the trackers to directly stream into Unity via open sound control

(OSC). Unity then reads these values directly into the virtual environment. We

are using the two normal vectors of the iris for both eyes (provided by the pupil

software) to perform the depth calculation, detecting the intersection point or the

vector that represents the shortest distance between the two vectors. The focus

depth is accurate for distances between 5 to 25 meters in the virtual space. For

the user study, we use a calibration system based on the K- nearest neighbor

(KNN) algorithm that teaches the system to recognize two layers of depth in the

virtual world. By selecting K= 3, KNN calculates the Euclidean distances of the
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Figure 4.38: The experimental setup

current eye gaze with the trained values to determine the two closes values of K

that contains the information of the layer currently being observed. This allows

a robust user dependent recognition.

User Study

We conducted a case study to determine the usability of the proposed system

by comparing two methods: scroll-based and gaze-based. The scroll-based method

utilizes a more conventional approach where the user is required to obtain scores

by touching a sphere, which is controlled with a mouse, to a 2D square placed in

front of the user. However, the squares position also change in the z-axis (depth).

The scroll wheel allows the sphere to move in the z-axis. For the gaze-based

method, the scroll wheels function of depth control is substituted with eye gaze.

After the calibration phase, the task is no different than the scroll-based method,

except that the user is now able to control the spheres depth simply by focusing

near or far. A total of 10 participants, consisting of 6 males and 4 females aged

between 20 and 25 and have variable degree of eye sight clarity were given a score-

based task in the VR environment. At the end of the session, each participant is

then required to complete the System Usability Scale (SUS) score questionnaire

to determine the gaze-based methods intuitiveness.
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Figure 4.39: SUS Score of 65.5 of the proposed method

Results

The achieved scores are rather comparable overall with gaze-based method

marginally higher in all three rounds. Two of the participants wore spectacles

and had no previous experience with eye tracking and VR. One of the participant

needed to remove it while wearing the HMD, whereas the other was able to fit

the spectacles in it. Participant 6 and participant 8 suffers from both short sight-

edness, while participant 8 suffers from minor diplopia. This leads to difficulty in

focusing at objects. If the results for both of these participants were excluded,

the new SUS score would be 69, which is above the average SUS score that is

deemed as a favorable system. Applying a T-Test on the score results show that

for the first session, a p-value of 0.804 was obtained. For the following second

and third session, the value steadily decreases from 0.4266 to 0.295 respectively.

There is no statistical significance between the scroll-wheel and focus-depth based

method. Indicating that our method is at least comparable to the scroll- wheel

implementation.

Discussion and Limitation

Overall, we demonstrated an initial implementation of eye gaze input in VR.

Even though Transparent Reality provided us with an acceptable SUS score,

some of the feedback from the participants were that prolong use could lead to eye
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Figure 4.40: The average scores for both scroll-based and gaze-based method for the first, second

and third trial

strain. Similar to real life, a constant shift in depth perception of the eyes can be

quite strenuous. Therefore, it can only be used sparingly and is very situational.

We would also like to touch on the implementation of KNN for classification,

which we did not compare with with other machine learning solutions. Since deep

learning has been gaining popularity as the definitive algorithm for machine learn-

ing, a comparison between deep learning with various machine learning methods

could be made to improve the overall classification.

For this final approach, we found that one of the main drawbacks for using eye

tracking for selection and activation is that it could quickly lead to eye fatigue,

so care needs to be taken. However, the results show that is a feasible method

to actually replace our selection and activation motions to that of only the eyes,

because it triggers much faster and barely requires any physical motion.
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4.6. Summary

To summarized all the approach in this work, the first step into understanding

Convex Interactions is to recognize the parameters that were tweaked so that it

can be reproduced by other researchers. In Chapter 3, it was established that

the main five parameters used in the approaches are space type, interaction type,

mapping type, motion type, and output type. In this section, I will explain what

this means for Convex Interactions in two ways; the reason why we can perceive

it as being more natural or intuitive than what we perform everyday in terms of

cognition and neurons, as well as the generated human meta-model as the main

output for this thesis, so that researchers from this field can reference as well as

create their own form of Convex Interactions.

4.6.1 Hacking the Human Brain

In this section, I would like to discuss the reasoning behind the simple phe-

nomena of how we as humans are able to adapt to a new interaction, and even

briefly overwrite what we initially deem as more natural in favor of something that

is more efficient. One of the earliest example given in this thesis is when humans

first learn to walk. We started off from crawling, to walking with only two feet.

This evolution in human locomotion is all due to the flexibility of the human brain

to adapt to given situations and to develop methods of optimizing ourselves to not

only understand, but also overcome our physical limitations. Evolution happens

to all living beings on this planet, but what makes humans special mostly stems

from our intelligence. Back to the example of human locomotion, we adapted to

our environment by finding the most efficient way of moving around, and even-

tually learn that our hands are not needed to move around. Our brain gradually

overwrites this information over time during our learning process. As a result, we

just need our legs to move, though we still do swing our arms when walking. We

know that walking with just 2 legs then, is simply more efficient, and in time, we

grow to understand walking with 2 feet as the most natural way to move around.

Therefore, for us to view Convex Interactions as being beyond this, we need to

understand that it instead, is more efficient then walking with 2 legs.

This understanding process is called cognition. Cognition is defined as the
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mental process of acquiring knowledge and understanding. As Convex Interaction

aims to overwrite what we are already used to performing on a daily basis, we

need to change the information that is being fed. In this overwriting process,

our cognition adapts and learns from the aforementioned information through

the sensory receptors. When less space is used to move, then our cognition is

reprogrammed to comprehend this. Of course, the learning process also highly

depends on how we find the new input to be intuitive or natural, but because it

is simply more efficient, this plays a large role in our learning process.

4.6.2 Neuroplasticity of the Peripersonal Neuron

Whenever a new locomotion method is developed and tested in VR, motion

sickness tends to be the first issue that needs to be addressed. Even when out

of VR, some people already experience motion sickness simply by just being in a

driving car or or even watching a character walking around in a display in the first-

person view. Why then, do methods like AnyOrbit can overall produce less motion

sickness? This is because what we see does not correlate with out body motion.

In a car, our bodies are not moving, yet our vision knows that the body is being

moved, causing a sensory mismatch. This is a very good example to show how the

human brain has been cheated or hacked, or has simply adapted to a situation

when our visuals are aligned with our motion. AnyOrbit changes the output

of the locomotion to be that of rotational, but motion sickness is less because

the mapping of input is to the head that is being rotated to perform it. Since

the motion is correlated to the output, motion sickness can therefore be avoided

because there is a sensory alignment between motion and vision. Therefore, it is

actually fine to create a non-linear output, as long as the input motion correlates

with it, even if it is being mapped differently.

Regarding mapping, is has already been previously proven that humans can

adapt to different limb mapping and a shuffle in body schema [129]. Humans

are able to adapt to additional limbs, as well as the change of input mapping,

therefore I also leverage this in an effort to reduce space consumption. There is a

close relation between body schema with peripersonal space, because an effective

control of the human body mainly depends on the integrated representation of the

body (body schema) as well as the space around the body (peripersonal space).
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In Chapter 1 and Chapter 2, I touched on the existence of peripersonal neurons,

which are clusters of neurons that exist in the human brain with the purpose of

encoding our peripersonal space and spatial sense. It provides humans with a

mental model, or a meta-model of the space around us to the point where, even

with our eyes closed, we know where the positions of our limbs are. Another term

closely related to this is proprioception. Proprioception is defined as the awareness

of one’s own body, and is detected from the nerves in the body as well as the canals

in the inner ear. Because of this, it is also subjected to neuroplasticity, giving it

the ability to keep changing depending on the information from our senses. The

brain’s processing is overall more complex when there is activity closer to the

peripersonal space as it actually involves more sensory modalities [55]. Based on

what we found from this work, interactions that are closer to the peripersonal

space greatly effects our cognition and ability to adapt to it faster due to this

additional sensory information.

Furthermore, because of the peripersonal neurons and its connections with

these nerves, humans have a general meta-data of the space around them. We

do not care too much about the specifics; the angle of rotation or the amount of

displacement. In Unconstrained Neck [137], participants are able to adapt to the

change in vision where the neck rotation results to a bigger change of view. What

matters more is the correlated motion with the vision, as explained earlier. This

study now shows that there are plenty more factors and parameters that can be

tweaked, evident by each of the approaches used, and that space greatly effects

each of them.

Figure 4.41 shows the relation between the peripersonal plasticity of the human

space with the neuroplasticity of the brain found in this study. Interactions closer

to our core, or body, allows us to adapt faster to that motion. In the brain, the

regions that are in charge of the cognition process and the spatial information

are the frontal lobe and the parietal lobe respectively. These two regions cover

most of the brain, though this work triggers specifically the motor cortex in the

frontal lobe and the somatosensory strip in the parietal lobe. The motor cortex

reads the information from the motions of the limbs whereas the somatosensory

strip obtains information from the sensory receptors, which in turn influences the

peripersonal neurons.
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Figure 4.41: Correlation between peripersonal plasticity and neuroplasticity, where interactions

closer to the body can be more efficient and intuitive quicker
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So from this, we understand that the results obtained from the approaches

mentioned in this thesis mainly stems from the neuroplasticity of the human brain.

However, this information alone cannot benefit engineers/designers/researchers to

further push the boundaries of interaction design if the reason is simply attributed

to neurons.

4.6.3 Human Meta-Model for Convex Interaction

The concept of space is itself, one of the main parameters that has been es-

tablished in this work. In Chapter 3 though, I further established several other

parameters that have been manipulated in the approach, as a result that started

from spatial manipulation. These parameters are the space type, interaction type,

mapping type, motion type, and output type. Based on these parameters, engi-

neers/designers/researches can design and develop their own form of Convex In-

teractions based on these parameters. Previously, I also mentioned that humans

have a mental model of the space around us, and the core contribution from this

thesis is understanding the parameters from this model that we can extract to

create efficient interactions. Figure 4.42 shows the meta-model, which is a model

based on that human mental model.

It can be seen that each of the developed approach are from a different com-

binations of the parameters. For example, Transparent Reality is an interaction

mechanic developed within the peripersonal space (using only eye movement),

based on a serial-type interaction (selection and activation which is a series of

movements to achieve the desired output), rearranges the mapping type (having

the first input of eye motion being coupled with the final output of picking an

object), a different motion type (changing the depth of focus of the eye as opposed

to using arm or finger movement), and a non-linear output (makes the object’s

position change it’s position in terms of distance from the user, or depth). There-

fore, other engineers/designers/researchers may use these various parameters to

either recreate the Convex Interactions developed in this thesis, or create a new

form of interaction by combining these parameters into something new. However,

further tests would then need to be conducted to understand the user’s perception

towards the said new interaction method.
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Figure 4.42: The human meta-model for Convex Interactions
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Chapter 5

Application Scenarios

This chapter explores the potential use cases and scenarios that can benefit

from Convex Interactions. The first section is the use of Convex Interactions

that can potentially promote VR to be more ubiquitous, serving well especially in

collaborative environments and being able to open new VR interaction spaces in

the future. The second section focuses more on the bigger picture on how Convex

Interactions can push mankind towards a more efficient interaction method as we

move towards a machine-oriented future.

5.1. Applications in VR

These scenarios depends on two factors; space or proxemics consideration,

and collaborative or social interaction, illustrated in Figure 5.1. Certain scenarios

contain more users around us, whereas other scenarios move towards the degree of

collaboration or social interaction. For example, one of our recent work, CleaVR,

delved into the development of a collaborative environment for interior design

and was presented as a poster paper at Siggraph 2017 [102]. This paper was co-

authored by myself, Benjamin Outram, Benjamin Tag, Megumi Isogai, Daisuke

Ochi, Hideaki Kimata and Kai Kunze. This work showed the potential of a

collaborative social space virtually, with a high degree of collaboration but low

proxemics consideration since it featured remote collaboration. Among the other

application scenarios that are covered here are spectating sports in a stadium,

watching sports at home, having a meeting, and performing collaborative art in
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VR.

Current methods for spectating live sports events has not changed over the

years. In the future though, the possibility of mixed-reality adoption is possible.

Sports spectating generally involves hundreds of people tightly packed in a sta-

dium to spectate their favorite sports. This leads to actual proxemics concern,

even though the collaborative nature is minimum.

The next scenario with minimum collaboration as well as minimal space used is

watching sports in the comfort of the living room. Such a situation would involve

roughly three to four other users (family members and friends), where some social

interaction takes place though without much worry on intrusion.

For a scenario that requires more collaboration in a relatively smaller space, an

appropriate scenario would be a meeting, group discussion, or group revision be-

tween several professionals like engineers or product designers. Social interaction

would be necessary, with some care regarding intrusion of personal space.

The last scenario to be considered is a major collaborative art project. Such a

scenario may involve several artists working together on a large virtual canvas to

create a piece of VR art. In this scenario, care needs to be taken for intrusiveness

especially, as collision will effect the paintings of the other artists. Another sce-

nario that falls into this category would be a massive local VR multiplayer game,

which can be both collaborative or competitive.

Generally though, all scenarios share the same social space and are variations of

Figure 2.1 depending on the aforementioned two factors. Some of these scenarios

already exist in today’s current applications, whereas some of them are projected

futures that could very well be adopted in the next 5 to 10 years. In each of

these scenarios, the presence of other users are shown to very likely be within

the personal space of each other, thus making non-intrusive interactions a useful

alternative to interacting with virtual content, or with each other virtually.

Next, I delve deeper into each proposed convex interactions and discuss the

possible scenarios and applications where each of them can benefit most from.

5.1.1 Arm Swing

Arm swing was an interaction proposed to convex social proxemic space to per-

sonal, thus its application scenarios can be rather unique. The developed system
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Figure 5.1: Categorization of each application scenarios depending on space and social interac-

tion

was catered towards standing use, though it can still work for sitting purposes

since the user only requires arm movement. Since it was developed to balance

energy consumption with immersion, it can firstly be used for collaborative or

competitive gaming scenarios; picture a multiplayer AR or VR race achieved en-

tirely with arm swinging. Next, since arm swinging was compared with WIP

solutions, thus any scenarios where WIP can be used also caters to arm swinging,

such as space exploration use cases (interior design, virtual tours, etc.). Further-

more, its use case can be expanded to a wider range of audience; an example

being the elderly or even disabled people who wish to experience natural VR in-

teractions. This also opens up further design considerations for this category of

audience, though we shall relegate this to future works.

5.1.2 PinchMove

PinchMove was designed with a more specific use case, with accuracy and

precision being the main factor as opposed to immersion. For accuracy, it can

be said almost all other existing technology has an input method that is deemed

to be most accurate depending on application. Gaming can be seen as a good
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example. Even though a desktop computer supports many kinds of controllers, the

mouse is overall the most accurate in selection, evident by how first person shooter

(FPS) games are generally more competitive for the desktop computer [59]. For

games using the third-person camera, a gamepad becomes ideal when compared

to a mouse. Racing games instead favor an actual steering wheel controller. These

input methods are the most accurate for each of these types of games, and can also

be reflected in professional use. For example, we generally prefer to use a mouse

for software tools like CAD modeling or video editing. For AR/VR, since it was

developed to mimic real life, naturally movement is most accurate when we move

the same way we do in real life. However, clearly this is not a feasible method

since physical space is limited, which brings us back to the issue of proxemics.

Teleporting, another navigation method that is currently the definitive navigation

mechanic for VR, on the other hand can be jarring and disorienting.

As previously mentioned, PinchMove was designed for specific scenarios that

are near-field (personal proxemic) and prioritizes accuracy. An initially discussed

scenario was to apply PinchMove in collaborative social spaces like an office envi-

ronment, where space is limited, objects are around the near vicinity, and accuracy

is needed. In a VR office conference scenario, each participant can easily navigate

to the front of a desk, or towards a white board accurately. One-hand naviga-

tion may be used if the other hand is occupied with a marker pen. A similar

scenario would be a workshop simulation for technicians. Another suitable pro-

posed scenario would be for a simulation of a space ship for astronauts. Since

PinchMove relies on physically pinching or grabbing the environment by hand,

this mechanic is suitable for zero gravity where an astronaut actually needs to

physically grab the inner walls of a space ship to navigate. The rotation mechanic

allows them to accurately position their orientation, which is also suitable for

the ergonomic design of the interior of a space ship. PinchMove simply needs to

be modified to allow navigation through all axes, as opposed to just a plane in

our user study. Similar scenarios would be underwater navigation and climbing.

A participant from our user study suggested that this method works well with

a surgery training simulator where accurate control of the camera is necessary

to observe vital organs closely. Another participant mentioned that PinchMove

works well when there are plenty of objects surrounding the user to be used as an
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anchor point for movement. Such a scenario would be for logistic managements

and storing, where a virtual forklift can be controlled in this manner. Another

suggested use case is for sharing empathy or experiencing disability, particularly

using the one-handed navigation which forces the user to move around only with

one hand. For gaming, it can lead to interesting mechanics, such as playing a baby

that crawls around. Finally, a participant suggested that modeling or painting

applications like computer-aided design (CAD) software or Tiltbrush can benefit

from our method due to the accuracy which is vital when creating 3D content.

Since PinchMove allows full navigation without physically moving at all (except

the arms), it is even possible for users to be immersed in any of these suggested

scenarios where physical space may be extremely limiting and interactions need

to be kept at a personal proxemics distance, such as on a train or plane ride. It

provides the required navigation feature without sacrificing accuracy.

5.1.3 AnyOrbit

AnyOrbit looks into the next step of convex interactions, which is convex-

ing into intimate space using only head movement. However, it is more on a

unique take towards navigation and cannot outright replace conventional mechan-

ics. Since navigation is tied to head rotation, this will effect the content that is

being consumed as well. Therefore, it is specifically used for both a combination

of navigation and media consumption.

Although the exocentric rotation in AnyOrbit is unusual, movement is linked

with our head rotation, which we showed mitigates simulator sickness, and may

also be beneficial for immersion and presence. The technique potentially leads to

new types of interactive media experience, and can be applied widely to sports

and e-Sports spectating, 3D recorded media, data visualization and games. It can

also be used for spectating sports, giving each viewer a choice of either using the

directed mode or free-form mode (camera control with mouse or eye gaze). Sports

is also a good proxemics example. Spectating it can either be in a living room

with close friends within the social proxemic space, or at a stadium with other

viewers being within an intimate proxemic space. Since AnyOrbit can be used

within the intimate space, it caters to both scenarios.
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5.1.4 GazeSphere

GazeSphere is a variation of AnyOrbit that combines with eye gaze and is

tailored specifically for navigating 360-degree-video environments. We asked the

question during the development phase of GazeSphere; how do we navigate the real

world with minimal effort? Therfore, GazeSphere provides users with a method

akin to Google Street View for VR; a method to select a path of navigation

and navigate to that selected point, all the while being hands free. This form

of interaction and navigation makes it ideal for AR/VR story telling, where the

viewer may freely orbit around points of interest, that move on the next plot

point depending on the choice selected using eye gaze. This also promotes the

application in collaborative gaming, where multiple players may support features

like branching storylines or puzzle games. For professional applications like art

spectating, each user may select interesting points via eye gaze, and navigate there

using head rotation as well to allow interesting shifts in perspectives. However, this

is arguable not suitable for CAD modeling, which favors more precise navigation.

5.1.5 Muscle with Eye Gaze

We designed several applications that can fully benefit from the proposed

interaction. Since AR/VR is a diverse platform, the applications are divided

into their respective fields for interior and engineering design, entertainment and

gaming, as well as UI interface selection and media consumption. For each of

these applications, we show how the user can easily select and activate elements

that are present depending on the application that is hands-free, time saving,

and unobtrusive. These applications serve as a proof of concept on how eye gaze

with EMG can provide a unique alternative to interaction, whether it be gaming

on the go or having a virtual business conference. Each of this applications will

be explained through its categorization for both the target acquisition phase and

target action phase. We explored four application use cases based on our novel

input modality: 1) interior design explorations, 2) gaming, and 3) text input.

One of the core benefits when it comes to VR is the ability to place users

in a virtual environment as though they are actually there. For AR, it further

augments the environment with additional virtual content. For professional use,
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Figure 5.2: Pick-and-place task

one such usage would be assessing an interior design. In such an environment,

minimalistic UI is best so that it will not obstruct the designer’s view and to

allow careful observation and assessment of the environment. In our implemented

prototype, navigation and pick-and-place is provided through a discrete action

of the target action phase. If the user wishes to navigate to a position, they

can simply look at the ground of that point and perform a muscle contraction to

teleport to that location. Teleportation navigation is increasingly more popular as

it negates the effect of motion sickness [27]. We also implemented a pick-and-place

tool shown in Fig 5.2, allowing the user to look at a particular object of interest,

pick it up via short muscle contraction, and place it at any designated spot by

performing another muscle contraction. To summarize, this particular application

is a pick-and-place scenario by moving furniture while navigating interior spaces.

This generation of AR/VR products focus on gaming, therefore it is only

natural to consider some kind of gaming function. We created a simple shooting

scene shown in Fig 5.3 where the user views the world in a first person view

with the gun placed at the lower right corner, similar to most first person shooter

(FPS) games. We equip the user with a pistol and allow the user to toggle between

full-auto and semi-auto firing. Full-auto allows the user to continuously fire the

rifle for as long as their muscle contracts, while semi-auto fires a single bullet per

muscle contraction. This effectively switches between both kinds of target action

phase. One of the interesting benefits of using physiological signals is that in this

use case, contraction of the arm muscle could simulate the recoil of a gun, whereas
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Figure 5.3: Firing a gun in full-auto and semi-auto

aiming with the eyes simply feels natural, leading to a greater level of immersion

in gaming though further studies are required to test this hypothesis.

We also created a generalized UI system to demonstrate the feasibility of the

proposed interaction mechanic. The first UI is a number pad illustrated in Fig 5.4

that allows the user to simply look at a number and contract their muscle to select

it. The second prototype is a series of knobs and graphs. Each of this interface

depends on the user’s amount of muscle contraction. Maximum contraction will

maximize the knobs and graphs, while relaxing the muscle reduces it back to 0.

These UIs server as a proof of concept for them to be applied in various other

usages like menu selection, scrolling, and media control without the presence of

physical buttons or other devices that occupies the users’ hands. Especially in a

collaborative environment, these tools can be used for productivity purposes.

These example applications show the diverse feasibility of the proposed mul-

timodal convex interaction, particularly because it uses minimal space. If the

proposed scenario uses wide gestures instead, then applications like gaming or

productivity tasks would be difficult to achieve collaboratively.

5.1.6 Transparent Reality

Transparent Reality, which as interaction mechanic that uses focus depth for

selection, will be further explored here. Since it offers a new layer of interaction in

AR/VR, it has the potential to also provide a hands-free experience that preserves

the immersion. For example, this method of selection would be useful for heads-
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Figure 5.4: Number pad interaction

Figure 5.5: Transparent Reality system that uses depth of eye gaze to visualize HUD

up-display (HUD) based interaction where the user just focuses close to see the

HUD, and focuses far to see the main content. This is particularly useful in

spectating sports, as shown in Figure 5.5.

Along the lines of the transparent HUD, focus depth can also be used for menu

selection tasks, where different focus depths are associated with different menus.

Another application in AR/VR is that it can provide a user with a window to

the physical world by mounting a camera on the HMD. By focusing close, the

user may switch back to the physical world, while focusing far causes the physical

world layer to fade away.

I also present a novel technique of foveated rendering to keep the computing

workload low and create a more natural image that is clear in the focused field, but

blurred outside that field. This work is adapted from a poster paper presented at

Siggraph 2016 [104]. The paper was co-authored by myself, Benjamin Tag, Ben-

jamin Outram, Noriyasu Vontin, Kazunori Sugiura and Kai Kunze. The proposed
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Figure 5.6: ) Example Application: Gear Assembly foveated rendering depending on depth of

focus of the eye

GazeSim system uses the depth recognition from Transparent Reality to achieve

a more true-to-life foveal rendering. The human eyes adjusts its depth of focus so

that when we focus on a close object, the background becomes blurry. GazeSim

achieves a similar effect for VR where the user’s depth of eye gaze changes the

rendering clarity. Compared to other foveal rendering solutions that merely uses

eye tracking to render a specific portion of the scene to be clear [109], our solution

is a more accurate representation of the human eye. These interaction mechanics

allow VR to be used more subtly with its hands-free nature.
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5.2. Future of Human Interaction

I thoroughly explained how Convex Interactions can benefit VR itself in the

previous section. Here, I will explain about how Convex Interactions aim to

benefit as mankind’s next step of interaction evolution.

It is clear that, interaction such as ArmSwing or Eye-EMG clearly cannot be

achieved by humans alone; we have anatomical limitations to how we can move

regardless of how much we can hack our cognition. However, what I found from

this work is that, there are motions and gestures that can be performed where

we perceive them to be natural and more efficient. To realize this in real life

scenarios of actual locomotion or pick-and-place, there exists two possibilities;

one where prosthesis can be used to not only assist the disabled, but retrain

them to be more efficient in their daily lives. Current design of artificial limbs, or

prosthesis, for the disabled are meant to directly replace the missing limb, without

changing the actual motion. However, this work proposes that prosthesis can now

be designed based on Convex Interactions to change how the disabled interact

with the environment for the better.

Now, I would like to look into the possibility of beyond natural interactions

towards the future of interaction itself. For those more physically fit, Convex In-

teractions envisions a future where man is married with machine more. Designing

machines that can augment human’s movement in space can largely benefit from

the findings in this work. Looking at current human augmentation technologies,

we can see that the design, like prosthesis, are also rarely about redefining the

human motion. If we look at these technologies becoming mainstream in the next

several decades, then Convex Interactions will play a very important role in our

evolution, because it creates a basis of understanding on how we can fundamen-

tally change our way of motion and input. For example, the images below show

us the possible designs that have been proposed for human augmentation ma-

chines. The idea of not just improving the performance of an existing limb, but

also the addition of limbs will open new paradigms when coupled with Convex

Interactions.
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Chapter 6

Conclusion and Future Works

In this thesis, I investigated the idea of an interaction method that exists

beyond what we claim to be natural by being more efficient. Through a series

of approach and investigation with various parameters stemming from proxemics

and peripersonal space, I explored how Convex Interactions can possibly achieve

this. In the following section, we provide an overall summary of this research,

look into the limitations of said method, ans conclude with the future directions.

6.1. Summary

Interactions with digital space depends on the hardware and the input device

presented with it. The mouse and keyboard was and still is how we interact

with computers, whereas for smartphones, the screen itself becomes the input

modality. For us humans, it is the motions from our limbs, and the physiological

signals that trigger them. From these inputs methods, they are the definitive ways

of interacting with their particular digital space, for one particular reason; their

efficiency. Therefore, this work stresses on that key point, of finding what are the

parameters that can create a more efficient way of everyday interaction.

In the digital space, we can look at VR to be a tool or platform that is closest

to that of the real world in terms of interaction with it. Due to its ability to track

the user’s head and hands position in space, it gives the freedom to researchers

to use it to further develop new gesture-based modalities while understanding its

effect on the human’s perception. Convex Interactions is such a modality. By
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leveraging the concept of space around the human and its connection with our

cognition and neuroplasticity, it has proven that fundamental interactions that

are an improvement over what we do everyday can still exist in a better form in

terms of efficiency. From space, further parameters were then defined; type of

interaction, type of mapping, type of motion and finally type of output. All these

parameters can be tweaked to understand and even develop new forms of motion

that are not only just efficient, but leads to it being more natural, intuitive and

simply better than how we interact today. In understanding this, we also know

the flexibility of the human understanding, how the concept of close proximity

space plays a large role in this, and how we can eventually use this to create

micro interactions as an extension of the body schema for improving present VR

ubiquity, and future human interactions.

6.2. Limitations

As with any research, the limitations that exists in this study needs to be clar-

ified and discussed. Arm swing, PinchMove, AnyOrbit, GazeSphere, eye-EMG,

Transparent Reality, and GazeSim were all the introduced convex interactions

each with their own set of limitations previously discussed in Chapter 4. This

section explores the limitation that exist with the concept of convex interaction in

general, encompassing all the proposed interactions and how they can be further

improved in the future.

The primary limitation currently is the number of input and sensing meth-

ods that was explored. There exists plenty of physiological signals that can be

detected for each person, and therefore this work only focuses on signals that

are more explicit than implicit. In other words, we focus on signals that can be

controlled by the user to some degree, instead of signals that are generally more

useful as feedback, such as heart rate. Furthermore, the selected sensing meth-

ods can be achieved through HMD modifications or using the existing peripheral,

which is a major advantage over introducing additional sensing wearables, with a

key difference being the the Myo sensor for sensing forearm muscle contraction.

Since one of the key strength of physiological signals is the implicit sensing, we

can further improve convex interactions in the future by using both explicit and
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Figure 6.1: Expanded chart for social acceptance of the next generation VR technology

implicit forms of interactions.

Next, I would simply like to touch on the notion that Convex Interactions

are aimed for a future when man marries machine more intimately for a more

augmented human scenario. Clearly, this is just the first step into understanding

the correct and effective motions. To fully realise this scenario, we also need to

approach it from the hardware perspective, by actually developing physical tools,

proshesis, or additional limbs that can actually put these interaction methods to

use in the physical space. As of this moment, they are merely a simulation in the

virtual world. This leads to the future works direction, where I discuss how to

approach this next.

Finally, I would like to stress on the social acceptance direction for Convex

Interactions, based on its proposed application scenarios. In the previous chapter,

I suggested how this work can contribute towards making VR more ubiquitous

in the shorter term. For this, there are still many obstacles to overcome besides

redefining the input space, which is one possible direction. The idea of VR being

anytime, anywhere is an alluring prospect from the research side, but several other

key issues may arise as well. One of them being the social acceptance of convex

interactions. These input methods may be usable and advantageous, but when

used in the wild, may cause head to turns. Imagine someone pinching midair,

or constantly moving his or her head around while standing in a bus. This will

undoubtedly seem awkward to other nearby people. Therefore, social acceptance

becomes a key research question when introducing convex interactions to the

public.
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Figure 6.1 shows us a glimpse into the future expanded research areas for this

field, and where convex interactions shown in the red boxes, only play a smaller

portion in the overall big picture. All these issues need to be addressed so that

we may open the door for the next generation of ubiquitous technology.

For the next main application, where Convex Interactions is for redefining hu-

man interaction, this also introduces further social acceptability questions. Pic-

ture a point where, everyone only perceives that they can move around space

simply by swinging their arms. This makes their legs become relatively useless,

which will then possibly lead to deterioration of limb performance. Our ability

to locomote may become more efficient when a machine can move us around by

reading our arm swinging motion, but if this is at the sacrifice of our legs gradu-

ally, this may not bode well for human evolution. Of course, this is assuming that

such an interaction method becomes mainstream for many years, until the gen-

eration of ”Convex Interactions Native” might possibly not understand how our

legs function. To overcome this, we need to look further into the social acceptance

of this work.

6.3. Future Works and Final Remarks

As previously mentioned, the obvious next step would be to bring what has

been discovered in this work into the physical space. Since Convex Interactions is

first coined in this work, the first step was using VR as the main tool to develop

it. The next step in physical space needs to move to automation and robotics to

develop physical prototypes.

Another future work direction I would like to touch on is a quantitative ap-

proach to understanding natural and/or intuitive interactions. Natural interaction

still remains a continuous field of research in the HCI community because there is

a need for standardizing what is considered natural [4,94]. It is agreed upon that

gestures promote natural interactions, however, with the lack of standardization

in HCI, natural interactions do not necessarily mean a better form of interaction.

Therefore, one of the possible directions for Convex Interactions to gain traction is

to perform a empirical standardization study of the various interaction mechanics

that exist for HCI, AR/VR particularly, which is ever growing, so that we can
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Figure 6.2: Make-a-Face, an interaction mechanic using tongue gestures

quantitatively define what is natural for each user. With gestures closely related

to natural interactions, several works are still ongoing to properly classify and

standardize them, such as a model based approach for different sensors used and

it’s corresponding gesture [142].

One additional sensing method that is planned for the pipeline of Convex In-

teractions is the sensing of facial muscles. Make-a-Face, shown in Figure 6.2 is

a system that mounts EMG sensors on the face to detect tongue movement and

facial deformation as input by classifying gestures using the Random Forest algo-

rithm. However, for this to be deemed as a natural interaction, we are currently

planning potential scenarios where tongue-based gestures are normal.

We are also looking into an easily accessible facial capture system that can

be used to interact with virtual environments in a more implicit manner. Facefy

shown in Figure is a system that uses facial expressions to dynamically change

the content that is being viewed. It uses the Iphone X’s front facing True Depth

camera for uncalibrated facial tracking. However, one clear downside is that the

system cannot be used with a HMD since it requires a clear view of the user’s face,

thus it was developed for screen-based AR. Nevertheless, this is just the first step

of coupling Convex Interaction with an emerging technology in mobile devices.

Though very much at the early development stage, we have been working on both

Make-a-Face and Facefy as an interaction mechanic in AR/VR with collaboration

with NTT Media Intelligence Laboratories.
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Figure 6.3: Facefy, a facial-based implicit interaction mechanic for AR environments

Looking back at Figure ??, we can see that there are still several rooms for

others to develop and further improve from. For example, one could approach

Convex Interactions by aiming for the intimate space, serial-type interactions,

shortening mapping, different type of motion, and a non-linear output. The pos-

sibilities of combination for each of these parameters are vast, and can be possible

future directions in exploring other forms of Convex Interactions.

Nowadays, the range of digital spaces are growing more steadily than physical

space; new devices are always introduced that completely changes how we interact

with them, but changes in the physical space has so far, not redefined our physical

interactions. The ability for us to use what we learn in the digital space to adapt

to the physical space is therefore, a very useful method to envision future inter-

actions. VR is also a digital space that is and will continuously evolve in terms

of hardware and software, where new sensing methods will be introduced in the

future to the masses. The foreseeable future of VR being used anytime, anywhere

is certainly not impossible given how fast the technology has been growing re-

cently. The further future of human augmentation and the changes in our natural

interactions though, may seem impossible to some, but a projected future always

seem impossible until it becomes a reality.
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