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’ INTRODUCTION

Recently, much work has gone into utilizing the properties of
defects in carbon nanotubes (CNTs). Devices with a single point
defect have been used as single molecule sensors,1,2 and CNT
network devices with multiple defects have shown higher sensi-
tivity to certain chemicals compared to pristine CNT devices.3

It is an ongoing challenge to link theoretical and experimental
studies of the electronic properties of CNT defects. Previous
scanning tunneling microscope spectroscopy experiments have
shown that defects can locally change the density of states of a
CNT.4�6 Electron transport experiments on metallic CNTs with
single defects have shown strongly suppressed conductance for
electron doping, but much less suppression for hole doping.7

Theoretical work has focused on band structure calculations of
CNTs with defects and often predicts the formation of localized
impurity states in and around the band gap.8�14 A small number
of theoretical studies have attempted to link defect structure to
electron transport characteristics.8,15

Oxidative defects in CNTs are typically introduced using gas
phase or liquid phase treatments such as exposure to heat,16

ozone,17,18 acids,1,7,19,20 or peroxides.21,22 To generate individual
oxidative point defects for single molecule sensing,1,2 additional
techniques have been developed, including feedback-controlled
electrochemical attack7 and local anodic oxidation utilizing
voltage pulses from an AFM23,24 or STM25 probe. Nonoxida-
tive point defects in CNTs have also been investigated, for
example, through radical addition with diazonium compounds;26,27

however, nonoxidative point defects are not considered in our
current work.

Depending on the oxidant and/or process, a variety of
oxidative defects can be created in the sidewall of a CNT.

Possible defects include ethers/epoxides (C�O�C), alcohols
(C�OH), ketones/aldehydes (CdO), and carboxylic acids
(COOH).28,29 Bulk chemistry methods yield mixtures of these
different oxidation states. No bulk approach, nor any individual-
defect approach, has been demonstrated to offer complete
control over the chemical nature of the defect. An additional
challenge is that traditional methods to identify the chemical
structure of the defect, such as X-ray photoelectron spectroscopy,
are not sensitive at the single-defect level. Only carboxylic acid
groups have been previously identified at the single-defect level.1

We have used the AFM technique to create long-lived
oxidative point defects in 15 different individually contacted
quasi-metallic CNTs (small band gap CNTs) and observed a
variety of different transport signatures. Half of these point-
defect devices showed strongly suppressed conductance for
electron doping, but much less suppression for hole doping.
We present a new model to explain this characteristic behavior.
Our other point-defect devices showed electron transport char-
acteristics that are consistent with resonant scattering from the
discrete bound-state energy levels associated with the defect.
Previous theoretical work has predicted this phenomenon,15 but
it has not been previously observed in experiment. Overall, our
results illustrate the wide range of electron transport character-
istics that are associated with oxidative point defects in CNTs
and suggest new ways to identify the chemical structure of
point defects.
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ABSTRACT: A thorough understanding of how electrons pass
through point defects in carbon nanotubes is crucial for building
carbon nanotube devices. We have generated point defects in the
sidewalls of pristine carbon nanotubes via voltage pulses from a
conducting atomic force microscope probe and studied the result-
ing changes in electron transport properties. We find that the
incorporation of an oxidative defect leads to a variety of possible
electrical signatures including sudden switching events, resonant
scattering, and breaking of the symmetry between electron and hole
transport. We discuss the relationship between these different electronic signatures and the chemical structure/charge state of the
defect. Tunneling through a defect-induced Coulomb barrier is modeled with numerical Verlet integration of Schrodinger’s
equation and compared with experimental results.
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’METHODS

Individual CNT devices were made by patterning iron catalyst
on a SiO2/Si substrate (300 nm oxide) and growing CNTs
by catalyzed chemical vapor deposition (CVD)30,31 (see ref 31
for growth parameters). Source and drain electrodes were pat-
terned with photolithography to produce circuits with a number
of CNTs connected in parallel. Electric force microscopy32 and
scanning gate microscopy (SGM)33 were used to identify circuits
whose gate response is dominated by a single small band gap
CNT (Figure 1). The CNT diameters ranged from 1 to 3 nm.
Previous authors have shown that the band gap of such quasi-
metallic CNTs scales inversely with diameter and arises mainly
from strong electron�electron interactions (Mott gaps of 20�
60 meV).34 Small band gap CNTs are the most promising for
single-molecule sensors; therefore, we have focused on small band
gapCNTs. Studies of oxidative point defects in large band gapCNTs
would be interesting but have not yet been undertaken.

Point defects were generated in ambient conditions with
voltage pulses from a Pt-coated AFM probe.23,35 A home-built
AFM stage with electrical probes was used to contact the CNT

device. A small source-drain bias (Vsd = 25 mV) was applied to
monitor the conductance of the device before, during, and after
modification. To create a defect, we lowered the AFM probe
onto the CNT (contact force = 6�9 nN) and applied a �3 V,
15 ms square wave pulse to the tip.

’RESULTS AND DISCUSSION

Successful defect creation is manifested as a drop in CNT
conductance. Afterward, the CNT may remain permanently
modified or else “self-heal”, which we observed as an abrupt
return of the conductance to the premodified state.

We first discuss the self-healing phenomenon. Figure 2 shows
electrical current through a CNT before, during, and after defect
creation (Vsd = 25 mV throughout the experiment). When a
voltage pulse was applied from an AFM tip at t = 20 s, a sudden
increase in resistance was observed (a drop in current). The
device remained modified for 3 s before the resistance returned
to the premodified state. We note that the self-healing event does
not coincide with lifting the AFM tip away from the surface. Such
short-lived defects were observed in four devices with lifetimes
ranging between 3 and 30 s and defect resistances ranging between
5 kΩ and 1 MΩ.

It is reasonable to assume that a short-lived defect is chemically
unstable and/or energetically unfavorable. For example, the
following two mechanisms might be considered. The voltage
pulse may lead to C�C bond rotation that is reversible with fast
time scales at room temperature.25 Alternatively, oxygen might
be added to the nanotube in a high-energy configuration, leading
to structural rearrangements and subsequent elimination of the
oxygen.8 Although not clearly defined chemically, our current
results show that these unstable states can be observed by
transport measurements at the single defect level.

Unstable defects are not relevant for the development of CNT
electronics applications, and we now focus on CNTs with oxidative
defects that were long-lived. Scanning gate microscopy measure-
ments, where a biased AFM tip operates as a roaming local gate

Figure 1. Schematic illustratingCNTFET device, the defect generation
procedure, and the scanning gate microscopy technique. Not to scale.

Figure 2. Creation of a short-lived CNT defect. The tip was lowered
until it touched the CNT, a voltage pulse was applied between the
AFM tip and the CNT, and the tip was retracted. The time traces show
(a) tip height, htip, (b) tip voltage,Vtip, and (c) current through the CNT
(Vsd = 25 mV).

Figure 3. (a) AFM topography. A defect was created in the CNTwhere
indicated by the arrow. Dots on the SiO2 surface are residue left over
from the process of fabricating the metal electrodes. (b, c) Scanning gate
microscopy images before and after defect generation. Imaging para-
meters are Vsd = 50 mV, Vbg =�700 mV, Vtip = 3 V, and height = 20 nm.
To calculateΔIsd, we first compute ÆIsdæline (average current during each
line trace) and then plot the difference ΔIsd(x,y) = Isd(x,y) � ÆIsdæline.
This is done to compensate for low-frequency fluctuations in Isd(t). The
line averaged current is ÆIsdæline∼ 330 nA in panel b and ÆIsdæline∼ 170 nA
in panel c. Scale bars: 1 μm.
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(Figure 1), were performed before and after stable defect creation
to confirm that electrical transport is dominated by the introduced
defect. Shown in Figure 3a is a topography scan of a pristine CNT.
SGM measurements show that it is gate sensitive along its entire
length (Figure 3b). An identical measurement following defect
creation reveals that gate sensitivity is localized to the region around
the defect, and this region is behaving as a bottleneck for charge
transport (Figure 3c). Control experiments show that the observed
effects were not caused by local charge injection into the oxide.36

Voltage pulses identical to those which produce defects were
applied between the AFM tip and the oxide near the CNT
(within 10�500 nm) with no observable effect on conductance.

Stable-defect device characteristics are shown in Figures 4, 5,
and 6. Each figure shows before-defect and after-defect low-bias
transport characteristics representing the range of behavior that
we have observed from quasi-metallic CNTs.

Figure 4 shows two devices for which the overall conductance
decreased and n-type conductance was suppressed relative to
p-type conductance (i.e., conductance at positive gate voltages
was suppressed relative to the conductance at negative gate
voltages). We also observed a notable increase in conductance

fluctuations after incorporation of the defect. Of the 15 defect
devices we have characterized, eight were qualitatively similar to
Figure 4. The diameters of these CNTs were measured using
tapping mode AFM imaging and range between 1.3 and 3.1 nm.
We note that these AFMmeasurements were done with standard
imaging parameters (free air amplitude∼100 nm) and therefore
systematically underestimated the CNT diameters due to the
tapping force.37

Figure 5 shows two devices where the point defect modifica-
tion resulted in a minimal conductance change at most gate
voltages but caused sharp conductance dips at specific gate
voltages. In addition, when Vbg was in the vicinity of one of
these dips, we sometimes observed random telegraph noise.38

Five out of 15 devices were qualitatively similar to Figure 5. The
diameters of these CNTs range from 1.1 to 2.5 nm.

Lastly, Figure 6 shows a device where n-type conductance is
heavily suppressed and a sharp peak emerges in the Isd(Vbg)
characteristics. Two out of the 15 devices that we prepared with
point defects showed this behavior. Two additional CNT
devices, in which we did not intentionally create defects, showed
similar electrical characteristics. The observation of defect-like
behavior in unmodified CNTs indicates that electrically disrup-
tive point defects do occur naturally but are relatively rare in our
CVD-grown CNTs. The diameters of these CNTs range from
1.6 to 3.4 nm.

We first discuss the breaking of the symmetry between
electron transport and hole transport that is seen in Figure 4.
Suppression of n-type conductance has been observed previously,1,7

and theoretical explanations have been sought.8 Ashraf et al.
performed band structure calculations of CNTs containing clusters
of covalently bound oxygen defects.8 These calculations predict that
certain cluster arrangements of multiple defects can suppress n-type
conductance by a resonant scattering mechanism. However, this
proposed mechanism does not explain the ubiquitous nature of
suppressed n-type conductance that we observe.

We hypothesize that suppression of n-type conductance is
related to the negative charge of oxidative point defects. Oxygen
is more electronegative than carbon, and therefore, all oxidative
defects carry some negative charge. The point defect structure

Figure 4. Transistor response of two CNT FET devices before (black)
and after (red) defect creation. The red curves are the average of a few
Isd(Vbg) sweeps. In panel b, the red curve is multiplied by 4 (Vsd = 25mV).

Figure 5. Resonant scattering behavior. (a, b) Transistor characteristics
of two CNT devices before (black) and after (red) defect creation (Vsd =
25 mV). The red curves are the average of a few Isd(Vbg) sweeps. (c)
Density of states of a pristine CNT. (d) Local density of states of a CNT
around a neutral defect.

Figure 6. Transistor characteristics of a CNT FET device before
(black) and after (red) defect creation. The red curve is multiplied by
100 (Vsd = 25 mV).
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with highest charge is likely a deprotonated carboxyl group
(COO�), which is charged to �e (the charge of an electron).
This state occurs in aqueous environments when the pH of the
solution is higher than the pKa value of the carboxyl group. Under
ambient conditions a thin layer of water on the surface may
facilitate deprotonation. The Coulomb potential from a negative
charge will be a barrier to electron transport in small bandgap
CNTs but not to hole transport.

To test the importance of the defect charge, we model the
electrostatic potential near the defect as a screened Coulomb
potential. Figure 7a illustrates the specific case of a CNT with a
band gap of 60 meV and a charge�e placed z = 1.5 nm from the

long axis of the CNT such that the potential along the CNT axis
is given by

VðxÞ ¼ 1
4πε0

�effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ z2

p e�
ffiffiffiffiffiffiffiffiffiffiffi
x2 þ z2

p
=λ

where λ is the electrostatic screening length set by the
environment.

For the electrostatic potential shown in Figure 7a, we com-
puted the electron transmission probability at various energies,
T(E), using numerical Verlet integration39 of Schr€odinger’s
equation. In this technique a plane wave solution is assumed
for the transmitted wave, and the remainder of the function is
numerically constructed from the second derivative available
from the Schr€odinger equation. We use an electron effective
mass of me/150, consistent with the dispersion relation of a
CNT with a 60 meV bandgap. We make the simplifying assump-
tion that interband transitions do not occur. A more complete
model would account for the finite probability of interband
transitions and the CNT relativistic dispersion relation using a
Dirac Hamiltonian formalism. Figure 7a shows a typical electron
wave function tunneling through the barrier from left to right.
The standing wave on the left side of the barrier is a result of
interfering incident and reflected waves.

Figure 7b shows the predicted conductance of the defect
calculated from T(E). Conductance as a function of gate voltage
for a pair of 1D channels is calculated from the Landauer�
Buttiker formalism

I ¼ 4e
h

Z ∞

�∞
TðEÞ½f ðE,Vbgα

�1 þ VsdÞ � f ðE,Vbgα
�1Þ� dE

where e is the elementary charge, h is the Planck constant, f is the
Fermi�Dirac distribution function at room temperature, α is the
gate coupling constant, and eVbgα

�1 and eVbgα
�1 + eVsd set the

chemical potential for the left moving electrons and right moving
electrons, respectively. The model predicts ambipolar behavior
(symmetrical conductance for hole transport and electron trans-
port) for the pristine CNT but suppressed conductance for
electron transport when the Coulomb barrier is present.

The model shown in Figure 7 ignores several sources of
resistance that will add in series with the resistance of a point
defect. First, the contact resistance between the metal elec-
trodes and the CNT adds resistance ∼100 kΩ. Second, phonon
scattering in the unmodified sections of CNT adds resistance
∼10 kΩ μm�1.40 Third, substrate-induced electrostatic disorder
along the length of a pristine CNT broadens the “OFF state” in
measurements of Isd vs Vbg.

33While all sources of resistance must
be considered to explain the experimental Isd(Vbg) measure-
ments, Figure 7 successfully predicts a significant increase in local
resistance when a single charge is placed near a small band gap
CNT. The model also successfully explains broken symmetry
between electron transport and hole transport.

We next consider the sharp dips and peaks in the transport
characteristics shown in Figures 5 and 6, whichwe hypothesize are a
result of the localized electronic states associatedwith a defect. Band
structure calculations for CNTs with point defects predict the
formation of localized impurity states.8�14 These states have been
experimentally observed in the local density of states around CNT
defects, as measured with a scanning tunneling microscope.25,41�43

Theoretical work has predicted that such impurity states will cause
resonant scattering in electron transport measurements.8,15 As the
gate voltage modulates the Fermi level in a CNT, charge carriers

Figure 7. Theoretical results. (a) A typical electron wave function,
Ψ(x), tunneling through a Coulomb barrier formed by a charged defect
in a small band gap CNT. The real and imaginary parts of the wave
function are shown. The conduction and valence band edges are
indicated by EC and EV, respectively. (b) Conductance with and without
a Coulomb barrier assuming perfect transmission through the rest of the
device. The Fermi level in the CNT is set by eVbgα

�1, whereα is the gate
coupling constant. The black curve is calculated without a Coulomb
barrier (no band bending), and the red and green curves correspond to
Coulomb barriers with screening lengths of 8 nm and 1 μm, respectively.
The calculation assumes electron effective mass = me/150, CNT band
gap = 60 meV, kBT = 25 meV, defect charge = �e, and position of
charge = 1.5 nm above the CNT axis.
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maybecome resonantwith impurity states as illustrated in Figure 5c,
d. Resonant scattering behavior is expected if the Fermi level aligns
with an impurity level that is within the conduction or valence band.
Resonant scattering is a likely explanation for the sharp dips in
conductance seen in Figure 5. Alternatively, we expect resonant
tunneling behavior (sharp peaks in the conductance) if there is a
Coulomb barrier impeding electron transport and the Fermi level
alignswith an impurity state in the band gap. Resonant tunneling is a
possible explanation for the apparent peaks seen in Figure 6.

The energy level structure of impurity states associated with a
CNT defect depends on the chiral index of the CNT and the
chemical composition of the defect. Because of these unknowns,
we cannot directly compare our experimental results to theory.
However, we expect that further theoretical and experimental
work will lead to the development of low-bias electron transport
as a spectroscopic tool for identifying the chemical nature of
oxidative point defects in CNTs.

’CONCLUSION

We conclude that the AFM method of incorporating point
defects in CNTs leads to a range of different defect types with
distinct electrical characteristics. Our modeling of electron trans-
port through aCoulombbarrier shows that the charge of the defect,
which varies based on chemical structure, strongly influences
electrical characteristics. Our measurements of resonant scattering
and tunneling suggest that the spectrum of impurity state energy
levels associated with a defect also strongly influences electrical
characteristics. Future work will aim for greater control over the
defect generation process and more detailed theory to match the
chemical structure of a defect with its electron transport signature.
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