
Intelligent Sampling Using an Optimized Neural 

Network 
Zahra Jadidi, Vallipuram Muthukkumarasamy, Elankayer Sithirasenan, and Kalvinder Singh 

School of Information and Communication Technology, Gold Coast Campus, Griffith University, QLD 4222, Australia 

Email: zahra.jadidi@griffithuni.edu.au, {v.muthu, e.sithirasenan}@griffith.edu.au, kalsingh@au.ibm.com 

 

 
 

Abstract—Modern Internet has enabled wider usage, 

resulting in increased network traffic. Due to the high 

volume of data packets in networking, sampling techniques 

are widely used in flow-based network management 

software to manage traffic load. However, sampling 

processes reduce the likelihood of anomaly detection. Many 

studies have been carried out at improving the accuracy of 

anomaly detection. However, only a few studies have 

considered it with sampled flow traffic. In our study, we 

investigate the use of an artificial neural network (ANN)-

based classifier to improve the accuracy of flow-based 

anomaly detection in sampled traffic. A feedback from the 

ANN-based anomaly detector determines the type of the 

flow sampling method that should be used. Our proposed 

technique handles malicious flows and benign flows with 

different sampling methods. To evaluate the proposed 

sampling technique, a number of flow-based datasets are 

generated. Our experiments confirm that the proposed 

technique improves the percentage of the sampled malicious 

flows by about 7% and it can preserve the majority of 

traffic information.  

 

Index Terms—Flow-Based Anomaly Detection; Flow 

Sampling; Artificial Neural Networks; Metaheuristic 

Algorithms; Monitoring 

 

I. INTRODUCTION 

Flow analysis, based on packet header information, is 

increasingly used for monitoring and traffic management. 

In the recent past, a number of studies have been carried 

out using flow traffic to detect anomalies in high-speed 

networks. Different flow-based network management 

techniques typically employ sampling techniques to 

manage the high volume of network traffic. However, 

sampling processes degrade the accuracy of detecting 

anomalies. This study deals with difficulties in detecting 

anomalies in sampled traffic [1]. 

A flow is a group of unidirectional network packets 

that pass through a monitoring point during a specific 

time interval. In each flow, packets are transmitted 

between a specific source and destination with some 

common characteristics such as source and destination 

ports, and protocol [2]. Compared with payload-based 

methods, flow-based anomaly detection methods are 

more efficient computationally in terms of memory and 

time [3]. Also, they decrease the privacy concern because 

they only analyze packet headers. However, as a flow 

does not contain any payload, a flow-based method is not 

useful in detecting attacks related to packet payloads. It 

has been shown that volume anomalies such as denial of 

service (DoS) attacks, distributed DoS (DDoS) attacks, 

worms, port scans and botnets can be detected by a flow-

based anomaly detection system [4]. In order to detect 

anomalies in flow traffic, different machine learning 

methods have been proposed, for example, self-

organizing map (SOM) [2], support vector machine 

(SVM) [2], hidden Markov model [5], modified random-

mutation hill-climbing and C4.5 (MRMHCC4.5) 

algorithm [6], frequent pattern mining algorithm [7], data 

mining and visualization [8], statistical techniques [9], 

chi-square technique [10], semi-supervised methods [1], 

and artificial neural networks (ANNs) [12, 13], e.g. 

multilayer perceptron (MLP) [14]. An MLP neural 

network optimized with a metaheuristic algorithm is used 

in this study to classify flow traffic. Metaheuristic 

algorithms are extensively used for the optimization of 

structure and weights of ANNs. Genetic algorithm (GA) 

[15], bat algorithm [16], immune algorithm [17], particle 

swarm optimization (PSO) algorithm [18, 19], and 

gravitational search algorithm (GSA) [20] are a number 

of metaheuristic algorithms. 

Flow-based anomaly detection methods for high-speed 

networks mostly use sampled traffic. Two sampling 

methods, packet sampling and flow sampling, are widely 

investigated [21, 22]. Packet sampling is performed at 

routers before flows are generated but flow sampling is 

applied to flows at NetFlow collectors [23]. NetFlow is a 

Cisco proprietary which provides network flows and it is 

enabled on router devices. Implementation of a packet 

sampling method is easy, but it causes a serious bias in 

flow statistics. Compared with packet sampling, flow 

sampling is more efficient in terms of preserving the 

characteristics of network traffic [24]. However, it is 

shown that flow sampling methods also negatively affect 

the accuracy of anomaly detection [1]. 

Despite the wide use of sampled traffic in networks, 

there is not sufficient research on the impact of sampling 

on flow-based anomaly detection. This study aims to fill 

this gap by making the following contributions: 

PSOGSA algorithm - we optimize an MLP neural 

network to improve its accuracy and reliability in the 

classification of flow traffic in high-speed networks. In 

this regard, a metaheuristic algorithm called PSOGSA 

[25] is used to optimize the interconnection weights of 

MLP [12]. This optimized classifier is trained with flow-

based datasets to distinguish between benign and 

malicious flow traffic. 
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Flow sampling technique - we propose this technique 

to reduce the negative impact of sampling on the 

performance of the flow-based anomaly detector. Our 

proposed flow sampling technique shown in Fig. 1 

determines the required sampling method based on the 

feedback from the flow-based anomaly detector. 

To evaluate the performance of the proposed sampling 

technique, several packet-based datasets, CAIDA DDoS 

datasets, CAIDA Traces 2013, and DARPA datasets, are 

used in this study to generate flow-based datasets [26-28]. 

The remainder of this paper is organized as follows. 

Section II critically examines the related works. Section 

III describes the architectural components of our 

proposed technique. Section IV describes metaheuristic 

algorithms used in our flow-based anomaly detector. 

Section V discusses the proposed sampling technique and 

then, the datasets used in this paper are explained in 

Section VI. Section VII provides the experimental results 

and discusses the strengths and limitations of the 

proposed solutions. Section VIII concludes the paper. 

II. RELATED WORKS 

In the last decade, flow-based analysis has been 

considered by many researchers as a suitable solution for 

anomaly detection in high-speed networks. The overview 

of packet-based and flow-based intrusion detection in 

high-speed networks is given in [13, 29]. An on-line DoS 

resilient flow-level intrusion detection system for high-

speed networks called HiFIND [30] investigates the 

security of flow-based detection. It uses 2D sketches to 

detect anomalies. The proposed model can distinguish 

SYN flooding from different port scans. An important 

problem in payload-based systems is the spread of 

encrypted protocols. An improved intrusion detection 

method [31] is used to detect misuse in encrypted 

protocols using packet headers. 

Because of the flexibility of machine learning methods 

for learning and detecting new attacks, researchers have 

considered the application of intelligent methods in high-

speed networks [32]. Alshammari and Zincir-Heywood 

[33] use five learning algorithms such as SVMs and C4.5 

to classify SSH- and Skype-based encrypted traffic using 

flow-based features. The results show that C4.5 gives the 

best classification performance.  

GSA [20] is a swarm based metaheuristic algorithm 

which is based on Newtonian gravity. GSA is proposed to 

overcome the slow convergence and local minima 

problems in traditional training methods in ANNs. An 

adaptive learning rate, a memory-less algorithm, and fast 

convergence are important advantages of GSA as 

compared with similar algorithms such as PSO, and real 

genetic algorithm [20].  
 

 

Figure 1.  Proposed sampling technique 

GSA is used in various flow-based anomaly detection 

systems [12, 14, 34] to analyse the high volume of flow 

records. An algorithm based on GSA and PSO (PSOGSA) 

[25] is used to improve the classification of a flow-based 

dataset [12].  

A dataset called the Winter dataset is introduced in [2] 

to train a one-class SVM (OC-SVM) to detect malicious 

flows. The flow-based anomaly detection systems in [12, 

14, 34] are also evaluated by means of Winter datasets. 

Their results confirm that a GSA-based MLP can detect 

malicious flow traffic in high-speed networks. The flow-

based DARPA dataset is another dataset proposed [35]. A 

prototype is designed [35] with a hybrid software-enabled 

detection engine based on an improved block-based 

neural network (BBNN). To provide real-time intrusion 

detection, this prototype is integrated with a high 

frequency field programmable gate arrays (FPGA) board. 

The method is evaluated by the flow-based DARPA 

dataset. This dataset is also used to evaluate two 

metaheuristic algorithms in [12].Winter datasets, DARPA 

datasets, and CAIDA datasets are used in our study. 

There are few papers which investigate flow anomaly 

detection with sampled data. Traffic statistics such as the 

mean rate and the flow size distribution are affected by 

sampling methods [36, 37]. Each flow has several 

features. The size of a flow shows the number of packets 

in the flow and it is a very important feature for sampling. 

A significant number of packets are present in large-sized 

flows, which are important for monitoring. Therefore, the 

traditional sampling methods are biased toward large-

sized flows. However, these methods can corrupt 

anomaly detection because anomalies often have flows 

with small sizes [38]. 

A flow sampling method has good accuracy compared 

with packet sampling and it can preserve the flow 

distribution better. However, it needs more memory and 

CPU power [24, 39]. Various methods have been 

proposed to decrease memory requirements, for example, 

smart sampling [40] and sample-and-hold [41]. However, 

these methods are biased for large flows. Therefore, they 

cannot capture small flows, which are the source of a 

large number of attacks [1]. An investigation [1] shows 

the effect of four sampling methods on the performance 

of a wavelet-based volume anomaly detection method 

and two port scan detection algorithms. All four sampling 

methods degrade the detection rate and the false positive 

rate of anomaly detection methods.  

The impact of sampling on anomaly detection has been 

investigated in a number of studies [1, 24, 42]. In our 

study, we have made further enhancements to improve 

the performance of anomaly detection in sampled traffic. 

Intelligent flow sampling (IFS) [42] uses two-stage 

flow sampling to reduce the negative impact of sampling 

on traffic analysis. The first stage of IFS is responsible to 

extract the features required for analytic algorithms, and 

an adaptive sampling algorithm is proposed for the 

second stage. The adaptive sampling method focuses 

more on the flows with rare features to improve anomaly 

detection in sampled traffic. Another two-stage flow 

sampling technique is proposed in [43] in which a GSA-
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based classifier is investigated in detecting anomalies in 

sampled traffic. Then, a flow sampling method is 

proposed to improve the detection rate. In this system, the 

first stage is the feature extraction, which is responsible 

to extract information of the flow size. A sampling 

method, which is an optimized selective sampling, is 

proposed for the second stage of the sampling technique.  

In respect of anomaly detection, selective sampling is 

proposed [44]. Selective sampling and its impact on a 

sequential non-parametric change-point anomaly 

detection method is studied in [44]. The results show that 

even with a small sampling rate, the performance of the 

anomaly detection method is improved compared with 

random flow sampling and smart sampling. However, this 

method only focuses on small flows and it loses 

significant information included in large flows.  

It is shown [38] that in DDoS attacks, worms, and port 

scans which are small in size, selective sampling is 

valuable and it can preserve the changes in the entropy of 

small flows. In contrast, smart sampling is suitable for 

large flows and it can preserve the majority of flow data 

[38]. The effectiveness of selective and smart sampling is 

discussed in several papers [38, 45]. In our study, the 

combination of these methods enhances efficiency.  

III. ARCHITECTURAL COMPONENTS 

The architectural components of our proposed 

technique are shown in Fig. 1. There are four main 

modules in this technique: flow extraction, sampling, 

flow-based anomaly detection, and feedback. 

A. Flow Extraction 

The flow extraction module is responsible for 

generating flow traffic which is a prerequisite for 

detecting malicious flows. This module is a NetFlow 

simulator. It receives packet-based datasets and generates 

flows. NetFlow has two components: NetFlow exporter 

and NetFlow collector. Softflowd [46] and Flowd [47] are 

open source software which simulate NetFlow exporters 

and collectors respectively [35]. Softflowd can generate 

flow records by reading a packet-based captured file. 

Then these flow records are sent to a NetFlow collector, 

Flowd. Flowd has a tool called Flowd-reader. This tool 

reads the following flow fields: source/destination IP, 

source/destination port, packets, octets, start and end time, 

flags and protocol. In this study, Softflowd and Flowd are 

used to generate flow-based datasets. 

B. Sampling Module 

Researchers have realized that the distribution of 

traffic features is distorted by sampling procedures [1]. 

This negatively affects different volume anomaly 

detection techniques. This study proposes a modified 

flow sampling technique to improve anomaly detection in 

sampled traffic. Smart and selective sampling methods 

are the main components of our proposed technique and 

they will be discussed in Section V. In our technique, the 

flow anomaly detector can accurately determine whether 

there is an attack. The results show which small or large 

flows are important and then a suitable sampling method 

is selected by means of feedback from the anomaly 

detector. 

C. Flow-Based Anomaly Detection and Feedback 

Modules 

The flow traffic from the sampling module is fed to the 

flow-based anomaly detection module, which is based on 

an ANN classifier. A lightweight MLP, which is a 

supervised ANN method, is used for this purpose. MLPs 

have high accuracy in the classification of input traffic. 

However, the problem of local minima in their traditional 

training algorithms is addressed by different 

metaheuristic algorithms. Two important components of 

metaheuristic algorithms are the selection of the best 

solutions and randomization. Convergence to optimality 

is ensured by the first component. Randomization avoids 

trapping at local optima and enhances the diversity of the 

solutions. Combining the components appropriately 

ensures that global optimality is achievable. A 

metaheuristic algorithm, the hybrid PSOGSA, is used in 

this study to train MLP to improve the accuracy and 

reliability [12]. 

The flow-based anomaly detection module can detect 

volume anomalies such as DDoS, DoS, worms, botnets, 

and port scans. When this module detects an anomaly, the 

feedback module identifies a specific metric which shows 

which sampling method is required. The sampling 

module selects the appropriate method using this metric. 

In this study, the sampling method can be smart or 

selective. 

IV. ALGORITHMS 

PSOGSA algorithm is used in the flow-based anomaly 

detection module to train the MLP-based anomaly 

detector. Its results are compared with cuckoo algorithm. 

A. PSOGSA Algorithm 

GSA [20] is a metaheuristic method based on the 

Newton law of gravity. This algorithm performs an 

efficient and accurate search for the global optimum. A 

hybrid of the PSO and GSA algorithms called PSOGSA 

is proposed [25] in which PSOGSA is faster than GSA in 

terms of converging speed. This hybrid algorithm 

combines the ability of social thinking (gbest) in PSO and 

local search capability of GSA. First, all agents are 

initialized and then gravitational force, gravitational 

constant and force among agents [25] are calculated using 

(1), (2) and (3) respectively. Where, 
aM and 

pM are 

active and passive gravitational mass respectively.
ijR is 

the Euclidean distance between agent i and j. ix
 
shows 

the position, G is a gravitational constant and 
0G is the 

initial gravitational constant. Current iteration and 

maximum number of iterations are shown by iter and 

maxiter, and α is the descending coefficient. 
iF  is the 

total force on agent i and rand is a random number in 

interval [0 1]. 
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The acceleration of each particle is defined as in (4). 

Where, 
iM  is the mass of object i. Next, the velocities 

are calculated using (5). Where, 
'

jc  is the acceleration 

coefficient and w is weighting function. The acceleration 

of the agent i is )(taci
which is at the iteration t. The last 

variable is gbest, which is the best solution. The positions 

of agents are updated after each iteration, defined as in 

(6). The process of updating the velocity and the position 

stops when the final criterion is met [25, 12]. 
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B. Cuckoo Optimization Algorithm 

Cuckoo optimization algorithm (COA) [48] is a 

population-based algorithm which is inspired by the life 

of the cuckoo which has unique characteristics in terms of 

egg-laying and breeding. First, there is an initial 

population in the COA. The survival competition among 

cuckoos is the basis of the COA algorithm. Mature 

cuckoos lay their eggs in other birds' nests. If the host 

bird does not kill the eggs, they will become mature birds. 

More profit is gained in an area which has more survivals. 

The COA algorithm continues to find the best position 

with the maximum profit value. The best position will be 

the destination of all cuckoo societies. An array related to 

the value of problem variables in COA is called “habitat”. 

The dimension of the optimization problem is
varN and the 

habitat array is 
varN1 which is defined as in (7). The 

array shows the current position of cuckoos. Where, 

)x,…,x,(x
varN21

are floating point numbers. pf is the 

profit function for calculating the profit of a habitat, 

defined as in (8). The COA maximizes a profit function. 

If the COA is used in cost minimization problems, (8) 

will be changed to (9) [12, 48]. 

 
var1 2 Nhabitat=[x ,x ,...,x ]  (7) 

 
var1 2( ) ( , ,..., )p p Nprofit = f habitat f x x x  (8) 

 
varc 1 2 Nf (x ,x ,...,x )profit = -cost(habitat)    (9) 

Each cuckoo can lay 5 to 20 eggs. These values show 

the upper and lower limits of eggs for each cuckoo,
hivar  

and 
lowvar . Each cuckoo has an egg laying radius (ELR) 

as defined in (10). K-means clustering is used in the COA 

for the grouping of cuckoos. COA ends when more than 

95% of cuckoos converge in the same habitat [48]. COA 

is compared with PSO and genetic algorithm in [48] 

which shows that COA has merit in terms of convergence 

speed and global minima achievement. 

Number of current Cuckoo eggs
(var var )

Total number of eggs
hi lowELR     (10) 

V. PROPOSED SAMPLING TECHNIQUE 

This study proposes a sampling technique based on an 

ANN-based flow anomaly detector. This technique is 

used for two purposes. It is evaluated to detect anomalies 

and used to determine the sampling type, as discussed 

below. 

A. ANN-Based Flow Anomaly Detection System 

The proposed flow anomaly detection system uses a 

two-layer MLP. The two-layer MLP has one hidden layer 

and an output layer. The MLP has three nodes in the 

hidden layer and two nodes in the output layer. Two 

output nodes perform the classification of the flow-based 

traffic into malicious and benign subsets. To avoid local 

minima and to improve performance, a metaheuristic 

algorithm, PSOGSA algorithm, is used to optimize the 

interconnection weights of the MLP neural network. 

Then, the results are compared with the cuckoo algorithm.  

The proposed system is implemented in MATLAB 

version R2012a (7.14.0.739). To determine the optimum 

values for the weights, PSOGSA algorithm generates an 

initial population of masses. The weight coefficients of 

MLP correspond to masses. The displacement of a mass 

in space shows updating the weight coefficients to 

decrease mean square error (MSE). After the calculation 

of the new velocity in each step, the positions of all 

masses are updated. These new positions correspond to 

new weights which can be used to calculate MSE. The 

mass with the least MSE is the best. Training is finished 

if it achieves an acceptable error or a maximum number 

of iterations [12].  

In the cuckoo algorithm, the weights of MLP 

correspond to habitats. This algorithm also starts with an 

initial population. Then, cuckoos immigrate to areas with 

more profit in each step until the habitat with maximum 

profit is obtained. The new habitats are the new weights 

in the MLP [48]. The parameters of the PSOGSA and 

cuckoo algorithms are shown in TABLE I. The optimized 

MLP is able to detect known and unknown attacks after 

training.  

Pre-processing is needed since MLP cannot be trained 

with the datasets in their original forms. Datasets should 

be scaled to [-1; +1]. The min-max normalization method 

is used, defined as in (11). The data are rescaled to the 

range of )t,t( maxmin
. minx and

maxx are the minimum and 

maximum values of a feature [14, 49]. 
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B. Sampling 

Depending on the sampling point, there are two 

categories [50]: an on-line method which samples at 

NetFlow exporters when they capture packets, and an off-

line method which samples flows at NetFlow collectors 

after receiving flows from NetFlow exporters. As this 

study works with flows, it proposes an off-line method in 

which the data communication from the NetFlow 

collector to the analysing point is reduced. 

Flow-based traffic entails heavy-tailed distribution for 

packets [37]. In this distribution, a large number of flows 

are small and a small number of them are large. Although 

there are few large flows, they carry the majority of 

packets. In this regard, many sampling methods are 

biased toward large flows because they are important for 

efficient bandwidth monitoring. 

Two well-known flow sampling methods which are 

used in this study are smart sampling and selective 

sampling. Our proposed off-line sampling technique 

provides the sampled traffic based on the network 

conditions. This method is a hybrid of selective and smart 

sampling methods.  

Smart sampling targets large flows to preserve more 

traffic information desired for monitoring purposes 

whereas selective sampling is suitable for anomaly 

detection. Therefore, our proposed method can sample 

both small and large flows based on the dictation of the 

flow-based anomaly detector. In other words, the type of 

the sampling method is determined using the output of 

the flow-based anomaly detection system. Initially, it is 

assumed that the traffic which should be sampled is 

benign traffic and smart sampling is the default method 

for producing sampled flow traffic. If an anomaly is 

detected, the proposed technique changes the sampling 

method to the selective sampling method. Fig. 2 shows 

the flowchart of the proposed sampling technique. A 

fixed sampling rate is chosen in this study. This rate 

shows the number of sampled flows. 

TABLE I.  PARAMETERS OF CUCKOO AND PSOGSA ALGORITHMS 

[12] 

PSOGSA Cuckoo 

Number of masses =10 

G0=100 

Alfa ( ) = 20 

'

1c =2 , '

2c  =2 

Initial number of cuckoos = 20 

Minimum number of eggs = 5 
Maximum number of eggs = 10 

Upper limit for variables = 20 

Lower limit for variables = -20 

Total number of iterations (T)= 150 

 

Smart sampling: One type of sampling is probabilistic 

sampling in which each flow is sampled with a certain 

probability. An important probabilistic flow sampling is 

smart sampling which calculates the probability of flows 

based on their sizes [38]. The probability of each flow is 

defined according to (12), where x is the flow size in 

packets and z is a threshold. According to (12), flows that 

are larger than z are sampled with probability 1. On the 

other hand, flows smaller than z are sampled with 

probability proportional to their size. In smart sampling, 

the sampling rate is controlled by the sampling threshold. 

 
/

( )
1

x z x z
p x

x z


 


 (12) 

Selective sampling: Selective sampling targets small 

flows [44]. It has been shown that small flows are usually 

the source of many network attacks (e.g., DDoS, port 

scans, worm propagation). Therefore, for better anomaly 

detection performance, these flows should be 

preferentially selected. The selective sampling method 

selects an individual flow with probability p(x), as shown 

in (13): 

 ( )
/ ( )

c x z
p x

z n x x z


 

 
 (13) 

where x is the flow size in packets, 1,10  nc and z 

is a threshold. According to (13), flows that are smaller 

than z are sampled with a constant probability c. On the 

other hand, flows larger than z are sampled with 

probability inversely proportional to their size. If the 

parameter c is defined appropriately, a significant 

proportion of small flows can be selected without 

decreasing anomaly detection effectiveness. In addition, 

increasing the value of parameter n may cause the 

selection of large flows to be further decreased [38]. 
 

 

Figure 2.  Flowchart of proposed sampling technique 

VI. DATASETS 

Different flow-based datasets are required to examine 

our proposed technique. In this study, Winter datasets, 

DARPA datasets, and CAIDA datasets are used for the 

evaluation of the proposed technique [26-28]. The first 

public flow-based dataset, which we call Sperotto dataset 

[51] was captured by monitoring a honeypot hosted in the 

University of Twente network. Three services were 

installed on the honeypot: SSH (OpenSSH) service, FTP 

and Apache web server. The large number of flows in the 

Sperotto dataset required a time-consuming training 

phase. Therefore, it was modified as the Winter datasets 

[2]. In this case, unlabelled flows, duplicate flows and 

protocols other than SSH and HTTP were deleted. The 
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modified datasets contain 22,924 malicious flows. All 

collected flows in the Sperotto dataset were malicious but 

the benign flows were also required for measuring the 

performance. To capture the benign traffic in the Winter 

datasets, a tcpdump was used. The benign dataset 

contains HTTP, SSH, DNS, ICMP and FTP. The Winter 

datasets are used in this study. TABLE II presents the 

distribution of these datasets. 

In the Winter datasets, the number of malicious flows 

is strongly overrepresented compared with benign flow 

records. This may affect the reliability of our results. 

Therefore, to provide a more accurate evaluation of our 

proposed technique, another dataset, which we call the 

single-host flow DARPA (SHF_DARPA) dataset, is used. 

This dataset is extracted from packet-based DARPA 

datasets, which have a variety of attack  types [35]. 

TABLE II shows the detailed information about the 

SHF_DARPA. It is called single-host because it focuses 

only on those flows sent to host 172.16.112.50 which 

receives most attacks. Winter and SHF_DARPA datasets 

are used to evaluate our flow-based anomaly detector 

[12]. 

TABLE II.  DISTRIBUTION OF FLOW-BASED DATASETS 

   Benign 

Flows 

Malicious 

flows 

Total 

Traffic 

Winter 
datasets 

Training 
dataset 

962 15236 16198 

Testing 

dataset 

942 7688 8630 

Total 
traffic 

1904 22924 24828 

SHF_DARPA 

datasets 

Training 

dataset 
59980 5952 65932 

Testing 
dataset 

45053 18586 63639 

Total 

traffic 
105,033 24,538 129,571 

Complete flow 

DARPA 

datasets 

Week1 485877 ….. 485877 

Week2  …… 406284 406284 

Week3  483139 ……. 483139 

Total 

traffic  

969016 406284 1375300 

Flow-based 

CAIDA 

datasets 

CAIDA 

DDoS 

…… 32638466 32638466 

CAIDA 

Internet 
Traces 

2013 

4273773 …… 4273773 

Total 
traffic  

4273773  
32638466 

36912239 

 

In respect of sampling, however, the complete version 

of flow DARPA datasets, which include all hosts, is 

required. On the other hand, the Winter datasets do not 

have enough flows to be used for sampling purposes. 

Therefore, we need to generate our flow-based datasets. 

Fig. 3 shows the procedure of generating datasets. 

Softflowd and Flowd software perform NetFlow 

simulation [35]. NetFlow simulators generate two 

different flow-based datasets in this study: complete 

flow-based DARPA datasets which have the traffic of all 

hosts, and flow-based CAIDA datasets. TABLE II 

provides the distribution of the generated datasets. In this 

study, each flow record has seven features: a) Packets; b) 

Octets; c) Duration; d) Source port; e) Destination port; f) 

TCP flags; and g) IP protocol.  

A. Characteristics of Complete Flow-Based DARPA 

Datasets 

This study examines DARPA datasets [28] to identify 

the characteristics of the real traffic. In DARPA, first-

week and third-week datasets are attack-free datasets 

whereas the second-week dataset contains labelled 

attacks. In this study, all existing flows in these datasets 

are extracted for the evaluation of the proposed technique. 

Fig. 4 shows the distribution of normal and malicious 

flows, based on their sizes, in the complete flow-based 

DARPA datasets. The cumulative number of packets 

shows how many packets are included in the flows so far. 
 

 

Figure 3.  NetFlow simulation 

 
(a) Distribution of malicious flows 

 
(b) Distribution of benign flows 

Figure 4.  Distribution of flows in the complete flow-based DARPA 
datasets 

According to this figure, the concentration of the 

traffic is in flows of small size but large flows containing 

the majority of packets are rare. In respect of anomaly 

detection, sampling small flows helps to preserve more 

attack information. 
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B. Flow-based CAIDA Datasets 

The second dataset used in this study is called CAIDA, 

which includes CAIDA DDoS datasets and CAIDA 

Internet Traces 2013 [26, 27]. CAIDA DDoS datasets 

contain one hour of DDoS attack traffic. As the datasets 

are very large, four CAIDA DDoS datasets are randomly 

selected in this study and converted to flow-based 

datasets. Fig. 5 (a) shows the distribution of the generated 

flow-based CAIDA DDoS datasets. As DDoS attacks 

generate small flows, almost all DDoS flow sizes number 

fewer than 10. On the other hand, CAIDA Internet Traces 

are normal traces, which are assumed not to have DDoS 

attacks. Fig. 5 (b) provides information about flows 

generated from CAIDA Internet Traces 2013. This again 

confirms the reverse proportion of the frequency and the 

flow size. 

VII. RESULTS AND DISCUSSION 

To measure the performance of our proposed flow-

based anomaly detector, four metrics are used: accuracy, 

error rate (ER), miss rate (MR) and false alarm rate 

(FAR). These metrics are defined as in (14), (15), (16), 

and (17).  
 

 
(a) Distribution of flow-based CAIDA DDoS datasets 

 
(b) Distribution of flow-based CAIDA Internet Traces 2013 

Figure 5.  Distribution of flow-based CAIDA datasets 

True positive (tp) and true negative (tn) correspond to 

correct detection of malicious and benign traffic 

respectively. False positive (fp) shows the error in the 

detection of benign traffic and false negative (fn) is the 

wrong detection of malicious traffic [12, 52]. 
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p n p n
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t t f f



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


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p

n p
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t f



  (17) 

High MR means there are a lot of undetected intrusions. 

On the other hand, FAR causes an anomaly detector to 

generate false alarms. A rise in the number of alarms that 

needs to be analysed causes important alarms to be 

ignored. Therefore, limiting FAR in anomaly detection is 

a priority [2]. The selected parameters in TABLE I give 

the lowest FAR [12]. To provide a comprehensive 

evaluation, it is initially assumed that there is no 

sampling. Then, Winter and SHF_DARPA datasets are 

pre-processed and used to train and test the optimized 

MLP-based anomaly detectors.  

Our study requires an accurate classifier for the flow-

based anomaly detector because the results of the 

anomaly detector determine the type of sampling method. 

In this regard, we use a PSOGSA-based MLP classifier. 

PSOGSA, which is the combination of GSA and PSO, 

has better convergence speed compared to GSA and PSO 

individually [25]. 

TABLE III and TABLE IV compare the performance of 

our PSOGSA with several metaheuristic algorithms. Our 

PSOGSA-based MLP is also compared with other studies 

which use the same datasets as our study (see TABLE III 

and TABLE IV). All of the optimized MLPs are capable of 

detecting unknown attacks. As it is shown in TABLE IV, 

both PSOGSA and cuckoo-based systems have high 

accuracy in terms of classifying benign and malicious 

traffic [12]. However, PSOGSA-based MLP, chosen in 

this study, provides better accuracy and lower FAR.  

 

TABLE III.  PERFORMANCE METRICS OF DIFFERENT ALGORITHMS [12] 

Dataset Detector tp tn fp Fn Training Time (s) 

SHF_DARPA 

 PSOGSA based MLP 17927 44515  538 659 4.13e+03 

 Cuckoo based MLP 17883 44456  597 703 7.91e+01 

 GSA based MLP 17775 44356  697 811 3.17e+03 

 PSO based MLP 17414 44138  915  1172 2.96e+03 

 EBP based MLP 17177 43949 1104 1409 2.10e+01 

 Winter 

 PSOGSA-based MLP 7651 940 2 37 2.63e+03 

 Cuckoo based MLP 7650 933 9 38 4.56e+01 

 GSA based MLP 7636 925 17 52 1.56e+03 

 PSO based MLP[34] 7493 939 3 195 … 

 EBP based MLP[34] 7367 930 12 321 … 
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TABLE IV.  PERFORMANCE COMPARISON OF DIFFERENT FLOW-BASED ANOMALY DETECTORS [12] 

Dataset Detector 
Accuracy 

(%) 

ER 

(%) 

MR 

(%) 

FAR 

(%) 

SHF_DARPA  PSOGSA-based MLP  98.12 1.88  3.55  1.19 

 
 Cuckoo based MLP  97.96  2.04  3.78  1.33 

 

 GSA based MLP 97.63 2.37  4.36  1.55 

 PSO based MLP 96.72 3.28  6.31  2.03 

 EBP based MLP  96.05 3.95 7.58  2.45 

 BBNN [35] 99.92 3.18  ...  5.14 

 SVM (RBF) [35] 92.07 6.56  …  5.20 

 SVM (sigmoid) [35] 99.73 3.54  …  5.59 

 Naïve Bayes [35] 46.83 23.02   2.49 

 Winter  PSOGSA based MLP  99.55  0.45  0.48  0.21 

 

 Cuckoo based MLP  99.46 0.55  0.49  0.96 

 GSA based MLP  99.20 0.80  0.68  1.81 

 PSO based MLP [34]  97.71 2.29  2.54  0.32 

 EBP based MLP [34]  96.14 3.86  4.18  1.27 

 OC-SVM [2]  98.29  …  4.71  0 

  KNN [53]  91.31  …  …  0 

  Liblinear [53]  91.37  …  …  5.9 

Complete  

flow DARPA 
 PSOGSA based MLP  97.63  …  3.52  0.95 

 Flow-based CAIDA  PSOGSA based MLP  97.16  …  1.27  1.42 

 

 

Figure 6.  Accuracy with ten trials 

TABLE V.  COMPARISON OF DIFFERENT SAMPLING METHODS IN PRESERVING MALICIOUS FLOWS 

 Complete flow DARPA 

datasets 

Flow-based CAIDA datasets Flow-based CAIDA datasets 

 Train 

CAIDA_DDoS 

Train 

CAIDA_traces 

Test 

CAIDA_DDoS 

Test 

CAIDA_traces 

 
 

 

 

Malicious Benign DDoS_143436 
Sanjose-2013221 

Chicago-2013815 

DDoS_144436 

DDoS_145436 

Sanjose-
2013718 

Chicago-

2013718 

Total flows 406284 969016  2659763 346022 6792168 1467105Z 

Randomly selected  59082 140918 59082 140918  59082 140918 

Sampling rate  0.1 (20000 flows)   0.1 (20000 flows) 

Selective sampling 
12401 malicious flows 

(22.99 %) 
… 14361 DDoS flows (24.31%) 

Smart sampling  
8088 malicious flows 
(13.69 %) 

… 7090 DDoS flows (12 %) 

Proposed technique 
12125 malicious flows 

(20.52 %) 
…  14170 DDoS flows (23.98%) 

Random sampling [43] 15 %  20 % 

Smart sampling [43]  10 %  7 % 

 

PSOGSA-based MLP has the highest accuracy and a 

low FAR in TABLE IV, whereas the EBP has the lowest 

training time, TABLE III. The only methods which give 

lower FAR compared with PSOGSA are OC-SVM [2] 

and KNN [53] but they provide lower accuracy. The OC-

SVM in this table is trained with only malicious flows of 
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the Winter datasets. This affects the FAR of OC-SVM 

which achieves zero FAR. 

We compare the accuracies of PSOGSA with other 

metaheuristic algorithms in ten similar trials. The 

distribution of the accuracies is shown in Fig. 6. Results 

indicate that PSOGSA has the least variation, showing 

that it has the most reliable performance compared to 

other methods. Accordingly, we use PSOGSA-based 

MLP for our ANN anomaly detection system.  

In TABLE IV, the PSOGSA-based MLP is separately 

trained and tested with the complete flow-based DARPA 

and flow-based CAIDA datasets. Then, it is used to 

decide about the required sampling method. All results 

are averaged over ten experiments. 

A. Impact of Sampling Methods 

The proposed sampling technique is evaluated with the 

complete flow-based DARPA datasets and the flow-

based CAIDA datasets which are generated in this study. 

The results are compared with other sampling methods 

and with another study. TABLE V compares different 

sampling methods in preserving malicious flows.  

Because of the huge amount of complete flow-based 

DARPA and flow-based CAIDA data, initially, 200,000 

flows are randomly selected from each dataset, TABLE V. 

The proportion of malicious to benign flows is the same 

for both selected datasets, and it is equal to that of 

complete flow DARPA dataset. Similar to NetFlow, a 

fixed sampling rate, which is 0.1, is selected in this study. 

In complete flow-based DARPA dataset, training and 

testing datasets are different but they are the same size. 

Selective sampling is the method proposed to improve 

anomaly detection in sampled flow traffic. According to 

TABLE V, the results from the proposed sampling and 

selective sampling were very close. In flow-based 

CAIDA datasets, they sample twice as many malicious 

flows as smart sampling. Therefore, the proposed 

technique is almost as effective as selective sampling for 

anomaly detection. However, the advantage of the 

proposed technique is that it samples large flows in 

normal situations of a network, and hence it can preserve 

more packets than selective sampling. Therefore, it can 

be used in both traffic monitoring and anomaly detection.  

Selective sampling always has bias toward small flows 

[38, 44]. Sampling small flows in all time slots causes the 

loss of most large flows; hence, selective sampling loses 

the majority of packets carried by large flows [38]. On 

the other hand, smart sampling mostly samples large 

flows and it does not effectively sample small flows 

which are the source of a large number of anomalies [24]. 

Although there is poor detection of anomalies when using 

smart sampling, this method can preserve the majority of 

packets and it is desired for monitoring tools [38]. Our 

technique proposes switching between selective sampling 

and smart sampling methods based on specific network 

situations. The traffic of each time slot is considered and 

the suitable sampling method is defined for flows in the 

following time slot. 

The performances of sampling methods in preserving 

malicious flows are compared in TABLE V. The 

performance of the proposed method is also compared 

with another study in TABLE V. For more evaluation, Fig. 

7 compares these methods based on the number of 

preserved packets. 
 

 

 

Figure 7.  Comparison between preserved packets of different sampling 

methods (sampling rate 0.1) 

This figure shows that the efficiency of our technique 

in preserving packets is almost equal to that of smart 

sampling. In addition, selective sampling helps our 

technique to sample malicious packets carried by 

malicious flows [38]. Therefore, for both flow-based 

CAIDA and complete flow DARPA datasets, the 

percentage of malicious packets preserved by our 

proposed technique is close to that of selective sampling 

(see Fig. 7). The results confirm that the proposed 

technique can be used in traffic monitoring and anomaly 

detection. 

The important issue is that a number of attacks are lost 

in the sampling methods. An ideal sampling should 

decrease the loss of attacks. In this study, IP addresses, 

which are the destination of malicious flows, are called 

attacked IPs. On this assumption, TABLE VI compares the 

number of sampled attacked IPs. Smart sampling has the 

lowest sampled attacked IPs and it loses many attacks. 

On the other hand, the proposed technique and selective 

sampling can preserve most attacked IP. 

In addition, the performance of our sampling technique 

in preserving traffic information is evaluated for different 

sampling rates and it is compared with other sampling 

methods (see Fig. 8). Our technique can preserve packets 
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similar to smart sampling in all sampling rates, however, 

its sampled malicious flows are significantly better and it 

is almost equal to that of selective sampling. This figure 

shows an increase in the sampling rate helps the proposed 

technique to save more malicious data; therefore, the 

accuracy of the flow-based anomaly detector will be 

increased. 

In total, the proposed technique can sample large flows, 

which are mostly ignored in selective sampling. 

Monitoring tools usually sample large flows; therefore, 

this technique is a good option for monitoring purposes. 

In addition, it can sample small malicious flows. Thus, it 

captures flows required for flow-based anomaly detection. 

TABLE VI.  COMPARISON OF DIFFERENT SAMPLING METHODS IN 

PRESERVING ATTACKED IPS 

 Sampling method Sampled  

attacked IP 

Un-sampled 

attacked IP 

Flow-

based 
CAIDA 

Original traffic 208  0 

Selective sampling 151  57 

Smart sampling 45  163 

Proposed technique 144  64 

Complete 

flow 

DARPA 

Original traffic 186 0 

Selective sampling 175 11 

Smart sampling 116 70 

Proposed technique 172 14 

 

 

 

Figure 8.  Comparison of proposed technique and other sampling 
methods with different sampling rates 

VIII. CONCLUSION 

In this study, we improved anomaly detection in flow 

data. An MLP neural network was employed as a flow-

based anomaly detector in which a metaheuristic 

algorithm called PSOGSA was deployed to optimize the 

interconnection weights of the MLP. The results 

confirmed that this supervised method could provide high 

accuracy in classifying benign and malicious flows and it 

had a low false alarm rate in flow traffic. Sampled flow 

traffic is a monitoring solution which is widely used in 

computer networks. The negative impact of sampling on 

anomaly detection is a challenging issue. In this regard, 

we proposed a technique to improve the performance of 

the anomaly detector in sampled flow traffic. In this 

technique, we selected the sampling type based on the 

output of the flow-based anomaly detector. The proposed 

technique could efficiently detect anomalies in sampled 

traffic and its percentage of sampled malicious flows was 

improved by about 7%. In addition, it could decrease the 

loss of information. Therefore, this technique can be used 

for both anomaly detection and monitoring. One 

limitation in the evaluation of the flow-based anomaly 

detection methods is the lack of public datasets. In this 

study, we generated two flow-based datasets, complete 

flow-based DARPA and flow-based CAIDA datasets. In 

future work, in addition to the flow size, 

source/destination IP/port will be taken into consideration 

as important metrics in the sampling method because the 

distribution of these metrics changes during different 

attacks. 
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