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Summary

With the broad availability of genomic data, the concept of predicting genetic values

of individual animals or plant lines from their genomic data (genomic prediction) has

become an everyday tool in plant and animal breeding programs in the last decade.

The standard model of quantitative genetics is built upon a linear model in which locus

effects are usually considered to be additive and the (additive) genetic value is the sum

of all these locus effects.

In this work, we consider theoretical and practical aspects of models incorporating

interactions, so called “epistasis models”. Moreover, we follow approaches towards the

incorporation of biological prior knowledge into prediction methods, and discuss the

potential usefulness of a higher prediction accuracy for the total genetic value. The

total genetic value represents the complete genetic basis of a phenotype and not only

the part captured by additive effects. The three main chapters are given by the corre-

sponding published articles.

After the general introduction, the section “Epistasis and covariance: How gene

interaction translates into genomic relationship” addresses the correspondence between

interaction effect models and models based on genomic relationship matrices as genetic

covariance matrix. In particular, this leads from an interaction effect model in which

interactions are modeled by products of markers as predictor variables to Hadamard

products of relationship matrices (extended GBLUP or EGBLUP). As an example for

the usefulness of variable selection by prior experimental data in epistasis models and

for the prediction of the performance of plant lines under different environmental con-

ditions, we use a well-studied wheat data set which provides phenotype records of the

same lines grown under four different environmental conditions. The interaction effects

are estimated with the data of one environment and their absolute effect size is used as

an indicator for their relevance. The complete model with all pairwise interactions is

then reduced to the interactions which are more relevant (according to absolute effect

sizes). This subsystem of pairwise interaction effects is translated into a relationship

matrix which is used for genomic prediction within the data of the plants being grown
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under different environmental conditions. The results show that an epistasis model

with pairwise interactions can improve predictive ability and that data from previous

experiments can be used in a beneficial way as external information for variable selec-

tion.

The section “Genomic prediction with epistasis models: On the marker-coding-

dependent performance of the extended GBLUP and properties of the categorical epis-

tasis model (CE)” is motivated by the fact that ridge regression models with interactions

modeled as products of the marker values (EGBLUP) are not invariant to translations

of the marker coding. Although the effect on predictive ability may be small when

a high number of markers is used and when both the additive effects and the interac-

tions are modeled, the coding dependence provides a motivation to consider other types

of epistasis models. We demonstrate the coding-dependent performance of EGBLUP

and investigate coding-dependent theoretical properties of the interaction effect model.

Moreover, we show that adapting the coding systematically to prior data can also cap-

ture the covariance structure and thus can be used to incorporate prior experimental

knowledge. However, the observed effect is smaller than by means of variable selection

which has been described in the previous section. To define an alternative to EGBLUP,

we introduce the categorical marker effect model (CM) which assigns an independent

effect to each possible state 0, 1 or 2 of each locus. This model is then extended to

the categorical epistasis model (CE), which assigns for each pair of loci an independent

effect to each combination of this pair. Considering marker k and l, each of the nine

tuples (k, l) ∈ {0, 1, 2}2 is modeled as having its own independent effect. We investigate

theoretical properties of these models and show that they can improve predictive ability

for some traits of the wheat and a published mouse data set.

The categorical epistasis model also provides a framework for our approaches of

“Incorporating gene annotation into genomic prediction of complex traits”. Here, we

define the linear model on biological units, in this case on protein coding genes. We

assign markers to genes and construct haploblocks for each set of markers characterizing

one gene. For the definition of haploblocks, we use a previously published approach of

restricting the maximal number of haplotypes in the population. However, this purely

6



data driven definition is applied to each set of markers characterizing a gene, thus fusing

the biological prior knowledge with the data structure driven approach. We test differ-

ent approaches based on categorical or numerical intra-locus additive haplotype models

and with or without epistasis on the previously mentioned mouse data, a Drosophila

data set, and a rice data set. Our results demonstrate a systematic improvement of

predictive ability compared to GBLUP for the mouse and the rice data, but not for the

Drosophila data set.

In the final discussion, the coding dependence of ridge regression methods is re-

viewed and the usefulness of the prediction of total genetic values in different breeding

schemes is discussed. Both sections give answers but also raise other questions which

are supposed to be addressed in the future. In the last part of the discussion, we review

the results of this work in a broadened context, which is followed by an outlook on

future work.
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Introduction
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Genomic prediction in breeding

Today, the concept of genomic selection (Haley and Visscher 1998; Meuwissen et al.

2001) is widely established in different variants in commercial breeding programs. The

general underlying approach is to use broad genetic information of individual animals or

plant lines to predict individual characteristics such as their genetic values for different

traits. The broad genetic information can for instance be given by the state of single

nucleotides polymorphisms (SNPs) at a set of base pair positions distributed across the

whole genome. In particular, the additive genetic value, which is also called the breeding

value, is often the quantity to be predicted in statistical models. The breeding value

reflects the average improvement of the phenotype of the population under selection,

when genes of the considered individual are randomly enriched in the population. For

instance in dairy cattle, the breeding value of a sire with respect to traits related to milk

production is defined by the corresponding phenotypes of its daughters in terms of the

deviation from the mean performance of the reference population (Mrode 2014). In this

particular case, this indirect measurement of a sire’s value is necessary because the sires

on which the selection decisions are made do not have an own phenotype. However,

also when a direct measurement of the individual’s phenotype is possible, a selection

for high breeding values incorporating the performance of relatives in an appropriate

way may exhibit a stronger response to selection than a program using the phenotype

as selection criterion. Due to the incorporation of the information on the performance

of relatives, the breeding value also reflects the effects of the genes of the respective

individual in a changed genetic background and thus may be the relevant quantity for

the improvement of the population over time (Fisher 1918; Henderson 1975; 1977; Fal-

coner and Mackay 1996).

For young animals without an own performance or performance-tested offspring,

the breeding values can also be predicted using a (pedigree based) relationship ma-

trix relating older animals with highly accurate predictions of their breeding values to

the young animals under consideration (Henderson 1975; 1977; Henderson and Quaas

1976). Genomic prediction offers here the option to use the realized relationship, which

is inferred from the genomic data, instead of the expected relationship provided by the
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pedigree (Habier et al. 2007; Hayes et al. 2009b). The resulting more accurate predic-

tions of the breeding values of young animals are especially of interest, since selection

decisions can thus be made in early stages of their lives, saving costs for maintaining

animals which would not be used for breeding in the future, and more importantly

saving time and consequently increasing the selection gain by shortening the generation

interval (Schaeffer 2006).

Due to its convincing economic potential (and historical and structural reasons),

the concept of genomic selection has been quickly implemented in animal, in particular

in dairy cattle breeding (Hayes et al. 2009a; Reinhardt et al. 2009; Harris and Johnson

2010; Hayes and Goddard 2010; Mrode 2014; Gianola and Rosa 2015), but has also be-

come an essential tool in plant breeding (Jannink et al. 2010; Heslot et al. 2012; Nakaya

and Isobe 2012; Hayes et al. 2013; Newell and Jannink 2014; Heslot et al. 2015; Hickey

et al. 2017). In tree breeding, shortening the generation interval and thus the breed-

ing cycle can also be considered to be the most relevant aspect of genomic selection

(Grattapaglia and Resende 2011; Resende et al. 2012; Isik 2014). In crops, the gener-

ation interval is naturally already much shorter, but the more accurate predictions of

genetic values induced by the finely resolved relationship can generate a higher selection

response than for instance compared to marker-assisted recurrent selection (Bernardo

and Yu 2007), can shorten the breeding cycle (Heffner et al. 2009) by rearranging its

modular structure with the new options provided by higher prediction accuracies, and

can also reduce the expanses for field experiments by predicting the performance of a

certain subset of lines instead of performing the corresponding trials. This reduction

of field experiments will be especially of interest when for instance crosses of lines from

different heterotic pools are supposed to be evaluated for their hybrid performance

(Technow et al. 2012; Albrecht et al. 2014; Technow et al. 2014; Xu et al. 2014) and

where consequently the number of potential crosses increases quadratically with the

number of lines in the pools, but the genotyping costs increase only linearly (Zhao

et al. 2015). Additionally to the essential questions of at which steps of a breeding

program to use genomic prediction in which way, the questions arise which statistical

model, and which method to determine the corresponding parameters should be used

to predict the quantity of interest appropriately.
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The additive marker effect model and epistasis

The standard reference model of quantitative genetics used to describe the effects of

alleles on the phenotype is built upon a linear model in which gene effects are modeled

additively (Falconer and Mackay 1996). In more detail, given a locus with alleles a and

A in a diploid species, the common single locus model for the effect of the genotype is

y = 1nµ+ Mβ + ε, (1)

where y is the n× 1 vector of n observations of the phenotype, and 1n an n× 1 vector

with each entry equal to 1. Moreover, µ is the fixed effect modeling the y-intercept, M

the n× 1 vector of marker states of the n individuals coded as 0 (aa), 1 (aA or Aa) or

2 (AA). The allele substitution effect of the locus under consideration is denoted by β,

and ε represents the n×1 independent and identically distributed (i.i.d.) random errors

with mean 0. Expanding Eq.(1) to a model considering p loci simultaneously gives the

same equation, but with M being an n× p matrix and β a p× 1 vector. Here, µ could

also be included in β and the vector 1n as a column in M. However, Eq. (1) is the

notation usually used in the mixed model approaches of quantitative genetics (Hender-

son 1975; Meuwissen et al. 2001; Mrode 2014), where the genetic effects are separated

from the intercept and treated in a different way in the estimation / prediction process.

The most popular method which is based on Eq. (1) and which uses certain additional

assumptions on µ,β and ε, which we will explain in the next section, is called genomic

best linear unbiased prediction (GBLUP). The genetic data can be any type of data,

such as DNA sequence data, a subset of pre-selected base positions which are read by

a genotyping array (“marker”), or other types of data such as the methylation state of

certain nucleotides.

Independent of the method used to determine the parameters of Eq. (1), the model

defines a framework in which each marker effect is independent of the states of the other

markers. Having determined the additive effect β̂i of locus i, the model predicts that

a change at this position from marker value 0 to 1 or from 1 to 2 will have an effect
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β̂i on the genetic value, independently of the genetic background that is of the states

of the other markers. This characteristic is fundamentally contrary to the principle of

phenotype-forming biological systems in which interaction is omnipresent on the molec-

ular biological level, and which may also translate to the statistical effect level (Sohail

et al. 2017). This big discrepancy between the prevalent interaction in molecular bio-

logical mechanisms and the absence of interaction in statistical standard models used

for prediction of complex traits, provides a motivation to consider “epistasis” models

for the prediction of total genetic values. The terms “epistatic” and “epistasis” have

been introduced more than one hundred years ago in the context of interaction effects

of alleles on a phenotype (Bateson 1909; Fisher 1918) and different precise definitions

of epistasis are not totally coinciding (Cordell 2002). In this work, any statistical model

in which the effect of a change at a locus depends in any way on the state of any other

locus, or which is based on a “non-additive” covariance model, will be called an epistasis

model.

Several publications have shown that the incorporation of interaction effects (Ober

et al. 2015; Forsberg et al. 2017) or the modeling of “non-additive” relationships (de los

Campos et al. 2009; 2010; Ober et al. 2011; Crossa et al. 2010; Gianola et al. 2014;

Morota and Gianola 2014) can improve predictive ability. The latter type of “non-

additive” relationship models is based on Reproducing kernel Hilbert space (RKHS)

regression models (Gianola and Van Kaam 2008) but can also be interpreted as a spa-

tial statistics approach with general (isotropic) covariance functions. Among them, the

Gaussian kernel has been the most popular in genetics and thus will be used at some

points as a reference for the performance of other models.

The first epistasis model considered more deeply in this work, will be the extended

GBLUP model (EGBLUP) (Su et al. 2012; Ober et al. 2015; Jiang and Reif 2015) which

models interactions by a polynomial of degree two in the marker data (and which is

based on some additional assumptions on µ,β,h and ε)

yi = µ+ Mi,•β +
∑

k=1,...,p;l>k

Mi,kMi,lhk,l + εi. (2)
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Here, all variables are defined as before, Mi,• denotes the i-th row of M, that is the

genomic data of individual i, and hk,l is the interaction effect of loci k and l. This model

includes interactions of markers, since the effect of a change at locus k on the expected

phenotype also depends on the genetic background, that is on the states of the other

markers. If ĥk,l is determined, the effect of a change at locus k will depend on the value

of Mi,l. This model has the obvious interesting aspect of modeling the characteristic

of biologically omnipresent interaction, but has the relevant statistical disadvantage of

increasing the number of parameters drastically (which we will discuss more deeply in

the next section). In the following, we will address the general problem of statistical

genetics that is that the number of markers is usually much higher than the number of

observations.

The p > n problem and mixed models

To predict ŷ of genotypes without measurements of their phenotypes, the parameters

of Eq. (1), that is the intercept µ and the additive effects β, have to be estimated from

a data set. Having determined these coefficients as µ̂ and β̂, the genetic value of any

individual from which genomic information is available can be predicted by Eq. (1).

Here, the accuracy of the prediction will depend on how “similar” the individual is to

the set from which the coefficients have been derived, and this similarity again is de-

termined by the marker data, but also by the genetic architecture of the trait (Solberg

et al. 2008; Shengqiang et al. 2009; Daetwyler et al. 2010).

In the case of having more individuals than parameters that is if n > p + 1 (and

the corresponding relevant matrix having a rank of p + 1), we can use the well-known

ordinary least squares (OLS) method. Its solution is defined by the minimization of

the quadratic Euclidean distance of the vector of observations and the vector of the

corresponding fitted values:


µ̂
β̂



OLS

:= arg min
(µ,β)∈Rp+1

n∑

i=1

(yi −Mi,•β − µ)2 (3)

Mi,• denotes here the i-th row of M, that is the genomic data of individual i. Pro-
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vided that the respective matrices are invertible where necessary, the solution to the

minimization problem of Eq. (3) is given by the well-known OLS estimate


µ̂
β̂



OLS

=

((
1n M

)t (
1n M

))−1 (
1n M

)t
y (4)

In problems of statistical genetics, we often deal with a high number of loci and

a relatively low number of observations. In this situation of p + 1 > n, the solution

to Eq. (3) is not unique but a vector subspace of which each point minimizes Eq. (3)

to zero. Due to this overfitting, that is fitted noise, the quality of predictions ŷ for

genotypes which have not been used to estimate the parameter (µ̂, β̂) are usually poor.

Moreover, if p+1 > n, the maximal rank of

((
1n M

)t (
1n M

))
of Eq. (4) is n, which

implies that the matrix is not invertible and thus Eq. (4) is not defined.

A solution to the p + 1 > n problem is the use of a penalized regression method

which minimizes


µ̂
β̂



RRλ

:= arg min
(µ,β)∈Rp+1

n∑

i=1

(yi −Mi,•β − µ)2 + λ

p∑

j=1

β2
j (5)

for a chosen penalty factor λ > 0. Note here that Eq. (5) is not introduced here as

a pure ridge regression (RR), but already as a mixed model (MM) (Henderson 1975;

1977) which treats µ and β differently by not penalizing the size of µ. The term mixed

model actually refers to a model in which some effects are treated as being fixed (but

unknown) and others as coming from a random distribution. However, this prior as-

sumption of being generated by a certain distribution introduces the penalty term of

Eq. (5). Thus, Eq. (5) represents a simple version of a mixed model with an intercept

µ as fixed effect and one class of random effects β.

The corresponding solver is given by


µ̂
β̂



RRλ

=



(
1n M

)t (
1n M

)
+ λ


 0 0tp

0p Ip





−1 (

1n M
)t

y. (6)
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Here, 0p denotes the p × 1 vector of zeros and Ip the p-dimensional identity matrix.

The effect of the introduction of the penalty term λ
p∑
i=1

β2
i is that for the minimization

of Eq. (5), we have a trade-off between fitting the data optimally and shrinking the

squared effects to 0. The method will only “decide” to increase the estimate β̂j, if the

gain from improving the fit is greater than the penalized loss generated by the increase

of β̂j.

In the context of quantitative genetics, the mixed model of Eq. (5) is usually built

with the additional assumption of βi
i.i.d.∼ N (0, σ2

β) and εi
i.i.d.∼ N (0, σ2

ε ) and called ridge

regression best linear unbiased prediction (RRBLUP) or genomic best linear unbiased

prediction (GBLUP) when it is rewritten with g := Mβ (Habier et al. 2007). The

latter version is then usually formulated on the level of a genomic relationship matrix

defining the covariance of g (VanRaden 2008). Considering the joint distribution of

(y,β) in this setup and applying an approach of maximizing the joint density defines

the penalty factor as λ = σ2
ε

σ2
β

(Henderson 1975). There are many alternative methods

which have been applied to the additive effect model of Eq. (1), including Bayesian

approaches with modified assumptions on the distribution of β (Gianola et al. 2009;

Habier et al. 2011; Gianola 2013). Among all these approaches, RRBLUP is the one

most commonly used and usually the reference when different methods are compared.

In this work, all central methods will be based on variations of this ridge regression

approach (for instance with interactions or with alternative predictor variables).

Statistical and computational problems arising with

the consideration of epistasis

As previously mentioned, EGBLUP of Eq. (2) models all pairwise interactions which

means that instead of only dealing with p additive effects which have to be determined

in the additive model, we are facing a problem of having p additive effects and p(p−1)
2

interactions. For genomic prediction this is not necessarily a computational problem

since, as we will see in this work, we can easily calculate the corresponding relationship

matrices as Hadamard products of the additive models. However, with more variables

and relatively less data points, the prior assumptions of the model may play a more
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important role. For instance, when a model with pairwise interactions is applied to data

generated by a large additive effect, the model may tend to distribute the main effect

over the pairwise interactions to minimize the penalty of the ridge regression. Thus,

when interactions are detected, this may not necessarily be the result of their extraor-

dinary biological importance, but can also be a consequence of the combination of data

structure and method. This circumstance may be a critical point for variable selection

methods based on identifying interactions from given data. Whereas for genome wide

association studies (GWAS) testing for main effects, different methods are quite well

understood and standardized, the pool of methods for epistatic interactions is still de-

veloping. Thus, for instance for the detection of main effects, the single marker model is

today often applied as a mixed-linear-model association (MLMA) method correcting for

the genetic background by adding a random term with the relationship matrix defined

by the remaining markers, that is all markers except for the one considered in the test

(Yang et al. 2014). Whether this concept can be transferred analogously to tests for

interactions by modeling a random term with the Hadamard product of the relationship

matrix as covariance is not clear. The dynamics in the field of detecting interactions is

also illustrated by the large number of publications of the last years addressing epista-

sis from a computational (González-Domı́nguez et al. 2016; Kässens et al. 2016; Jünger

et al. 2017) or from a methodological or a conceptual perspective (Frost et al. 2016;

Hung et al. 2016; Li et al. 2016; Sung et al. 2016; Uppu and Krishna 2016; Uppu et al.

2016; Wang et al. 2016; Wong et al. 2016; Xu et al. 2016). The main problem of having

only a few observations of each state of a pair of markers, but performing many tests

with collinear variables remains (Cordell 2009; Aschard 2016).

The relevance of epistasis in the formation of pheno-

types and in breeding

In spite of the difficulties in detecting interactions statistically significantly and repeat-

ably across different data sets, many studies of the last years have addressed the topic

of detecting interactions in agriculturally relevant species (Carlborg et al. 2003; Chen

et al. 2016; Ehrenreich 2017), but also from an epidemiological or a medical perspective

in humans (Su et al. 2016; Galarza-Muñoz et al. 2017; Jing et al. 2017). Moreover, it has
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been shown in many instances that epistasis models have the potential to improve the

prediction of phenotypes (Ober et al. 2015; Zhang et al. 2015; Forsberg et al. 2017). In

spite of this partial success, the relevance of epistasis for breeding is not clear. Criticism

of the relevance of epistasis includes that the major genetic variance is additive (Hill

et al. 2008), that parts of the epistatic variance will be converted into additive variance

over time (Carlborg et al. 2006; Hill 2017), that beneficial combinations of markers may

not be stable across generations due to recombination and segregation, and that conse-

quently the quantity of main interest is the additive genetic value (regressed by Eq. (1)),

and not the total genetic value. The fact that the major part of genetic variance can

be expressed as additive variance may not necessarily be a reason to neglect epistasis in

every context, since the overall variance does not directly reflect the genetic architecture

(Huang and Mackay 2016), the small portion of epistatic variance can also be a result

of the fitted main effects “obscuring” epistatic effects (Sackton and Hartl 2016), and

because there is evidence that epistasis is not only present on the molecular biological

mechanistic level, but that indeed statistical effects on the phenotype are not additive

(Sohail et al. 2017; Tyler et al. 2016). Moreover, epistasis may also be responsible for

maintaining the additive genetic variance of a population during long-term selection

(Carlborg et al. 2006; Hallander and Waldmann 2007; Hill 2017) and may influence the

long-term response to selection, which however will depend on details of the genetic

architecture of the trait (Paixão and Barton 2016) and which also may be in part a

result of not reducing the effective population size that drastically when alternatives

to the additive breeding value are used as selection criterion (Esfandyari et al. 2017).

Overall, the biological importance of interactions cannot be doubted, and there is also

evidence for the statistical marker effects not being purely additive (Sohail et al. 2017;

Tyler et al. 2016). Yet, it is not clear whether a more accurate prediction of the total

genetic value can be used beneficially in breeding programs. There are good arguments

illustrating that at least for standard line breeding, the total genetic value will not play

an important role. However, models with a higher predictive ability for the phenotype

may be in general interesting for crossbred and hybrid programs and also for predicting

individual risks in personalized medicine.
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Incorporating (external) prior knowledge into genomic

prediction approaches

The key step in the development of genomic selection for complex traits was to discard

the concept of building a statistical model only on a few genetic markers which have

been identified to have a significant association with the trait, but to use instead all

available genomic information provided by markers covering the whole genome (Meuwis-

sen et al. 2001). Thus, a major part of the variables included in the model will in real

data examples not show a statistically significant effect on the trait, since their effects

are too small to be detected statistically significantly at the available sample sizes. This

step can partly be interpreted as rejecting the concept of having to clarify the biological

mechanism underlying the phenotypic response, or at least of having to demonstrate

its statistical association with the predictor variables before a model for the prediction

of a trait is built. However, there is plenty of biological knowledge available in public

data bases, and an approach currently followed is to incorporate the knowledge not by

restricting to a few variables, but by expanding the whole genome prediction approach

with additional prior knowledge. Most of the approaches found in literature aiming at

incorporating prior knowledge are based on single markers as units in an additive effect

setup, but there is also some work on using prior knowledge to incorporate interactions.

For instance, there are several publications addressing the topic of how to use results

from genome wide association studies (GWAS) from external data bases or from the

data under consideration by weighting markers (Su et al. 2012; 2014; Zhang et al. 2014;

2015; Veroneze et al. 2016) or by modeling selected markers as having a fixed effect

(Spindel et al. 2016; Bian and Holland 2017; Lopes et al. 2017). Moreover, there are

several publications which use external information of gene ontology categories to sub-

divide the markers into classes which are treated separately, most often in the sense

that each class has its own variance component (Morota et al. 2014; Do et al. 2015;

Abdollahi-Arpanahi et al. 2016; MacLeod et al. 2016; Sarup et al. 2016; Fang et al.

2017a;b). Other approaches extended the additive effect model by selected interactions

(Ober et al. 2015; Forsberg et al. 2017). These approaches are certainly promising, since

traits may for instance be related to different genes belonging to the same biological

pathways (Edwards et al. 2015). This may also mean that using prior knowledge on
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which genes belong to which pathway and giving markers associated to genes of the

corresponding biochemical pathways a higher weight, may lead to an increase in pre-

dictive ability. Indeed, the cited references report an improvement of predictive ability

in several instances, but a clear protocol of which type of information to use how to

improve genomic prediction systematically does not exist so far. The topic is currently

strongly being investigated and whether or not an approach will increase predictive

ability also depends on the respective data set (Do et al. 2015).

The focus of the work on hand

In this work, we consider theoretical and practical aspects of different epistasis models

and follow approaches to modify the statistical models towards biological mechanisms.

The performances of different models are compared on simulated and real, publicly

available data sets.

We first discuss properties of the extended GBLUP of Eq. (2). The chapter “Epis-

tasis and covariance: How gene interaction translates into genomic relationship” deals

with the question of how we can translate this marker and interaction effect based

model into a genomic relationship matrix based approach. This reformulation of the

statistical model facilitates some computational aspects and permits us to use the pair-

wise interaction model with a given GBLUP implementation, but with a relationship

matrix based on the Hadamard product of the additive relationship matrix G. We use

a publicly available data set which offers phenotype records of the trait grain yield of

599 wheat lines, each grown under four different environmental conditions (Crossa et al.

2010) to test whether the predictive ability can be improved when all pairwise interac-

tions are modeled. Moreover, we follow an approach of selecting pairwise interactions

based on prior experimental data.

In the second chapter “On the marker-coding-dependent performance of the ex-

tended GBLUP and properties of the categorical epistasis model (CE)”, we discuss the

coding dependence of the predictive ability of EGBLUP which is caused by the use of

a penalized regression approach to estimate / predict the effects of βj and hj,k. The
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influence of the marker coding on predictive ability provides a motivation to consider

other types of epistasis models. We start by defining the categorical marker effect model

(CM) which assumes that each category of a marker state –that is 0, 1 or 2– has its own

effect which is independent of the effect of the other categories. This model provides an

alternative to GBLUP incorporating the freedom to model deviations from the allele

dosage model implemented by multiplying the marker value with the corresponding

marker effect in Eq. (1). However, CM does not model interactions of different loci.

We extend CM then to the categorical epistasis model (CE) which models each state

of a pair of markers as an independent variable coming from the same distribution.

This model increases the number of variables further, but a corresponding relationship

matrix approach is computationally not more demanding than the additive GBLUP.

We compare the predictive ability of the different models on simulated data, on the

wheat data which has already been used in the first chapter, and on a mouse data set

(Valdar et al. 2006a;b).

In chapter “Incorporating gene annotation into genomic prediction of complex phe-

notypes”, the allele dosage models and the categorical models are then transferred to

haploblocks defined by gene positions as predictor variables. Here, we fuse an approach

of defining haploblocks according to statistical considerations and characteristics of the

data (Meuwissen et al. 2014) with the information on gene location, provided by public

data bases. We test the different approaches on publicly available data sets.

In the final discussion, we review the coding-dependent performance of ridge re-

gression approaches, and we discuss the results of a simulation of different breeding

programs, thus considering the question whether an improved prediction of the total

genetic value may be used somehow to generate a higher selection gain in breeding pro-

grams. In particular, we compare the selection gains of different programs of truncated

selection with random mating, and of different targeted mating programs. We close

with a general discussion of the results of this work.
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wheat lines growing in four different environments. For 
this purpose, we select important interactions in one envi-
ronment and use this knowledge on the network of inter-
actions to increase predictive ability of grain yield under 
other environmental conditions. Our results provide a guide 
for building relationship matrices based on knowledge on 
the structure of trait-related gene networks.

Introduction

In the last decades, newly developed methods and tools 
from other quickly expanding scientific fields such as 
molecular biology, genetics and statistics have been intro-
duced into breeding procedures. Among these new breed-
ing concepts, genomic selection (Meuwissen et  al. 2001), 
which combines the availability of genetic data from indi-
vidual animals or plant lines, in the following generally 
referred to as “genotype”, with appropriate statistical evalu-
ation methods for large data sets, has the potential to accel-
erate breeding progress and to reduce its costs at the same 
time. Instead of raising all animals and measuring their per-
formance or growing all variants of a crop, the mean pheno-
type of some genotypes can be predicted based on genetic 
information. Assuming that the prediction method is reli-
able, this procedure can partly substitute expensive experi-
ments and / or save time, thus increasing selection gain. 
Prediction methods based on pedigree data have already 
been used since the 1970s (Henderson 1975, 1984; Hen-
derson and Quaas 1976) and their importance has further 
increased after the availability of genomic data in form of 
high throughput single-nucleotide polymorphisms (SNPs) 
panels has allowed for using estimated realized, instead of 
pedigree-based expected relationships (Hayes et  al. 2009; 
Habier et  al. 2007; Piepho et  al. 2008; Gianola and Rosa 

Abstract 
Key message  Models based on additive marker effects 
and on epistatic interactions can be translated into 
genomic relationship models. This equivalence allows to 
perform predictions based on complex gene interaction 
models and reduces computational effort significantly.
Abstract  In the theory of genome-assisted prediction, 
the equivalence of a linear model based on independent 
and identically normally distributed marker effects and a 
model based on multivariate Gaussian distributed breed-
ing values with genomic relationship as covariance matrix 
is well known. In this work, we demonstrate equivalences 
of marker effect models incorporating epistatic interactions 
and corresponding mixed models based on relationship 
matrices and show how to exploit these equivalences com-
putationally for genome-assisted prediction. In particular, 
we show how models with epistatic interactions of higher 
order (e.g., three-factor interactions) translate into linear 
models with certain covariance matrices and demonstrate 
how to construct epistatic relationship matrices for the lin-
ear mixed model, if we restrict the model to interactions 
defined a priori. We illustrate the practical relevance of our 
results with a publicly available data set on grain yield of 

Communicated by J. Crossa.

 *	 Johannes W. R. Martini 
	 jmartin2@gwdg.de

1	 Department of Animal Sciences, Animal Breeding 
and Genetics Group, Georg-August University, Göttingen, 
Germany

2	 KWS SAAT SE, Einbeck, Germany
3	 Institute of Animal Breeding, Bavarian State Research  

Centre for Agriculture, Grub, Germany

22



964	 Theor Appl Genet (2016) 129:963–976

1 3

2015). Moreover, with the increased availability of substan-
tial genomic datasets, the approaches for genome-assisted 
prediction have diversified (see e.g., Gianola and Rosa 
2015; Morota and Gianola 2014).

Among these different approaches, the correspondence 
between an additive marker effect model and a model with 
a certain kind of genomic relationship matrix is of central 
importance in the theory of genome-assisted prediction 
(Habier et  al. 2007). In more detail, a widely used linear 
regression model is given by

where y is the n× 1 vector of phenotypes of the n geno-
types, 1 is the n× 1 vector with each entry 1, µ is a fixed 
effect, and M is the n× p matrix giving the p marker val-
ues of the n genotypes. Moreover, we assume here that the 
entries of the p× 1 vector of unknown effects β and the 
n× 1 error vector ǫ are independent and Gaussian distrib-
uted with certain variance components βi

i.i.d.
∼ N (0, σ 2

β ) and 
ǫi

i.i.d.
∼ N (0, σ 2

ǫ ). Considering the numbers of an allele of a 
diploid organism, each Mi,j (the value of the j-th marker 
of genotype i) can be coded for instance as {0, 1, 2} or 
{−1, 0, 1}, or rescaled by subtracting the population mean 
of each of the p marker values from the respective column 
of the matrix M (VanRaden 2008). Having predicted the 
marker effects as β̂ and having estimated the fixed effect 
as µ̂, the predicted average phenotype of a genotype is then 
given by ŷi = µ̂+Mi,•β̂, where Mi,• denotes the i-th row 
of M. The assumptions made on β and ǫ give the equiva-
lence to the model

with g ∼ Nn(0, σ
2
βMM′), MM′ being the genomic rela-

tionship, and all other variables as defined before (Habier 
et  al. 2007). In the following, we will call g the genetic 
values of the genotypes. The prediction method based on 
Eq. (2) or its corresponding analog with marker effects as 
variables (Eq.  (1)) is known as genomic best linear unbi-
ased prediction (GBLUP) which is currently the most 
widely used method and a reference for any other approach 
(Gianola and Rosa 2015). The advantage of Eq.  (2) com-
pared to Eq. (1) is of computational nature if p ≫ n: instead 
of solving a system with p variables (the marker effects), 
we deal with a reduced system in which only the n genetic 
values have to be determined. However, regarding Eq.  (1) 
in which the genetic value is the sum of the product of the 
marker codes and of their respective effects, makes obvi-
ous that the model is based on statistical considerations (a 
direct linear regression approach with the marker values as 
predictor variables) and does not capture any kind of inter-
action which may be present in biochemical pathways that 
produce the phenotype. Consequently, the question arises 
as to how to build statistical models that can incorporate 

(1)y = 1µ+Mβ + ǫ

(2)y = 1µ+ g + ǫ

interactions between loci. Among many other approaches, 
a straightforward extension of Eq. (1) is the introduction of 
products of two genotype codes:

where hj,k
i.i.d.
∼ N (0, σ 2

h ) is the pairwise interaction effect 
of markers j and k ( j > k) and all other terms as defined 
before. We will call Eq. (3) the pair epistasis model. This 
model incorporates additive marker effects and pairwise 
interactions defined by the regression coefficients hj,k of 
the products Mi,jMi,k of different markers. The impact of 
the incorporation of the products Mi,jMi,k on the pheno-
type yi might be clearer when marker codes are either 0 
or 1: the effect hj,k is only present if both markers are of 
value 1. Note here that Eq. (3) is a polynomial function of 
degree two in the marker variables but it is still linear in 
the regression coefficients. As a variant of the pair epista-
sis model, we consider the pair epistasis and dominance 
model

The main difference between Eqs. (3) and (4) is the fact that 
we also model marker effects depending quadratically on 
the value of the marker codes in the latter equation ( j = k in 
Eq. (4)). The model thus can incorporate dominance effects, 
since this kind of genetic interaction produces a nonlinear 
impact of the marker code on the expected phenotype. Fig. 1 
illustrates the differences between the two epistasis models. 
Moreover, for a comparison of this parameterization of dom-
inance to the classical one used by Falconer (Falconer and 
Mackay 1996) see Fig. 4 and the “Supporting information”.  
A second difference between Eqs. (3) and (4) is that in the 
pair epistasis and dominance model, the effect of an inter-

action between marker k and j is incorporated by the sum 

hj,k + hk,j. Assuming hj,k
i.i.d.
∼ N (0, σ 2

h ) consequently means 
that the “effective” variance is twice the variance of hr,r .
This variant of the epistasis model is of importance since 
it serves as a reference. As we will show later, Eq. (4) is a 
marker effect model where the corresponding relation-
ship matrix is the Hadamard product of the usual genomic 
relationship matrix with itself. This illustrates a useful way 
to calculate relationship matrices in other variants of the 
epistasis model easily by expressing its deviation from this 
reference model. Moreover, this relationship matrix has also 
been used as an approximation to the model of Eq.  (3) in 
asymptotic considerations (Jiang and Reif 2015).

Even though it has been shown that an additive model 
explained a major part of genetic variance in different 

(3)yi = µ+

p
∑

j=1

Mi,jβj +

p
∑

k=1

p
∑

j=k+1

Mi,jMi,khj,k + ǫi,

(4)yi = µ+

p
∑

j=1

Mi,jβj +

p
∑

k=1

p
∑

j=1

Mi,jMi,khj,k + ǫi.

23



965Theor Appl Genet (2016) 129:963–976	

1 3

data sets (Hill et  al. 2008), approaches incorporating 
interactions have been viewed as potentially beneficial 
for genome-assisted prediction (Hu et  al. 2011; Mac-
kay 2013; Wang et  al. 2012; Wittenburg et  al. 2011). In 
this work, we consider different variants of the epistasis 
models and present analogs using relationship matrices, 
which offers computational advantages as the squared 
number of markers is usually much larger than the num-
ber of genotypes. In particular, we investigate theoreti-
cal aspects which lay the ground for building relationship 
matrices based on knowledge on trait-related gene net-
works and demonstrate gains in predictive ability when 
the model is reduced to certain subnetworks. Finally, we 
discuss connections of our results to other work on the 
relation between epistasis, dominance and relationship 
matrices and to classical results of quantitative genetics.

Material and methods

Data used to compare different models

We used the wheat data set described by Crossa et  al. 
(2010) and found in the R-package BGLR (Core Team 
2014; de los Campos and Perez-Rodriguez 2014). We 
chose this data set because these authors compared Repro-
ducing Kernel Hilbert Space (RKHS) methods to GBLUP 
and reported improved predictive ability, suggesting the 
presence of non-additive effects that might also be cap-
tured by epistasis models (3,4). The trait in this data set 
is grain yield recorded for 599 different CIMMYT inbred 
lines grown under four different environmental condi-
tions. The genotypes are typed with 1279 DArT markers 
coded as 0 or 1, indicating the absence (0) or presence 
(1) of the respective marker. The phenotypic correlations 
between the records in the different environments are






Env 2 Env 3 Env 4

Env 1 −0.020 −0.193 −0.123

Env 2 0.661 0.411

Env 3 0.388







.

Prediction and evaluation of predictive ability 
of different models

To evaluate the different prediction methods, we used the 
following approach: Out of all 599 wheat lines, 60 lines 
were chosen randomly to be a test set (using function sam-
ple() of R (version 3.1.1)). The variance components σ 2

ǫ  
and σ 2

β (or σ 2
h ) were estimated from the training set (539 

lines) using version 1.3.14 of the R package regress. 
The corresponding function finds an extreme of the likeli-
hood with the Newton-Raphson algorithm (Clifford and 
McCullagh 2006, 2014). The relationship matrix was cal-
culated only for the genotypes of the training set and all 
entries were divided by the maximum entry to standardize 
the matrix, to guarantee numerical stability. Having esti-
mated the variance components, we used them together 
with the full relationship matrix relating all lines, rescaled 
by the same factor as the one for the training set, in pre-
diction Eq.  (5). This procedure was repeated 200 times at 
random. The correlation r between observed and predicted 
phenotypes in the test set and its Fisher’s z-transformation 
were used as an indicator of predictive ability.

The prediction equation

This prediction equation is based on the assumption of 
known variance components σ 2

β and σ 2
ǫ  and unknown µ . 

The fixed effect µ is implicitly estimated (for a deriva-
tion of Eq. (5) see the “Supporting information”). We use 
the notation ytrain for the phenotypes of the lines in the 
training set, which are used to predict the genetic values 
of all genotypes. The matrix G is the genomic relation-
ship matrix, ĝi (i ∈ test, train) are the predicted genetic 
values of the respective set, s is the number of genotypes 
in the training set (here s = 539), 1s the vector of length 
s with each entry 1, Js×s the analogous s× s matrix with 
each entry equal to 1, and ȳtrain the unweighted mean of 

(5)

(
ĝtrain
ĝtest

)

=

[

Ttrain − s
−1

(
Js×s 0

0 0

)

+ σ 2

ǫ

(

1

σ 2
β

G−1

)]−1

×

((
ytrain
0

)

−

(
1sȳtrain

0

))

.

Fig. 1   Illustration of the differences between the pair epistasis model 
(left scheme) and the pair epistasis and dominance model (middle 
scheme). In the latter, the interactions are modeled as the sum of two 

variables and dominance is included by an interaction of each locus 
with itself. The right scheme illustrates a subnetwork which might fit 
the underlying biology of the trait best
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training set phenotypes, which is not in general equal to 
µ̂. Moreover, Ttrain denotes a diagonal matrix of dimen-
sion n = 599 with zeros on the diagonal at the positions of 
the test set genotypes and ones for genotypes of the train-
ing set. The prediction of the phenotypes of the test set is 
ŷtest = 1n−sµ̂+ ĝtest . Note here that G can be replaced by 
any other relationship matrix.

Variable selection and prediction based on a subsystem 
of interactions

We used our theoretical results for building relation-
ship matrices based on interaction subnetworks. To select 
important variables, we estimated interaction effects based 
on the 599 genotypes in one environment, and used this 
information to predict phenotypes in the other environ-
ments. We calculated the effects for instance in environ-
ment 1, and reduced the full model by removing the 5 % 
of the pariwise interactions that had the smallest absolute 
value. We re-estimated the interactions with the reduced 
model, to quantify the importance of the remaining vari-
ables. We continued this procedure in 5 % steps until at 
most 90 % of the variables were removed. We then used 
these submodels for prediction of phenotypes in the other 
environments.

Results

We start by presenting the statistical equivalence of marker 
effect models (Eqs.  (3) and (4)) and their corresponding 
models based on relationship (covariance) matrices. The 
derivations of some results are based on the assumption of 
non-singularity of the respective covariance matrices which 
is required for the existence of the density of the multivari-
ate Gaussian distribution.

Equivalences of the epistasis effect models and linear 
mixed models with two random terms

An equivalent model to the pair epistasis model. The model 
described by Eq. (3) is statistically equivalent to the model

with the n-dimensional Gaussian terms g ∼ Nn(0, σ
2
βG) 

and g2 ∼ Nn(0, σ
2
hH); 1, µ and ǫ as previously defined, and 

{g, g2, ǫ} stochastically independent. Moreover, the rela-
tionship matrix based on additive effects is G = MM′ and 
the relationship matrix H for the epistatic effects is given 
by

(6)y = 1µ+ g + g2 + ǫ

(7)
Hi,l =

p
�

k=1,j>k

Mi,kMi,jMl,kMl,j =

p
�

k=1



Mi,kMl,k

p
�

j>k

Mi,jMl,j





Recall here that M is the n× p genotype matrix. The derivation 
of this statement can be found in the “Supporting information”.

An equivalent model to the pair epistasis and domi-
nance model. Eq. (4) is statistically equivalent to the model 
of Eq.  (6) with g ∼ Nn(0, σ

2
βG), g2 ∼ Nn(0, σ

2
h H̃) and 1, 

µ and ǫ as previously defined and {g, g2, ǫ} stochastically 
independent. Moreover, the relationship matrix H̃ is given 
by

with ◦ denoting the Hadamard product (the matrices of 
equal size are multiplied component-wise which means 
here that G ◦G translates to matrix G with each entry 
squared). The derivation of Eq. (8) can also be found in the 
“Supporting information”. Again, Eqs.  (7, 8) allow us to 
use genome-assisted prediction methods incorporating epi-
static effects on the level of relationship matrices, which is 
of computational advantage if p2 ≫ n.

Relationship between the different covariance matrices

Equation  (8) shows that H̃ = G ◦G. The following equa-
tion describes the relationship between the covariance 
matrices H and H̃:

See the “Supporting information” for the proof of Eq. (9). 
In the special case of just two possible marker values for 
each locus, as in haploid organisms or fully homozygous 
diploid individuals, the genotypes can be coded as 0 and 1. 
Then M2

i,k = Mi,k and Eq. (9) is the linear combination

Equation  (9) can also be found in the work of Jiang and 
Reif (2015) who argue asymptotically that H̃ can also be 
used as an approximation to the covariance matrix of the 
pair epistasis model without dominance described by 
Eq. (3).

Inferring the additive and epistatic marker effects

To see how the additive effects can be inferred when pre-
diction is based on Eq. (6), we consider the model

which represents an “intermediate” between the effect mod-
els Eqs. (3, 4) and  (6). Assuming that µ, y and the epistatic 

(8)

H̃i,l =

p
∑

j,k=1

Mi,jMi,kMl,jMl,k =

(
p

∑

k=1

Mi,kMl,k

)2

=
(
Gi,l

)2

= (G ◦G)i,l

(9)H = 0.5H̃− 0.5(M ◦M)(M ◦M)′ =

0.5 (MM′ ◦MM′)
︸ ︷︷ ︸

=G◦G

−0.5(M ◦M)(M ◦M)′.

(10)H = 0.5H̃− 0.5G.

(11)y = 1µ+Mβ + g2 + ǫ
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genetic values g2 are known, we can maximize the condi-
tional density f (β|y, g2,µ), which gives as solution the ridge-
regression equation for prediction of additive marker effects

with � =
σ 2
ǫ

σ 2
β

. This is equivalent to

The computational advantage of Eq.  (13) over Eq.  (12) is 
that the matrix which has to be inverted is of size n× n, 
and not of size p× p (the number of genotypes n is often 
much smaller than the number of markers p; for the deriva-
tion of the dual equations for ridge regression see Shawe-
Taylor and Cristianini 2004).

With h denoting the vector of interactions hj,k, an analo-
gous procedure for maximizing the joint density gives

with �2 =
σ 2
ǫ

σ 2
h

 which is equivalent to

N denotes here the initial matrix of the pair epistasis model 
with n rows and 0.5p(p− 1) columns. The i-th row is

For the pair epistasis and dominance model, N has to be 
substituted by the n× p2 matrix Q with

where ⊗ denotes the Kronecker product. Also here, for 
the epistatic effects, we have the advantage of the dual 
equation that NN′ is an n× n matrix, whereas N′N is a 
0.5p(p− 1)× 0.5p(p− 1) matrix (note that MM′ = G, 
NN′ = H and QQ′ = H̃ ). At the level of individual inter-
actions, Eq. (15) means that in the pair epistasis and domi-
nance model, hj,k is predicted by

In particular this implies that the predictions ĥj,k and ĥk,j are 
identical.

Equivalent linear models for higher order polynomial 
functions of the markers

Equation  (4) is a polynomial of degree two in the geno-
types, its analog of Eq. (6) has two random effects and the 

(12)β̂ =
(
�Ip +M′M

)−1
M′(y− 1µ− g2)

(13)β̂ = M′
(
�In +MM′

)−1
(y− 1µ− g2)

(14)ĥ =
(
�2Ip + N′N

)−1
N′(y− 1µ− g),

(15)ĥ = N′
(
�2In + NN′

)−1
(y− 1µ− g).

Ni,• =
(
Mi,1Mi,2,Mi,1Mi,3, ...,Mi,1Mi,p,Mi,2Mi,3, ...,Mi,p−1Mi,p

)
.

Qi,• =
(
Mi,1Mi,1,Mi,1Mi,2, ...,Mi,1Mi,p,Mi,2Mi,1, ...,Mi,pMi,p

)

= Mi,• ⊗Mi,•

ĥj,k = (M•,j ◦M•,k)
′
(
�2In +QQ′

)−1
(y− 1µ− g).

corresponding covariance matrix of the epistatic terms is 
σ 2
hG ◦G. Here, we show how to generalize this statement 

to any degree D of epistatic interaction:
For j ≤ D, let κ = (k1, ..., kj) ∈ {1, ..., p}j be a j-dimen-

sional vector with entries in {1, ..., p} (the entries are not nec-
essarily different). Moreover, let Mi,κ = Mi,k1Mi,k2 ...Mi,kj 
denote the product of the marker values at loci k1, ...kj of 
genotype i. Let

be a polynomial function of the marker data and for each 
degree j ∈ {1, ...,D}, let the coefficients βκ ,j be random 
and distributed as βκ ,j

i.i.d
∼ N (0, σ 2

j ) (and all random terms 
independent).

Then the model yi = µ+ f (Mi,•)+ ǫi is statistically 
equivalent to

with gj ∼ Nn(0, σ
2
j G

j) where Gj denotes the jth power with 
respect to the Hadamard product and G = MM′ (see the 
“Supporting information” for the proof of this statement).

In particular, extending the model to all three-fac-
tor interactions Mi,k1Mi,k2Mi,k3 translates into add-
ing another summand g3 ∼ Nn(0, σ

2
3G

3) with its 
own variance component σ 2

3  to Eq.  (6). An important 
point in the structure of polynomial f is that a sum-
mand is added for each κ ∈ {0, ..., p}j. This means that, 
for instance, for three-factor interactions, the product 
Mi,1Mi,2Mi,3 of the polynomial function f has coefficient 
β(1,2,3),3 + β(1,3,2),3 + β(2,1,3),3 + β(2,3,1),3 + β(3,1,2),3 + β(3, 
 2,1),3 . This is analogous to the pair epistasis and dominance 
model where interactions were incorporated as the sum of 
hl,k and hk,l. Moreover, in the case of j = 3, this polyno-
mial includes the factor M3

i,j for each locus j. There is no 
obvious meaningful interpretation of these higher order 
terms in a diploid organism, but such terms are implicitly 
included if relationship matrix G3 is used. For this reason, 
note here that if we want to approximate a model that only 
incorporates products Mi,k1 · · ·Mi,kj of different loci by 
the Hadamard power Gj, the quality of the approximation 
will deteriorate with increasing j, since the fraction of vari-
ables that are incorporated in Gj but which are not present 
in the model we want to approximate is increasing with j. 
For modeling interactions of higher order, products that 
are not required should be subtracted from the Hadamard 
power of G. In particular, this circumstance will reduce the 
quality of the approximation, when the exponential power 
series is used with Hadamard products of G to approxi-
mate a model with interactions only between different loci, 
which has been done to connect the epistasis effect model 
to an RKHS approach with the Gaussian kernel (Jiang and 

f (Mi,•) =

D�

j=1




�

κ∈{1,...,p}j

βκ ,jMi,κ





(16)y = 1µ+ g + g2 + g3...+ gD + ǫ
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Reif 2015). For multi-kernel approaches similar to Eq. (16) 
see also Morota et al. (2013) and Abdollahi-Arpanahi et al. 
(2014).

Restriction to a specified subset of interactions

The epistasis model described by Eq.  (4) incorporates 
all possible pairwise interactions and dominance terms 
for each marker. This guarantees that interactions are 
included, but also inflates model complexity by poten-
tially accounting for a huge number of unimportant vari-
ables. Thus, the question arises of how a subset of relevant 
pairwise interactions can be incorporated into the model 
(Fig.  1 illustrates a full network and a reduced subnet-
work). Note, that by reducing the marker matrix to the 
entries which will be involved in the model, and then cal-
culating the covariance matrix according to Eqs.  (7, 8), 
means restricting the model to a Cartesian product. For 
instance, if we assume that marker 1 has a relevant domi-
nance effect and that markers 2 and 3 interact, reduc-
ing M to the columns 1,  2,  3 and then applying Eq.  (8) 
means that we build a model with pairwise interactions 
h1,1, h1,2, h1,3, h2,1, h2,2, h2,3, h3,1, h3,2, h3,3 instead of only 
incorporating the effects h1,1, h2,3. Thus, the following 
result may be helpful for improving prediction by building 
the covariance matrix as the sum of covariances from pair-
wise interactions only.

If markers k and j interact,  this is captured by the term 
Mi,kMi,jhk,j in Eq. (3). Then, the corresponding covariance 
matrix is

with M•,k denoting the k-th column of M and which con-
tains the marker codes of all genotypes at position k. The 
full covariance matrix corresponding to the model with all 
relevant interactions is then the sum of all pairwise inter-
action covariance matrices as in of Eq. (17) (since hk,j are 
assumed to be i.i.d. random variables). See the “Supporting 
information” for the derivation of this statement. This pro-
cedure has already been used by Ober et al. (2015).

An example with wheat data

Our examples focus on the calculation of the interactions 
with Eq. (15), and on a case of variable selection and build-
ing network based relationship matrices using Eq.  (17). 
Recall that the wheat data set we use is based on presence 
/ absence markers coded as 0 and 1. Thus, the value of a 
marker remains unchanged if it is squared, and the effect 
of the variants 0, 1 can be fully described by a linear func-
tion or by a polynomial of degree two without a linear 
term. This means using the model of Eq. (4) with additive 

(17)
(
M•,kM

′
•,k

)
◦
(

M•,jM
′
•,j

)

σ 2
h

and epistatic effects incorporates the additive effects of 
each marker twice (with a different variance component), 
since the additive effects are also incorporated as the domi-
nance terms in Eq. (4). Therefore, for this data, we used the 
variant

of the epistasis marker effect model, which incorporates the 
additive effects and all pairwise interactions modeled as a 
single term. The corresponding relationship matrix can be 
derived in the same way as Eqs. (9, 10) and it is given by 
H̄ = 0.5(G ◦G)+ 0.5G.

Calculating the epistatic interactions

As an example, we calculate the epistatic interactions in the 
four environments. We can use Eq. (15), with g = 0, H̄ and 
µ, σ 2

h , and σ 2
ǫ  estimated using regress():

We calculated the interactions of all marker pairs in the 
four different environments. Figure  2 shows the 0.01 % 
interactions with the largest absolute values in each envi-
ronment. While the patterns observed in the different envi-
ronments are diverse, there are some general hints: in many 
cases, single regions appear to interact with a number of 
other regions, which would coincide with an assumed func-
tion of a regulatory “hub” of such regions. Some of these 
patterns appear in more than one environment. While it is 
beyond the scope of our paper to provide a biological inter-
pretation of the observed structures, such results could be 
used as a staring point to detect complex genomic inter-
actions underlying the phenotype studied. Note here that, 
among the interactions with the largest absolute values, 
there are hardly intrachromosomal interactions (the annota-
tion of the markers to chromosomes can be found in Table 
S1 of the Supporting Information of Crossa et al. (2010)). 
This may be attributed to linkage disequilibrium, and of a 
tendency of the model to pick existing interaction between 
linked loci as additive effects at one or both loci.

Variable selection and prediction based on the reduced 
model

We tested whether characteristics of the models are pre-
served across environments. For this purposes, we deter-
mined subnetworks in each environment by neglecting 
interactions with smallest absolute values in 5 % steps from 
the model (until 90 % of the variables were removed). After 
each reduction step we recalculated the interactions in 

(18)yi = µ+

p
∑

k=1

p
∑

j=k

Mi,jMi,khj,k + ǫi,

ĥj,k = (M•,j ◦M•,k)
′
(

�̂2In + H̄
)−1

(y− 1µ̂)
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the remaining network to allow the model to adapt before 
choosing the next set of interactions to abandon. We then 
used these models for prediction in the other environments 
with 200 randomly drawn test sets. The results are summa-
rized in Table 1 and illustrated in Fig. 3 as Fisher’s z-trans-
formed correlation coefficient, which spreads the correla-
tion interval [−1, 1] onto the real line. Considering Fig. 3, 
we see that neither the information inferred from the data 
of environment 1 can improve prediction of phenotypes in 
the other environments, nor does the prediction within envi-
ronment 1 benefit appreciably from the usage of informa-
tion from grain yield in the other environments. This result 
may be expected, since phenotypes of other environments 
are negatively correlated with phenotypes in environment 
1. However, it is remarkable that while the strongest nega-
tive correlation is found between the data of environments 
1 and 3, the subnetworks of interactions in environment 

3 support prediction in environment 1 better than the net-
works inferred from data in other environments (see Fig. 3; 
Table 1). Thus, how good inferred networks describe other 
data might not fully be determined by the correlation of the 
phenotypes in the respective environments. The pairwise 
correlations between phenotypes in the other environments 
are positive, and we observe a gain in predictive ability for 
all combinations. For environments 2 and 3, the correlation 
between phenotypes at 0.661 was relatively high. Thus, the 
observed improvement in predictive ability which increased 
from 0.502± 0.007 up to 0.650± 0.005 in environment 
2 when the networks are inferred in environment 3 was 
relatively big, but smaller than the correlation of the phe-
notypes of both environments. The most interesting cases 
are the combinations of environment 4 with environments 
2 and 3, respectively. In spite of the correlation between the 
phenotypes of environments 2 and 4 being smaller (0.411) 

Fig. 2   The 0.01 % most important (highest absolute values) pairwise interactions of the wheat data set, calculated with Eq. (15) for the four dif-
ferent environments (positions of the markers according to Crossa et al. 2010)
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than the predictive ability in each environment when the full 
model with all pairwise interaction is used (0.502± 0.007 
and 0.498± 0.007), the predictive ability increased up to 
0.543± 0.006 and 0.542± 0.006. The situation is similar 
for the combinations of environments 3 and 4 which exhibit 
a correlation of 0.388, which is smaller than or equal to the 
predictive ability of the full model in the respective envi-
ronments (0.390± 0.008, 0.498± 0.007 ). The predictive 

ability increased up to 0.421± 0.008 and 0.535± 0.006.  
These examples show that the epistasis model offers a 
framework for combining results of different experiments 
to improve genome-assisted prediction by means of vari-
able selection, provided that the phenotypes are positively 
correlated. We additionally (re)calculated the predictive 
ability with a RKHS method with Gaussian Kernel (matrix 
K provided by Crossa et al. (2010)). The predictive ability 

0 20 40 60 80

0.
56

0.
60

0.
64

Environment 1

Percentage of interactions removed from the model

ar
ct

an
h(

r)

0 20 40 60 80

0.
50

0.
60

0.
70

0.
80

Environment 2

Percentage of interactions removed from the model

ar
ct

an
h(

r)

0 20 40 60 80

0.
40

0.
50

0.
60

0.
70

Environment 3

Percentage of interactions removed from the model

ar
ct

an
h(

r)

0 20 40 60 80

0.
50

0.
55

0.
60

0.
65

Environment 4

Percentage of interactions removed from the model

ar
ct

an
h(

r)

Fig. 3   Prediction accuracy (here Fisher’s z-transformed correlation: 
arctanh(r)) in the different environments of the wheat data set with 
relationship matrices determined by variable selection in the other 
environments (0–90 % of the variables were removed in 5 % steps). 

Black, red, green and blue dots reflect the respective environment 1, 
2, 3, or 4, which was used to determine the relationship matrices. The 
initial “jump” at zero represents the difference between GBLUP and 
the full epistatic model

Table 1   Average correlation between predicted and measured phenotypes obtained by 200 independent draws of a test set consisting of 60 lines 
in the respective environment

 Average correlation reached by GBLUP, the full epistasis model and the maximum correlation reached by models with a reduced number of 
interactions selected with phenotypic data of all genotypes in Env1 (Max 1), Env2 (Max 2), Env3 (Max 3) or Env4 (Max 4). Gauss-RKHS 
describes the predictive ability obtained using the relationship matrix K provided by Crossa et al. (2010) which is based on a Gaussian kernel 
in an RKHS approach. The bold values highlight the highest predictive ability found for the respective data. All values represent the empirical 
mean with its standard error obtained from 200 independent draws of a test set

GBLUP Full epistasis model Max 1 Max 2 Max 3 Max 4 Gauss-RKHS

Environment 1 0.511 ± 0.007 0.554 ± 0.007 – 0.554 ± 0.007 0.561 ± 0.007 0.554 ± 0.007 0.584 ± 0.006

Environment 2 0.499 ± 0.007 0.502 ± 0.007 0.504 ± 0.007 – 0.650 ± 0.005 0.543 ± 0.006 0.500 ± 0.007

Environment 3 0.371 ± 0.008 0.390 ± 0.008 0.396 ± 0.008 0.561 ± 0.007 – 0.421 ± 0.008 0.422 ± 0.008

Environment 4 0.463 ± 0.007 0.498 ± 0.007 0.501 ± 0.007 0.542 ± 0.006 0.535 ± 0.006 – 0.531 ± 0.006
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of the Kernel method was reached or improved when the 
phenotypes of the environments used for inferring the sub-
network structure and for prediction were positively cor-
related (see Table  1). For information on how the RKHS 
method incorporates nonlinear effects when a Gaussian 
kernel is used see Gianola et al. (2014).

Discussion

Prediction methods incorporating interactions between 
genes have been discussed extensively in the last years and 
have been assessed as potentially useful for prediction of 
complex traits (Hu et al. 2011; Mackay 2013; Wang et al. 
2012). In this work, we demonstrated equivalences between 
epistatic effect models and linear models with certain 
covariance structures. These correspondences can be ben-
eficial for computing genome-assisted predictions based on 
epistatic effect models. Moreover, we showed how to infer 
additive effects and pairwise interactions from given (addi-
tive or epistatic) genetic values. Additionally, we illustrated 
that polynomials of any degree D with the marker values 
as variables and random coefficients following a certain 
distribution can be rewritten as a linear mixed model with 
D random terms and covariance matrices whose structure 
is proportional to Hadamard powers of MM′ (“Equivalent 
linear models for higher order polynomial functions of the 
markers”). An important point here is that the Hadamard 
powers of G implicitly model more variables than desired, 
and that the fraction of “undesired variables” will increase 
with the degree of interaction. Moreover, an important and 

practically relevant result is how to calculate the covariance 
matrix if only a certain subset of interactions is considered, 
which allows for building trait-specific, gene-network based 
relationships. Note here, that our theoretical results are not 
tied to any specific marker effects model. For instance, if 
markers are clustered into haplotypes of DNA segments and 
the linear effect model is built on these variables and their 
interactions, these equivalences can be used as well. Impor-
tant questions for future research in this context are: (1) 
which methods of variable selection are appropriate (e.g., 
a priori based on available information vs. data driven) and 
(2) at which levels of a biological hierarchy interactions can 
be incorporated in the best way (e.g., marker interactions 
or at the level of interacting genes or pathways). It should 
be highlighted that if the interactions are incorporated as all 
pairwise marker interactions, the magnitude of individual 
interactions should be interpreted with caution since these 
do not necessarily reflect biological interaction due to the 
blatant over-parameterization of the model. The question of 
to which degree the epistasis effect model describes biology 
or statistical artifacts of the data remains open. As an exam-
ple of variable selection we used the data of grain yield of 
wheat in one environment to infer subnetworks, and used 
these structures for genome-assisted prediction in the other 
environments. The results are in overall accordance with 
what one might expect: predictive ability in one environ-
ment will be increased by variable selection in another, if 
the phenotypes under the different conditions are positively 
correlated. The combinations of environments 2 and 3 with 
environment 4, which improved predictive ability to values 
higher than the correlation of the phenotypes in these envi-
ronments, illustrated well that the epistasis model provides a 
framework to incorporate results of different experiments to 
increase predictive ability.

Problems and features of the epistasis model

As already mentioned, a major problem of the full epista-
sis model with all pairwise interactions is the over-param-
eterization which makes inference of biological interaction 
difficult. However, an approach of building the model on a 
level of clustered variables, such as genes instead of indi-
vidual markers might already reduce the number of interac-
tions significantly.

Moreover, it is also important here to mention that even 
if the coding of the markers has been shown to have no 
effect on predictive ability of the additive model (Strandén 
and Christensen 2011), encoding was reported to matter 
for epistasis models, in that different non-equivalent results 
are obtained with different marker codings (He et al. 2015). 
Thus, it should be noted that the use of the centered ver-
sion G̃ = (M− P)(M− P)′ with P being column-wise the 
matrix of marker genotype frequencies might be problematic 

Genotype

G
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yp

ic
 v
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ue

aa Aa AA

Fig. 4   Comparison of the classical way to incorporate dominance 
effects (Falconer and Mackay 1996) and the fitting by a polynomial 
of degree two. Black points genotypic values of the genotypes aa, Aa, 
AA of a diploid organism with the two alleles a and A present in the 
population. Black line linear regression which defines the additive 
effect in the classical model. Blue lines The dominance terms (one 
dominance term for each genotype) which are given by the difference 
of the genotypic values and the regression line. Red curve Fit by a 
polynomial of degree two
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in an epistasis model: Since the epistasis model is affected 
by the choice of marker encoding, subtracting P means that 
we choose the underlying marker effect model for each pair 
of markers according to their frequencies. The consequences 
on predictions of phenotypes, additive effects and interac-
tions are not clear and need to be investigated further.

In this regard, also note that due to the way the inter-
actions are parameterized, the effects are not orthogo-
nal, which means that the estimates of the additive effects 
will be influenced by whether we estimate dominance 
and epistasis simultaneously or not (Falconer and Mackay 
1996; Zeng et al. 2005; Hallgrímsdóttir and Yuster 2008). 
Moreover, the non-orthogonality of the variance–covari-
ance matrices can also be a problem when variance compo-
nents are estimated simultaneously.

Compared to the RHKS approaches that also allow to 
model a non-linear relation between genotype and genetic 
value (Gianola and Rosa 2015; Morota and Gianola 2014; 
Gianola et al. 2014), the full epistasis model with all pair-
wise interactions was outperformed by a Gaussian kernel 
approach (see Table 1). However, a clear advantage of the 
epistasis model is that it provides a framework for incor-
porating network structures, which led in our example to 
a better performance in three of the four environments. 
How to incorporate information of this type into a RKHS 
approach is not clear. A possibility might be to define a 
genetic distance between genotypes that depends on the 
network structure.

The epistasis model in breeding programs

We demonstrated that variants of the epistasis model can 
improve genome-assisted prediction. However, the ques-
tion of how a model with interactions can be used in breed-
ing programs arises, since non-additive effects can be “lost” 
when other alleles change. Assuming that the interactions 
detected by the epistasis model have a biological signifi-
cance, we think that models incorporating interactions can 
be beneficial for breeding programs for homozygous lines, 
if strong interactions between homozygous loci are detected. 
Moreover, models incorporating interactions are interesting 
options for hybrid breeding programs, since the heterosis 
effect is not a result of additive effects (Technow et al. 2014).

Classical subdivision of the total variance

Classical theory on incorporating dominance and epistasis 
into relationship matrices (Cockerham 1954; Kempthorne 
1954; Henderson 1985) subdivides the genetic variance 
into additive, dominance, additive by additive, additive 
by dominance, dominance by dominance variance com-
ponents and sometimes also terms of higher order (Su 
et  al. 2012; Varona et  al. 2014; Muñoz et  al. 2014). Our 

parameterization extends the standard GBLUP model to 
account for interactions in a prediction model, but not to 
split the total variance into (orthogonal) components.

Outlook

By allowing to account for specific subsets of interactions, 
our methodology gives a basis for incorporating knowledge 
on gene networks and for building gene network specific 
relationship matrices. The methodology is not restricted 
to SNP or DArT markers but can also be applied to other 
types of regressions, for instance if markers are aggregated 
into haplotypes, which are then used as regression vari-
ables. Following this approach of incorporating pairwise 
interactions, future work should address efficient variable 
selection and how to code marker values optimally.
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Dominance in this marker effect model and in classical 
quantitative genetics

Different ways of incorporating dominance into effect models 
exist in literature (see, e.g., Zeng et al. 2005). The most famous 
approach uses a linear regression of the three genotypic values 
of a diploid organism and adds a dominance term daa, dAa, dAA 
which describes the difference between the linear fit and the 
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respective genotypic value (Falconer and Mackay 1996). 
Figure 4 compares this standard approach and the way domi-
nance is modeled by the pair epistasis and dominance model 
(a fit by a polynomial of degree two). The scheme illustrates 
that the linear coefficient of the polynomial is not necessarily 
identical to the coefficient of the linear regression. Moreover, 
the term hk,k which is the second coefficient of the polynomial 
regression cannot be identified with d••. The parameterization 
of the two approaches is different. Analogously, the parameteri-
zation of the interactions in a two-locus model differs from the 
classical subdivision into additive by additive, additive by dom-
inance and dominance by dominance effects. Regarding the 
effects of the pairs in a two-locus model, the framework used 
in this work does not give the freedom to choose any arbitrary 
effect for each allele combination of the two loci: The nine pos-
sible combinations of the states of two loci of a diploid organ-
ism (each with two alleles) are parameterized by less than nine 
parameters. Moreover, since the additive parameter of marker j 
is also present in all other two-loci effect models of j with any 
other locus k, the individual two-locus models are not inde-
pendent but connected. For more information on two-locus 
models and their different parametrization, see the work of 
Hallgrímsdóttir and Yuster (Hallgrímsdóttir and Yuster 2008).

Derivation of the statistical equivalence of Eq. (3) 
and Eqs. (6, 7)

We consider the distribution of y. The vector 1µ is nonran-
dom (fixed effect), the second summand of Eq. (3) translates 
into g of Eq. (6) which has a multivariate Gaussian distribu-
tion (with mean zero and covariance matrix σ 2

βMM′). The 
vector of errors is multivariate Gaussian, too. What has to be 
considered in more detail, is the third summand of Eq. (3)

We rewrite this equation for all n genotypes simultaneously 
in matrix notation

p
∑

k=1

p
∑

j=k+1

Mi,jMi,khj,k .

(19)









M1,1M1,2 M1,1M1,3 · · · M1,1M1,p M1,2M1,3 · · · M1,p−1M1,p

M2,1M2,2 M2,1M2,3 · · · M2,1M2,p M2,2M2,3 · · · M2,p−1M2,p

· · · · · · · · · · · · · · · · · · · · ·
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
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,

and name the left hand matrix N. This presentation shows 
that the third summand of the covariance matrix analog of 
Eq. (3) is also multivariate Gaussian distributed with mean 
zero and covariance matrix NN′σ 2

h  (according to a defini-
tion of the multivariate Gaussian distribution, since the 
interactions are assumed to be i.i.d. Gaussian distributed 
random variables). To see which structure the covariance 
has, we compare NN′ to MM′ by regarding the entries 
(NN′)i,l and (MM′)i,l.

and

Eqs. (20) and (21) show that the structure of the additional 
covariance matrix NN′ of the epistasis model resembles G,  
but the summands of each entry are weighted by products 
of entries of matrix M.

Derivation of the statistical equivalence of Eq. (4) 
and Eqs. (6, 8)

Analogously, to the procedure we applied to the first model, 
we regard the third term

and write

where the letter Q is defined to be the left hand matrix. 
Thus, we are interested in (QQ′)i,l which is given by

(20)

(NN
′
)i,l =

p
�

k=1,j>k
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which means that QQ′ represents the Hadamard product 
MM′ ◦MM′.

Proof of Eq. (9)

From Eq. (20) we know that

To see equality ∗, consider the left side as sum over prod-
ucts defined by all tuples {(k, j)|j > k} with fixed i, l. Since 
j and k can be exchanged with each other, this is equal to 
the sum over all products defined by {(k, j)|j < k}. Thus, 

(23)
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′�
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multiplying the sum defined by the tuples {(k, j)|j > k} by 2 
equals adding the sum defined by {(k, j)|j < k}.

Derivation of Eq. (5)

We maximize

with respect to µ, g and ytest by calculating the partial deriv-
atives and the corresponding zeros. Let m denote the num-
ber of genotypes in the test set. Thus, we have to solve

1i here denotes the vector of length i with every entry equal 
to 1 and Im the m-dimensional identity matrix. Eq.  (iii) 
can be rewritten to ŷtest = ĝtest + 1mµ̂. Plugging this into 
Eq. (i) gives µ̂ = 1′n−m(ytrain − ĝtrain)(n− m)−1. Using the 
rewritten version of (iii) in (ii) gives

F(µ, g, ytrain) := −

(((

ytrain

ytest

)

− 1µ− g

)′

× In
1

σ 2
ǫ

((

ytrain

ytest

)
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)

+ g′
1

σ 2
β

G−1g

)
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(
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1
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β
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)(
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)
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 The latter equivalence uses the equality 

(
ĝtrain
0

)

=

Ttrain

(
ĝtrain
ĝtest

)

. The left summand can be rewritten to

 by plugging in the rewritten version of (i) into (ii), using 
s = n− m for the number of genotypes of the training 
set, and defining the empirical mean ȳtrain = s−1

∑
ytrain. 

Moreover, writing ĝtrain = (Is, 0)

(
ĝtrain
ĝtest

)

, gives

and thus

which represents Eq. (5).

Proof of the statement of “Equivalent linear models for 
higher order polynomial functions of the markers”

We know that the statement is true for D = 2. What has to be 
shown is that if it is true for D = j − 1 then it is also true for 
D = j (mathematical induction). Let j be the degree. Anal-
ogously to Eq. (22), we consider the matrix Q(j) which has 
all products of j factors in the respective row of matrix M as 
entries. The i-th row Q(j)

i,• of matrix Q(j) can be written as

if the βκ ,j is ordered appropriately (⊗ denotes the Kro-
necker product). Then the (i,  l)-th entry of Q(j)Q(j)′ is the 
matrix product

(
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0
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1s
0

)
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=

(
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0

)

−

(
Js×s

0

)

(ytrain − ĝtrain)s
−1

=

(
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0

)

−

(
1sȳtrain

0

)

+

(
Js×s

0

)

ĝtrains
−1

.
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0

)

−

(
1sȳtrain

0
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−

(

Ttrain − s
−1

(
Js×s 0

0 0

)

+σ 2

ǫ

(

1

σ 2
β

G−1

))(
ĝtrain
ĝtest

)

= 0

(
ĝtrain
ĝtest

)

=

(

Ttrain − s
−1

(
Js×s 0

0 0

)

+ σ 2

ǫ

(

1

σ 2
β

G−1

))−1

×
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ytrain
0

)

−

(
1sȳtrain

0

))

Q
(j)
i,• = Mi,• ⊗Q

(j−1)
i,•

(

Q(j)Q(j)′
)

i,l
=

(

Mi,• ⊗Q
(j−1)
i,•

)(

Ml,• ⊗Q
(j−1)
l,•

)′

which is equal to

according to the calculation rules for the Kronecker prod-
uct and matrix multiplication and the induction hypothesis.

Proof of Eq. (17)

Assuming one interaction between marker positions k and j 
leads to the equation

where we call the vector R. According to the calculation 
rules for multivariate normal distributions, the covariance 
matrix of the corresponding interaction effect g2 is σ 2

hRR
′ . 

We have to show that this expression is equal to Eq. (17). 
As before, we consider the entry (l,  i) of σ 2

hRR
′ which is 

given by Ml,kMl,jMi,kMi,jσ
2
h . Moreover the (l, i)-th entry of 

(

M•,kM
′
•,k

)

 is Ml,kMi,k and the (l, i)-th entry of 
(

M•,jM
′
•,j

)

 

is Ml,jMi,j which proves the statement.
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Abstract

Background: Epistasis marker effect models incorporating products of marker values as predictor variables in a
linear regression approach (extended GBLUP, EGBLUP) have been assessed as potentially beneficial for genomic
prediction, but their performance depends on marker coding. Although this fact has been recognized in literature, the
nature of the problem has not been thoroughly investigated so far.

Results: We illustrate how the choice of marker coding implicitly specifies the model of how effects of certain allele
combinations at different loci contribute to the phenotype, and investigate coding-dependent properties of EGBLUP.
Moreover, we discuss an alternative categorical epistasis model (CE) eliminating undesired properties of EGBLUP and
show that the CE model can improve predictive ability. Finally, we demonstrate that the coding-dependent
performance of EGBLUP offers the possibility to incorporate prior experimental information into the prediction
method by adapting the coding to already available phenotypic records on other traits.

Conclusion: Based on our results, for EGBLUP, a symmetric coding {−1, 1} or {−1, 0, 1} should be preferred, whereas
a standardization using allele frequencies should be avoided. Moreover, CE can be a valuable alternative since it does
not possess the undesired theoretical properties of EGBLUP. However, which model performs best will depend on
characteristics of the data and available prior information. Data from previous experiments can for instance be
incorporated into the marker coding of EGBLUP.

Keywords: Genomic prediction, Epistasis model, Interaction

Background
Genomic prediction aims at forecasting qualitative or
quantitative properties of individuals based on known
genetic information. The genetic information can for
instance be given by single-nucleotide-polymorphisms
(SNPs) or other kinds of genetic data of individual ani-
mals, plant lines or humans. Applied to animals and
plants, genomic prediction is of central importance for

*Correspondence: jmartin2@gwdg.de
1Department of Animal Sciences, Georg-August University, Albrecht
Thaer-Weg 3, Göttingen, Germany
Full list of author information is available at the end of the article

breeding within the concept of genomic selection [1, 2].
Moreover, genomic prediction can also be used in
medicine or epidemiology for risk assessment or preva-
lence studies of (partially) genetically determined diseases
(e.g. [3]). One of the standard approaches for genomic
prediction of quantitative traits is based on a linear regres-
sion model in which the phenotype is described by a
linear function of the genotypic markers. In more detail,
the standard additive linear model is defined by the
equation

y = 1μ + Mβ + ε (1)

© The Author(s). 2017 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made. The Creative Commons Public Domain Dedication waiver
(http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.
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where y is the n × 1 vector of phenotypes of the n
individuals, 1 the n×1 vector with each entry equal to 1,μ
the fixed effect andM the n×pmatrix giving the pmarker
values of the n individuals. Moreover, β is the p × 1 vec-
tor of unknown marker effects and ε a random n×1 error
vector with εi

i.i.d.∼ N (0, σ 2
ε ). Since the number of markers

p is typically much larger than the number of individu-
als n, the additional assumption that βj

i.i.d.∼ N (0, σ 2
β ) is

usually made (and all random terms together are consid-
ered as stochastically independent). In particular, using
an approach of maximizing the density of a certain dis-
tribution [4], this assumption allows us to determine the
penalizing weight in a Ridge Regression approach which is
known as ridge regression best linear unbiased prediction
(RRBLUP) and which is fully equivalent to its relationship
matrix-based counterpart genomic best linear unbiased
prediction (GBLUP)1 [5, 6]. The answer to the question
which type of marker coding is appropriate inM depends
on the combination of the type of genotypic marker and
ploidy of the organism dealt with. For instance, if haploid
organisms are considered or presence/absence markers
are used, a possible coding for the j-th marker value of the
i-th individual Mi,j is the set {0, 1}. Counting the occur-
rence of an allele of a diploid organism, the sets {0, 1, 2} or
{−1, 0, 1}, or rescaled variants can be used. If the marker
effects β and the fixed effect μ are predicted/estimated as
β̂ and μ̂ on the basis of a training set, the expected pheno-
types of individuals from a test set, which were not used
to determine β̂ and μ̂, can be predicted by using their
marker information in Eq. (1) with μ̂, β̂ . We will call the
difference between the predicted expected phenotype and
the estimated fixed effect the predicted genetic value. For
the purely additive model of Eq. (1) and a diploid organ-
ism with possible genotypes aa, aA and AA for locus j, the
choice of how to translate these possibilities into numbers
was reported not to affect the predictive ability notably, as
long as the difference between the coding of aa and aA is
the same as between aA and AA and equal for all mark-
ers [5, 7–9]. However, an extension of the additive model,
which we call the extended GBLUP model (EGBLUP)
[10, 11]

yi = μ +
p∑

j=1
Mi,jβj +

p∑

k=1

p∑

j=k
Mi,jMi,khj,k + εi, (2)

has been shown to exhibit strong coding dependent per-
formance [12, 13]. Here, hj,k

i.i.d.∼ N
(
0, σ 2

h
)
is the pairwise

interaction effect of markers j and k and all other vari-
ables as previously defined (all terms stochastically inde-
pendent). Compared to Eq. (1), this model additionally
incorporates pairwise products of marker values as pre-
dictor variables and thus allows us to model interactions
between markers. Moreover, the interaction of a marker

with itself gives a possibility to model dominance effects
(see e.g. [11, 14–16]). The epistasis model of Eq. (2) and
some variations with restrictions on which markers can
interact have been the main object of investigation in sev-
eral publications and models incorporating epistasis have
been viewed as potentially beneficial for the prediction
of complex traits [10, 11, 17–19], but a marker coding
dependent performance was observed [12, 13].
In this work, we investigate how the marker coding

specifies the effect model for markers with two or three
possible values and show how we can find the marker
coding for an a priori specified model. We discuss advan-
tages and disadvantages of different coding methods and
investigate properties of alternative linear models based
on categorical instead of numerical dosage variables. In
particular, we show how to represent these models as
genomic relationship matrices. Finally, we compare the
predictive abilities of different epistasis models on sim-
ulated and publicly available data sets and demonstrate
a way of using the coding-dependent performance of
EGBLUP to incorporate prior information.

Methods
Data sets used for assessing predictive ability
Simulated data
A population with 10 000 bi-allelic markers spread across
five chromosomes was simulated, using the QMSim soft-
ware [20]. The size of the first chromosome was 140
centimorgan (cM) with 3 500 markers. Chromosomes 2
to 5 had a size of 110 cM (2 750 markers), 80 cM (2 000
markers), 50 cM (1 250 markers) and 20 cM (500 mark-
ers), receptively. In order to allow mutations and linkage
disequilibrium establishment, a historical population was
simulated with 5 000 individuals (2 500 males and 2 500
females) with random mating for 1 000 generations with
constant population size and with a replacement rate of
0.2 for males and females. Then the population size was
reduced to 1 000 individuals for 20 additional generations
(generation 1 001 to 1 020). The simulated mutation rate
was 2.5 · 10−5.
We used this simulated genotypes as basis and modeled

three different types of genetic architecture (purely addi-
tive, purely dominant and purely epistatic), each with a
varying number of quantitative trait loci (QTL) on top.We
chose these types of genetic architecture, without addi-
tive effects in the dominance and epistasis scenarios, to
make the three scenarios as different as possible. Tomodel
the phenotype, out of the 10 000 markers, 200 were drawn
randomly from each of the five chromosomes to define in
total 1 000 QTL for additive or dominance effects. For the
purely additive scenario, the 1 000 additive effects were
drawn independently from a N (0, 1) distribution. For the
first additive trait A1, 10 out of the 1 000 QTL were drawn
and the genetic values of all individuals were calculated
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according to the effects of these 10 loci. To define a broad
sense heritability of 0.8, the genetic values were standard-
ized to mean 0 and variance 1 and individual errors were
drawn from aN (0, 0.25) distribution. Having added these
individual errors to the genetic values, these phenotypes
were again standardized to mean 0 and variance 1. For
the second trait A2, additional 90 QTL were drawn from
the initial 1 000 to give in total 100 QTL for this trait
including the QTL of trait A1 with their corresponding
effects. Analogously, for A3, all initially drawn 1 000 QTL
were used. The standardization procedure was identical to
the one previously described for A1. For the comparison
of genomic prediction with different relationship mod-
els, these 1 000 markers were removed. The relationship
matrices were based on the remaining 9 000 markers.
For the dominance scenario D1 (10 QTL), D2 (100

QTL) and D3 (1 000 QTL), we used the same QTL posi-
tions as for A1, A2, and A3, respectively, but simulated
N (0, 1)-distributed dominance effects. The standardiza-
tion procedure to a broad sense heritability of 0.8 was
carried out as described before.
For the epistasis traits E1, E2 and E3, 1 000, 10 000 or

100 000 pairs of markers were drawn randomly and for
each draw, one of the nine possible configurations of the
pair was randomly chosen to have an N (0, 1)-distributed
effect. For instance, having drawn themarker pair j, k, only
the configuration (Mi,j,Mi,k) = (0, 2) was chosen to have
an effect, which again was drawn randomly. This was done
independently for each trait, which means trait E2 does
not necessarily share causal combinations of markers with
trait E1. The phenotypes were standardized as described
above. Note, that the markers involved in causal combina-
tions were not removed here, since in expectation, every
marker is somehow involved in the phenotype of trait E2
and E3.
We repeated this whole procedure, including the sim-

ulation of the genotypes, 20 times and compared the
different models by their average predictive ability across
the 20 repetitions. The simulated data can be found in
Additional file 1 of this publication.

Wheat data
The wheat data which we used to compare different meth-
ods was published by Crossa et al. [21]. The 1279 DArT
markers of 599 CIMMYT inbred wheat lines indicate
whether a certain allele is present (1) or not (0). The phe-
notypic data describes standardized records of grain yield
under four environmental conditions.

Mouse data
The mouse data set we used was published and described
by Solberg et al. [22] and Valdar et al. [23], and was down-
loaded from the corresponding website of the Wellcome
Trust Centre for Human Genetics. The physical map of

single nucleotide polymorphisms (SNPs) was updated to
the latest version of the mouse genome (Mus musculus,
assembly GRCm38.p4) with the biomaRt R package [24,
25]. Only SNPs mapped to the GRCm38.p4 were used
for further analysis. For the remaining markers, the ratio
of missing marker values was rather low (0.33%) and we
performed a random imputation. The nucleotide coded
genotypes were translated to a {0,1,2} coding, where 0
and 2 denote the two homozygous and 1 the heterozy-
gous genotype. SNPs with minor allele frequency (MAF)
smaller than 0.01 were excluded from the dataset. Impu-
tation, recoding, and quality control of genotypes were
carried out with the synbreed R package simultane-
ously [26]. A number of 9265 SNPs remained in the
dataset for further analysis. We only used individuals with
available records for all considered traits for further anal-
ysis, which reduced the number of individuals to 1 298.
We focused on the provided pre-corrected residuals of
13 traits from which fixed effects of trait-specific rele-
vant covariates such as sex, season, month, have already
been subtracted. A detailed description of the traits can be
found on the corresponding sites of the UCL. Moreover,
the data resulting from quality control and filtering as well
as the corrected phenotypes of the traits we used can be
found in Additional file 1.

Genomic relationship based prediction and assessment of
predictive ability
We used an approach based on relationship matrices
for genomic prediction. The underlying concept of this
approach is the equivalence of marker effect-based and
genomic relationship-based prediction ([5, 10, 11]). Given
the respective relationship matrix, the prediction is per-
formed by Eq. (3) (for a derivation of this equation see the
supporting information of [11]):
(
ĝtrain
ĝtest

)
=

[
Ttrain − s−1

(
Js×s 0
0 0

)

+σ 2
ε

(
1
σ 2

β

G−1
)]−1((

ytrain
0

)
−

(
1sȳtrain

0

))

(3)

The matrixG is the central object denoting the genomic
relationship matrix of the respective model. The variables
ĝi are the predicted genetic values (expected phenotype
minus the fixed effect μ̂) of the respective set (training or
test set). Moreover, s is the number of genotypes in the
training set, 1s is the vector of length s with each entry
equal to 1, Js×s is the analogous s×smatrix with each entry
equal to 1 and ȳtrain is the empirical mean of the training
set. Here, Ttrain denotes the diagonal matrix of dimension
n with 0 on the diagonal at the positions of the test set
genotypes, and 1 for the training set individuals.
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To assess the predictive ability of different models, we
chose a test set consisting of ∼10% of the total num-
ber of individuals (100, 60, or 130 for the simulated, the
wheat and the mouse data, respectively). We then used
the remaining individuals as a training set and predicted
the genetic values for all individuals using Eq. (3). The
variance components σ 2

ε and σ 2
β were estimated from the

training set using version 3.1 of the R package EMMREML
[27]. The relationship matrix relating the genotypes of the
training set was used to estimate the variance compo-
nents based on the phenotypes of the training set only.
The variance components were then used with the com-
plete relationship matrix for the prediction of the genetic
values of all individuals in Eq. (3). This procedure was
repeated 200 times, with independently drawn test sets.
The average correlation r between observed and predicted
mean phenotypes of the test set was used as a measure
of predictive ability. A description of how the different
effect models can be translated into relationship matrices
is given in the results. For the Gaussian kernel, we used
the bandwidth parameter b = 2q−1

0.5 , with q0.5 the median
of all squared Euclidean distances between the individu-
als of the respective data. For the simulated data which
consisted of 20 independent data sets, we present the aver-
age predictive ability and the average standard error of the
mean. For the wheat and the mouse data, we used Tukey’s
‘Honest Significant Difference’ test to contrast the perfor-
mance of the different predictionmethods (TukeyHSD()
and lm() of R [28]).

Incorporation of prior information by marker coding
As described above, the data we used offers records
of different traits or trait×environment combinations of
the same individuals. We will illustrate that the coding-
dependent performance of EGBLUP can also be used to
incorporate a priori information into the model by choos-
ing the coding for each interaction with already provided
data and by using the corresponding relationship matrix
for prediction under altered environmental conditions or
for a correlated trait. We used for the wheat data the
following procedure:

1) We predicted all the interactions ĥk,l for a given trait
in a given environment, under the use of the {0, 1}
coding originally provided by Crossa et al. [21] (as
described by Martini et al. [11]).

2) We changed the “orientation” of all markers at once
by substituting 0 by 1, and 1 by 0 and predicted all
interactions h̃k,l under the use of the altered coding.

3) If the ratio of
∣∣∣∣
ĥk,l
h̃k,l

∣∣∣∣ was greater than or equal to 1, we

assumed that the original orientation provided by the
data set describes the respective interaction better
than the alternative coding.

4) We then calculated a relationship matrix for each
interaction individually by

Gk,l = (
M•,kM′

•,k
) ◦ (

M•,lM′
•,l

)

withM•,k denoting the n × 1 vector of marker data
of locus k for all individuals in the respective coding
which seems to fit the interaction better according to
3) (see [11, 29]). Here, ◦ denotes the Hadamard
product.

5) The overall relationship matrix was then defined by

G =
p∑

k=1

p∑
l≥k

Gk,l.

We used the data of each environment to calculate an
optimally coded relationship matrix for this environment,
which was used afterwards for predicting phenotypes in
the other environments. The underlying heuristic of step
3) is that a small effect means that the interaction is less
important in the respective coding. If the underlying effect
model defined by the coding does not capture the data
structure, the estimated effect should be close to zero.
However, if the effect of a combination is important to
describe the phenotype distribution, a larger effect should
be assigned (see also Example 1, where the estimated
effect is 0, if the underlying parameterization cannot
describe the present effect distribution).
For the mouse data, we used the 13 considered traits

to construct a relationship matrix for each of them. Each
relationship matrix was afterwards used for prediction
within the data of the twelve other traits. The two differ-
ent codings which were compared here, were the {0, 1, 2}
coding based on the imputed originally provided data and
its inverted version with 0 and 2 permuted.

Results
In the following, we will highlight aspects of the behav-
ior of the additive effect model of Eq. (1) when the marker
coding is altered. These properties of the additive model
will afterwards be compared to those of the epistasis
model of Eq. (2).
All relationship matrices will be assumed to be pos-

itive definite and thus invertible. Mathematical deriva-
tions of the illustrated properties can be found in
Additional file 2.

Properties of GBLUP
We start with the effect of translations of the coding,
that is the addition of a number pj to the initially chosen
marker coding of marker j.

Property 1 (Translation-invariance of GBLUP) Let P
denote a vector whose entries give the arbitrary transla-
tions pj of the coding of the locus j. Moreover, let the ratio
of σ 2

ε and σ 2
β be known and unchanged if the marker
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coding is translated. Let β̂ and μ̂ denote the predicted /
estimated quantities if the initial coding M is used in the
Mixed Model Equation approach of Eq. (1) and let β̃ and
μ̃ denote the corresponding quantities if the translation
M̃ := M − 1P′ is used instead of M. Then the following
statements hold:

a) μ̃ = μ̂ + P′β̂
b) β̃ = β̂

c) The prediction of the expected phenotype of each
genotype is independent of whetherM or M̃ is used.

The statement of Property 1 has already been dis-
cussed in literature [5, 7–9], and we will present a
mathematical derivation based on the Mixed Model
Equations in Additional file 2. The proof will be a
blueprint for the derivation of other properties based
on theMixedModel Equations which can also be found in
Additional file 2. Descriptively, we can see the presented
invariance with respect to translations the following way:
If we change the coding to M̃ := M − 1P′, then M̃, μ̃ :=
μ̂+P′β̂ and β̃ := β̂ will fit the phenotypes the same way as
M, μ̂ and β̂ do. Thus, the prediction of the marker effects
and consequently the prediction of the expected pheno-
types of individuals will not be affected by the change of
coding as long as the method of evaluating the “goodness
of fit”, that is the penalizing weight in a Ridge Regres-
sion approach remains unchanged. For this reason, it is
important to note here that wemade the precondition that
the ratio of the variance components, which defines the
penalty for effect size, will not be changed. This guaran-
tees that the method of how to quantify the “goodness of
fit” remains the same. In practice this may not exactly be
the case if the vector P has non-identical entries, that is if
the translation of the coding is not equal for all loci, since
the variance components are usually estimated from the
same data and the translation may have an effect on this
estimation. However, this effect has been assessed as being
negligible in practice [9]. To assess this problem from a
theoretical point of view, without preconditions on the
changes of σ 2

i , the method for determining the variance
components has to be taken into account to see whether
a change in the marker coding has an influence on the
ratio of the determined variance components. The next
property considers the effect of rescaling the given marker
coding.

Property 2 (Scaling invariance of GBLUP) Let β̂ , μ̂, β̃

and μ̃ denote the quantities as defined in Property 1 with
M̃ := cM for a c �= 0. Moreover, let σ 2

ε and σ 2
β for M be

known and let the variance components used for the Ridge
Regression approach based on M̃ fulfill σ̃ 2

ε

σ̃ 2
β

= c2 σ 2
ε

σ 2
β

. Then
the following statements hold:

a) μ̃ = μ̂

b) β̃ = c−1β̂
c) The prediction of the expected phenotype of each

genotype is independent of whetherM or M̃ is used.

An important aspect of Property 2 is the precondi-
tion that the ratio of the variance components is adapted.
In practice, when σ 2

β is estimated, we can assume that
this circumstance will approximately be given, however,
we have to highlight again that this also depends on the
method of how the variance components are determined.

Epistasis models of shape of Eq. (2)
The full EGBLUP model of Eq. (2) adds interaction terms
of shape hj,kMi,jMi,k to the additive model of Eq. (1). We
will focus on the properties of these additional terms in
the following. Evidently, the product structure of the addi-
tional covariates generates a dependence of the underlying
effect model on themarker coding. In particular, the geno-
type coded as zero has a special role. If Mi,j equals zero,
the whole term hj,kMi,jMi,k will be equal to zero, indepen-
dently of the values of hj,k and Mi,k . Thus, the model has
the implicit assumption that a certain set of combinations
do not interact. The marker coding decides which interac-
tions are different from zero a priori and which combina-
tions are clustered. For instance, for the coding {−1, 0, 1}
for the genotypes {aa, aA,AA} of a diploid organism,
any interaction with a heterozygous locus will be zero,
whereas the interactions with the homozygous locus aa
will be zero if the coding {0, 1, 2} is used. Table 1 illus-
trates the differences of the two different standard codings
({−1, 0, 1} vs. {0, 1, 2}). Here we see that the marker coding
{0, 1, 2} implies that the effect is monotonously increasing
(or decreasing if hj,k is negative) with the distance from
the origin, whereas the coding {−1, 0, 1} gives a different
topology by only giving weight to the double homozygous.
It is not obvious which coding is to be preferred and which
reasonable assumptions on the effect of pairs can bemade.
In the following, we will discuss theoretical properties of
the model induced by the marker coding.
As a first important observation, we note that the cod-

ings {−1, 0, 1} and {0, 1, 2} are translations of each other.
Their very different interaction effect topologies illustrate
that the epistasis model is not invariant with respect to

Table 1 Comparison of the interaction effects which are given
implicitly by the marker coding {−1, 0, 1} (left) and {0, 1, 2} (right)
in the interaction terms of EGBLUP. Each entry has to be
multiplied with the interaction effect hj,k

aa aA AA aa aA AA

bb 1 0 -1 bb 0 0 0

bB 0 0 0 bB 0 1 2

BB -1 0 1 BB 0 2 4
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translations. This fact that translations modify the model
also makes obvious that by subtracting the matrix 1P′
with P containing the allele frequencies of the respective
marker, which is the standard normalization in the addi-
tive model [6], we will change the coding for the markers
according to their frequencies and thus implicitly use dif-
ferent effect models for each pair of loci. We do not see a
theoretical basis for this discrimination in an infinitesimal
model without additional prior knowledge and therefore
will consider mainly models which treat markers equally.
Moreover, as gene frequencies are sometimes poorly esti-
mated and very influential, avoiding their use seems to be
appealing.
As illustrated, the epistasis model is not invariant with

respect to translations, but we show now that the pre-
viously described invariance with respect to rescaling
persists also for the epistatis model.

Property 3 (Scaling invariance of EGBLUP) Let β̂ , μ̂, β̃
and μ̃ denote the quantities as defined in Property 1 with
M̃ := cM for a c �= 0. Moreover, let ĥ and h̃ denote the
corresponding predictions for the interaction effects. Let σ 2

ε ,
σ 2

β , σ 2
h for M be known and let the variance components

used for the Ridge Regression approach based on M̃ fulfill
σ̃ 2

ε

σ̃ 2
β

= c2 σ 2
ε

σ 2
β

and σ̃ 2
ε

σ̃ 2
h

= c4 σ 2
ε

σ 2
h
. Then the following statements

hold:

a) μ̃ = μ̂

b) β̃ = c−1β̂
c) h̃ = c−2ĥ
d) The prediction of the expected phenotype of each

genotype is independent of whetherM or M̃ is used.

A formal derivation of this property based on the Mixed
Model Equations can be found in the Additional file 2,
but the statements are also plausible if we follow the
descriptive argumentation for the invariance of the addi-
tive model: If μ̂, β̂ and ĥ fit the phenotypic data best when
marker matrix M is used, c−1β̂ and c−2ĥ will fit the phe-
notypic data the same way if M is substituted by M̃ in
Eq. (2) (for any constant c �= 0). The important precon-
dition is that the penalizing weight, which defines which
fit is “best”, is adapted. A question that might come up
in the context of Properties 2 and 3 is whether we could
also multiply each coding for locus j with its own constant
cj �= 0, similar to what we had for Property 1 and vec-
tor P. A problem that will appear here is that the variance
of the marker effects will not be changed uniformly and
thus, we cannot simply adapt the variance components to
cancel the impact of rescaling. An individual rescaling and
thus weighting of each marker [30], as well as a completely
individual coding of each genotype of each locus, with-
out the side conditions that the differences in the coding

of the heterozygous and the two homozygous genotypes
are identical across all loci or at least symmetric for each
locus [12, 13], indeed has an impact on the predictive abil-
ity of the models, in particular also on that of GBLUP.
However, the variance components σ 2

i can be globally
adapted to cancel the impact of a non-uniform rescaling
of the marker coding, in case that some columns of M
are multiplied with c and the others with −c (due to the
assumption of all effects being symmetrically distributed
around mean zero). An adapted sign of the effects also
allows the predicted effect model to remain unchanged.

Permuting the role of the alleles at locus j. Let locus
j have the possible allele configurations aa, aA and AA.
The prediction performance of GBLUP is unaffected by
the choice of whether the allele variant a or A is counted,
since we can express a permutation of the initial coding
{0, 1, 2} by a translation by −2 and a multiplication of the
coding by −1.
Obviously, this argumentation cannot be used for the

epistasis model, since we do not have the possibility to
translate the marker coding. This fact raises the question
under which circumstances the epistasis EGBLUP model
is unaffected by a permutation of the role of the allele
variants.

Property 4 (Symmetric role of the alleles in EGBLUP)
Let us consider locus j with alleles a and A and locus k
with alleles b and B (of a diploid organism). Let us use the
same coding for both loci and let the three variants of aa,
aA and AA be coded by three different numbers Maa <

MaA < MAA (or Maa > MaA > MAA). The only coding
for the epistasis terms, whose corresponding effect model on
the tuples

{
(j, k)|j ∈ {aa, aA,AA}, k ∈ {bb, bB,BB}}

is invariant with respect to a permutation of the role of
allele a and A satisfies −Maa = MAA and MaA = 0.
Analogously, for markers with only two possible values, the
coding has to satisfy −Ma = MA.

Property 4 is of central theoretical importance since it
implies that the only coding for {0, 1} marker in EGBLUP,
which is invariant with respect to a permutation of the
meaning of 0 and 1 is the coding {−c, c} (c �= 0). More-
over, if EGBLUP shall possess this reasonable property for
markers with three possible values, we have to use the
coding {−c, 0, c}. We will give an example to illustrate why
this property is important for determining marker effects
and thus why it may also be important for the overall
predictive ability of the model.

Example 1 (Marker effects and quadratic loss) Let us
consider markers with two possible variants and let us
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assume that for each pair of markers, the correct under-
lying weights of the combinations is given by a coding as
{0, 1}. We use a {0, 1} coding, but we do not know which
variants of the two loci have to be coded as 1 to capture the
real effect distribution. We assume that we decide which
allele is coded as zero, by drawing independently from a
Bernoulli-distribution with p = 0.5 for each marker. To
see how good the real underlying weight distribution is
captured, we measure the quadratic loss between the best
possible fit and the real underlying weights. Let the coding

a A
b 0 0
B 0 1

(4)

be the correct underlying effect distribution, with the cor-
responding underlying interaction effect equal to 1 (the
problem remains the same if the underlying interaction
effect is multiplied with any number c �= 0). With a prob-
ability of 0.25, we will code both markers j and k correctly
and minimize the distance to zero by predicting ĥj,k = 1.
However, with a probability of 0.75, we will make a mis-
take and choose an incorrect orientation, which means an
incorrect underlying parametric model, such as

a A
b 1 · hj,k 0
B 0 0

(5)

In this situation, we can determine the optimally fit-
ting interaction ĥj,k, which describes the distribution of
Eq. (4) best, when model Eq. (5) is used, by minimizing the
quadratic Euclidean distance between both effect distribu-
tions. Inmore detail, using aminimal quadratic loss means
we have to find an ĥj,k which minimizes the quadratic
distance between the matrices of Eq. (4) and Eq. (5):

(1hj,k − 0)2 + (0 − 0)2 + (0 − 0)2 + (0 − 1)2 (6)

which is equal to

h2j,k + 1.

Thus, the optimal ĥj,k minimizing Eq. (6) is 0 and
the expected quadratic loss when the right coding with
unknown orientation is used, is 0.25 · 0 + 0.75 · 1 = 0.75.
Analogously, if we use the coding {−1, 1} instead of

Eq. (5), we will obtain the quadratic distance

3(hj,k −0)2+(hj,k −1)2 or 3(hj,k −0)2+(hj,k +1)2

each with probability 0.5, depending on whether −1 or +1
coincides with the 1 of the real underlying effects. Con-
sequently, the minimum quadratic distance is 0.75 with
probability 1, for ĥj,k = ±0.25. Thus, in this example, even
though the coding {−1, 1} specifies a model which is surely
wrong, the average quadratic loss is equal to the situation
in which we know the exact shape of the effect distribution

but not its orientation. If the real underlying effect distribu-
tion deviates from the {0, 1} coding of Eq. (4), the possibility
to adapt the orientation might be even more important.

Example 1 illustrated that the expected quadratic loss
of the estimated marker-pair weights is equal for the cod-
ings {−1, 1} and {0, 1} even in the case that the underlying
effects are a version of the latter one but with unknown
orientation. Moreover, we can observe the following: Let
us assume that the real underlying interactions (j, k), (j, l)
and (k, l) of the three loci j, k, l are described by certain
{0, 1}-codings, meaning that one certain configuration has
an interaction effect but the others do not. Given the
underlying effects, we can adapt the coding of j, k and l
by considering the effects of the pairs (j, k), (j, l). How-
ever, then the effect distribution within the model is also
determined for the pair (k, l), because the marker cod-
ing has already been fixed. This configuration does not
necessarily describe the interaction of (k, l) well. This fact
illustrates that due to the way of how interactions are
incorporated into the model in EGBLUP, the model with
an asymmetric coding lacks a full flexibility to adapt to any
situation. This problem does not appear with the symmet-
ric coding, since the model is independent of the decision
which allele is coded as ±1. However, there are also good
reasons for choosing other types of coding. Firstly, it is
not clear whether the effect that we have illustrated on the
level of marker effects and quadratic loss, also translates
to the level of prediction of genetic values. In the lat-
ter approach, all effects are predicted simultaneously and
thus errors of individual effects can cancel out in the sum.
Secondly, from a biological point of view, the symmetric
coding seems inadequate: Let us consider markers with
two variants and let the two loci j and k have the possible
variants a,A and b,B, respectively. The symmetric cod-
ing {−1, 1} assigns the weight 1hj,k to the combinations
(a, b) and (A,B), meaning that themost distant genotypes,
which do not share any allele, are treated as being equal in
the model. Thus, overall, it is not clear which coding will
be most appropriate in general. Especially in situations in
which additional information on the nature of the marker
or the biology of the trait is available, this informationmay
be used to specify the effect model. In the next paragraph,
we illustrate how much freedom the marker coding gives
to specify the model.

Finding the marker coding for an a priori specified
model. Let us consider a model with identical marker
coding Maa, MaA and MAA for each locus. Then the
weights in the model are given by

a1,1 = M2
aa a1,2 = MaaMaA a1,3 = MaaMAA (7)

a2,2 = M2
aA a2,3 = MaAMAA a3,3 = M2

AA.
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If we want to predefine the weights ar,s and calculate
a corresponding coding, we see that not all choices of
weights can be translated into a coding for the epistasis
model of Eq. (2) since contradictions can arise. However,
the following statement holds:

Property 5 Let three weights ar,s of Eq. (7) which include
the three variables Maa, MaA, MAA in at least one weight
ar,s be given by arbitrary nonzero numbers. Then the
marker codings as well as the other weights are determined
up to their signs.

Categorical effect models
In the following, we discuss categorical effect models
in which we do not treat the marker data as numeri-
cal dosage, but as categorical variables. The goal is to
build an epistasis model without the undesired proper-
ties of EGBLUP which have been described previously.
We model the effects of allele combinations as being inde-
pendently drawn from a Gaussian distribution with mean
zero. For instance, for an additive marker effect model,
the effects of aa, aA and AA are independently originat-
ing from the same distribution. For the analogous epistasis
model, the effect of each combination of the alleles of
two loci is drawn independently from the same distribu-
tion. We will introduce dummy {0, 1} variables to indicate
which allele configuration is present and thus inflate the
number of variables in our model. The important fact to
notice in this context is that we can use a relationship
matrix approach for genomic prediction (see “Methods”)
and thus do not need to handle the high number of
variables. This procedure also reduces computation time
compared to the effect based approach. All considered
effects βj of the variables are assumed to come from the

same distribution: βj
i.i.d.∼ N (0, σ 2

β ).

A categorical marker effect model (CM) The underly-
ing concept of this model is to code the configurations

aa, aA,AA of locus j as three different variables. The effect
of each genotype is estimated on its own. The assump-
tion of a constant allele substitution effect, that is that the
effect of AA equals twice the effect of A, which is made
in the additive numerical GBLUP model, is not made here
(see Fig. 1).We translate the genotypes (aa, aA,AA)which
can be found at locus j to ((0, 0, 1), (0, 1, 0), (1, 0, 0)). The
latter triples indicate which of the three states is present. A
genotype of three loci described by (2, 0, 1) in the numer-
ical GBLUP coding, will here be coded by the nine-tuple
(1, 0, 0, 0, 0, 1, 0, 1, 0) (a triple for each locus, describing its
state). We then simply use model Eq. (1) with the new
coding. Advantages of this model are that it is also invari-
ant to an exchange of the role of a and A (as GBLUP of
Eq. (1) is as well), since we will only permute the mean-
ing of the positions in the triple but change their entries
accordingly. Moreover, we can account for dominance by
estimating each effect on its own. A disadvantage is the
increased number of variables but this can be overcome
easily by the use of relationship matrices for genomic pre-
diction. Property 6 describes the relation between the CM
model and GBLUP for markers with only two possible
values:

Property 6 (GBLUP and CM for markers with two pos-
sible states) For markers with only two possible states, let
M denote the n × p marker matrix in the {−1, 1} coding.
The relationship matrix of GBLUP is given by (a rescaled
version of )MM′. Moreover, letC be the relationshipmatrix
of the CM model. Then

C = 0.5(MM′ + Jn×np) (8)

where p is the number of markers and Jn×n the n×nmatrix
with each entry equal to 1.

The linear relationship of the covariance matrices
demonstrated in Property 6 implies that the prediction
performances of GBLUP and CM are identical for markers
with only two possible values.

Fig. 1 Comparison of the parametrization of the genotypic values in GBLUP and the categorical marker effect model CM: Black dots: genotypic
values of the corresponding genotype of a certain locus. GBLUP parameterizes the genotypic values by a fixed effect (red dot) and a random effect
determining the slope (blue line), whereas CM parameterizes by the fixed effect (red line) and independent random effects (blue lines) for each
genotype

44



Martini et al. BMC Bioinformatics  (2017) 18:3 Page 9 of 16

Property 7 (Equivalence of GBLUP and CM formarkers
with two possible states) Let us assume that the ratio of
the variance components is fixed such that Property 1 holds
for the CM model. Then GBLUP and the CM model are
identical for markers with only two possible values.

A categorical epistasis model (CE) Analogously to the
CM model, we translate the genotype of pairs of loci,
e.g. (aA, bb) into {0, 1}-tuples. Here, a nine-tuple indicates
which combination of alleles of two loci is present. To
translate the genotype (2, 0, 1) of the numerical {0, 1, 2}
coding into the CE coding, we have to translate each
marker pair. Each pair is coded by a nine-tuple with only
one entry equal to 1 which indicates the configuration:

⎛

⎝ •︸︷︷︸
(2,2)

, •︸︷︷︸
(2,1)

, •︸︷︷︸
(2,0)

, •︸︷︷︸
(1,2)

, •︸︷︷︸
(1,1)

, •︸︷︷︸
(1,0)

, •︸︷︷︸
(0,2)

, •︸︷︷︸
(0,1)

, •︸︷︷︸
(0,0)

⎞

⎠ .

(9)

The assignment of the configuration of the respective
marker pair to the position of the nine-tuple can be chosen
arbitrarily but has of course to be used consistently for all
individuals. Let us assume that we have three subsequent
loci with genotypes (2, 0, 1) in the ordinary numerical cod-
ing. Then, there are three possible interactions: the first
two loci have the combination (2, 0) which will be coded
as (0, 0, 1, 0, 0, 0, 0, 0, 0). Additionally, the second pair is
(2, 1)which will be coded as (0, 1, 0, 0, 0, 0, 0, 0, 0), whereas
the last pair (0, 1) is translated to (0, 0, 0, 0, 0, 0, 0, 1, 0).
As already mentioned, an obvious disadvantage of the
model is the high number of variables, but we do not
have to solve the system for these variables to perform
genomic prediction, since we can use equivalent genomic
relationship matrices. Moreover, this model eliminates
several disadvantages of EGBLUP: i) The model is invari-
ant with respect to the decision which allele is used as
reference (“orientation”), since it is based on categori-
cal variables indicating which genotype is present, ii) the
effects the model can assign to different pairs of loci are
not connected between pairs by their respective codings
(as described for the asymmetrically coded EGBLUP after
Example 1), and iii) compared to the symmetric {−1, 0, 1}
coding of EGBLUP, CE does not generally assign the same
effects to the most different allele combinations.

Relationship matrices for the respective marker models
Let M be the marker matrix of the respective numerical
coding (0,1,2 or −1, 0, 1). In the following, we will present
the corresponding relationship matrices for each model.

GBLUP. The relationship matrix for the GBLUPmodel is
given byMM′ (the n × p genotype matrix multiplied with
its transposed version).

Epistasis models based on Eq. (2). The relationship
matrix corresponding to the interactions of Eq. (2) where
j ≥ k is given by

H = 0.5
(
MM′ ◦ MM′) + 0.5 (M ◦ M) (M ◦ M)′ . (10)

(for a derivation of this statement see [11]). Note here
again that the GBLUP model is not affected by a transla-
tion of the coding in M, but the performance of EGBLUP
is affected.

The categorical marker (CM) effect model The i, l-th
entry of the corresponding relationship matrix C is given
by the inner product of the vectors of the genotypes of
individuals i and l in the coding of the CM model. This
means that we count the number of loci which have the
same configuration. For markers with two possible vari-
ants and the marker data in dosage 0,1 coding, we can
express the i, l-th entry of C the following way:

Ci,l = p −
p∑

j=1

∣∣Mi,j − Ml,j
∣∣ (11)

Analogously, for markers with three different variants, we
have to count the number of zeros in the marker vectors
Mi,• − Ml,• (For the relation of Eqs. (11) and (8), see the
derivation of Eq. (8) in Additional file 2).

The categorical epistasis (CE) model The i, l-th entry
of the corresponding relationship matrix CE is given by
the inner product of the genotypes i, l in the coding of the
categorical epistasis model. Thus, the matrix counts the
number of pairs which are in identical configuration and
we can express the entry CEi,l in terms of Ci,l since we can
calculate the number of identical pairs from the number
of identical loci:

CEi,l =
Ci,l∑

k=1
k = 0.5Ci,l

(
Ci,l + 1

)
(12)

Here, we also count the “pair” of a locus with itself by
allowing k ∈ {1, . . . ,Ci,l}. Excluding these effects from the
matrix would mean, the maximum of k equals Ci,l − 1. In
matrix notation Eq. (12) can be written as

CE = 0.5C ◦ C + 0.5C (13)

Note here, that the relation between GBLUP and the epis-
tasis terms of EGBLUP is identical to the relation of CM
and CE in terms of relationship matrices: For G = MM′
and M a matrix with entries only 0 or 1, Eq. (10) gives
Eq. (13) with C = G and CE = H.

Remark 1 (The Gaussian kernel) Additionally to the
previously discussed EGBLUP model, a common approach
to incorporate “non-linearities” is based on Reproduc-
ing Kernel Hilbert Space regression [21, 31] by modeling
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the covariance matrix as a function of a certain dis-
tance between the genotypes. The most prominent variant
for genomic prediction is the Gaussian kernel. Here, the
covariance Covi,l of two individuals is described by

Covi,l = exp(−b · di,l),
with di,l being the squared Euclidean distance of the geno-
type vectors of individuals i and l, and b a bandwidth
parameter that has to be chosen. This approach is indepen-
dent of translations of the coding, since the Euclidean dis-
tance remains unchanged if both genotypes are translated.
Moreover, this approach is also invariant with respect to
a scaling factor, if the bandwidth parameter is adapted
accordingly (in this context see also [32]). Thus, EGBLUP
and the Gaussian kernel RKHS approach capture both
“non-linearities” but they behave differently if the coding is
translated.

Comparison of the performance of the models on different
data sets
Results on the simulated data For 20 independently
simulated populations of 1 000 individuals, we modeled
three scenarios of qualitatively different genetic architec-
ture (purely additive A, purely dominant D and purely
epistatic E) with increasing number of involved QTL (see
“Methods”) and compared the performances of the con-
sideredmodels on these data. Inmore detail, we compared
GBLUP, amodel defined by the epistasis terms of EGBLUP
with different codings, the categorical models and the
Gaussian kernel with each other. All predictions were
based on one relationship matrix only, that is in the case
of EGBLUP on the interaction effects only. The use of
two relationship matrices did not lead to qualitatively dif-
ferent results (data not shown), but can cause numerical

problems for the variance component estimation if both
matrices are too similar. For each of the 20 independent
simulations of population and phenotypes, test sets of
100 individuals were drawn 200 times independently, and
Pearson’s correlation of phenotype and prediction was cal-
culated for each test set andmodel. The average predictive
abilities of the different models across the 20 simulations
are summarized in Table 2 in terms of empirical mean of
Pearson’s correlation and its average standard error. Com-
paring GBLUP to EGBLUP with different marker codings,
we see that the predictive ability of EGBLUP is very simi-
lar to that of GBLUP, if a coding which treats each marker
equally is used. Only the EGBLUP version, standardized
by subtracting twice the allele frequency as it is done in the
commonly used standardization for GBLUP [6], shows a
drastically reduced predictive ability for all scenarios (see
Table 2, EGBLUP VR). Moreover, considering the cate-
gorical models, we see that CE is slightly better than CM
and that both categorical models perform better than the
other models in the dominance and epistasis scenarios.

Results on the wheat data For EGBLUP, we used here
the coding {0, 1} which was originally used in the data of
the publication, a translation by −1 which leads to {−1, 0}
representing a coding in which the meaning of 0 and 1 is
permuted, and a centered version {−1, 1}. Moreover, we
used the standardization by allele frequencies [6] to cal-
culate EGBLUP. Additionally, we evaluated CM, CE and
reevaluated the Gaussian kernel RKHS approach, previ-
ously used by Crossa et al. [21] (we used the matrix K
obtained from the supplementary of the corresponding
publication). The results are summarized in Table 3. CM
showed exactly identical results to those of GBLUP (which
has already been stated theoretically by Property 7) and

Table 2 Predictive abilities of the models on the simulated data. Comparison of the predictive abilities in terms of correlations
between the measured phenotypes and the predictions for the individuals of the test sets (“Pearson’s correlation”; 100 test set
genotypes were drawn randomly from all 1000 genotypes; 200 repeats for each simulated population; 20 independent simulations of
population and phenotypes). Traits of different genetic architecture (additive A, dominant D, Epistasis E) and increasing number of QTL.
Model abbreviations as introduced in the text. For EGBLUP, only the matrix based on the interactions was considered here

GBLUP EGBLUP 0,1,2 EGBLUP -2,-1,0 EGBLUP -1,0,1 EGBLUP VR CM CE K

A1 0.551 ± 0.005 0.552 ± 0.005 0.552 ± 0.005 0.550 ± 0.005 0.372 ± 0.006 0.489 ± 0.005 0.494 ± 0.005 0.530 ± 0.005

A2 0.549 ± 0.005 0.550 ± 0.005 0.550 ± 0.005 0.548 ± 0.005 0.351 ± 0.006 0.486 ± 0.005 0.490 ± 0.005 0.527 ± 0.005

A3 0.569 ± 0.005 0.570 ± 0.005 0.570 ± 0.005 0.568 ± 0.005 0.372 ± 0.006 0.500 ± 0.005 0.504 ± 0.005 0.545 ± 0.005

D1 0.159 ± 0.006 0.160 ± 0.006 0.159 ± 0.006 0.161 ± 0.007 0.111 ± 0.007 0.174 ± 0.006 0.175 ± 0.006 0.162 ± 0.006

D2 0.172 ± 0.006 0.172 ± 0.006 0.172 ± 0.006 0.171 ± 0.006 0.103 ± 0.006 0.186 ± 0.006 0.186 ± 0.006 0.170 ± 0.006

D3 0.156 ± 0.006 0.156 ± 0.006 0.156 ± 0.006 0.158 ± 0.006 0.116 ± 0.006 0.177 ± 0.006 0.179 ± 0.006 0.160 ± 0.006

E1 0.244 ± 0.006 0.244 ± 0.006 0.244 ± 0.006 0.244 ± 0.006 0.159 ± 0.006 0.258 ± 0.006 0.258 ± 0.006 0.243 ± 0.006

E2 0.275 ± 0.006 0.276 ± 0.006 0.276 ± 0.006 0.277 ± 0.006 0.188 ± 0.006 0.301 ± 0.006 0.302 ± 0.006 0.277 ± 0.006

E3 0.279 ± 0.006 0.278 ± 0.006 0.279 ± 0.006 0.278 ± 0.006 0.176 ± 0.006 0.304 ± 0.006 0.304 ± 0.006 0.276 ± 0.006

EGBLUP VR denotes the interaction model based on the by allele frequencies standardized matrix. The given values represent the empirical mean and the corresponding
mean standard error across the 20 independently simulated data sets. The highest predictive ability is bold
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Table 3 Predictive abilities of the models on the wheat data. Comparison of the predictive abilities as Pearson’s correlation of the
measured phenotypes and the predictions for the individuals of the test sets (60 test set genotypes, trait: grain yield)

GBLUP EGBLUP 0,1 EGBLUP -1,0 EGBLUP -1,1 EGBLUP VR CE Gaussian kernel

Environment 1 0.511a 0.554bc 0.561bcd 0.581cd 0.541b 0.558bcd 0.584d

Environment 2 0.499a 0.502a 0.504a 0.495a 0.422b 0.504a 0.500a

Environment 3 0.371a 0.390ab 0.396ab 0.409b 0.365a 0.393ab 0.422b

Environment 4 0.463a 0.498b 0.504bc 0.530c 0.500b 0.502b 0.531c

Letters indicate groups that were not distinguishable at a 5% significance level in a Tukey’s ‘Honest Significant Difference’ test

is therefore not listed separately. Considering the pre-
dictive ability of EGBLUP with different codings, a first
thing to note is that the variability among the EGBLUP
variants is higher than that found on the simulated data.
Moreover, with the data sets of environments 1, 3 and
4, EGBLUP tends to outperform GBLUP. Among them,
the model with symmetric {−1, 1} coding performs best
and the VanRaden standardized version of EGBLUP has a
significantly reduced predictive ability for the data of envi-
ronments 1, 2 and 3, which is analogous to what we have
already seen on the simulated data. Moreover, the predic-
tive ability of EGBLUP with symmetric coding seems to
be closest to that of the Gaussian kernel. For the data of
environment 2, no big differences in the performance of
the models (except for the allele frequency standardized
EGBLUP) can be observed. Overall, the Gaussian kernel
RKHS method performs best on this data set and the
predictive ability of the CE model is on the level of the
asymmetrically coded versions of EGBLUP.

Results on the mouse data We compared the models
on 13 traits related to obesity, weight and immunology.

Instead of the raw phenotypes, we used pre-corrected
residuals which are publicly available (see “Methods”).
Again, we compared GBLUP, EGBLUP with 0,1,2 coding
as well as with inverted, symmetric and by allele frequen-
cies standardized coding, the categorical models and the
Gaussian kernel RKHS approach with each other. The
results are summarized in Table 4. The general patterns
observed on the previously considered data remain the
same: Any EGBLUP version treating the markers equally
has at least the same predictive ability as GBLUP for all
traits. Among them, the symmetric coding seems to per-
form best. The allele frequency standardized version of
EGBLUP has in three of the 13 traits a higher predic-
tive ability than its other versions (W6W, GrowthSlope,
CD8Intensity), but a smaller one in ten cases. Consider-
ing only significant differences between CM and GBLUP,
CM outperforms GBLUP on the traits %CD4/CD3 and
%CD8/CD3 and shows a lower predictive ability only for
BMI and BodyLength. Moreover, CE outperforms CM
slightly. Overall, two traits are predicted best by EGBLUP
VR, three traits by CE, and five by the symmetric version
of EGBLUP and the Gaussian kernel, respectively.

Table 4 Predictive abilities of the models on the mouse data. Comparison of the predictive abilities as Pearson’s correlation of the
measured phenotypes and the predictions for the individuals of the test set (130 test set genotypes). Here, the already for fixed effects
pre-corrected residuals of the phenotypes, which are also provided by the publicly available data, were used

GBLUP EGBLUP 0,1,2 EGBLUP -2,-1,0 EGBLUP -1,0,1 EGBLUP VR CM CE Gaussian kernel

W6W 0.493ab 0.540c 0.505ad 0.545c 0.553ce 0.486b 0.514d 0.565e

W10W 0.466a 0.491bc 0.474ab 0.495bc 0.461a 0.466a 0.479ab 0.503c

GrowthSlope 0.347a 0.363ab 0.350a 0.364ab 0.375b 0.355ab 0.363ab 0.371b

BMI 0.195a 0.204a 0.200a 0.210a 0.194a 0.153b 0.166b 0.210a

BodyLength 0.271a 0.282a 0.276a 0.285a 0.275a 0.226b 0.240b 0.284a

%B220 0.549ab 0.573cde 0.556abc 0.576de 0.540a 0.547ab 0.561bcd 0.579e

%CD3 0.522a 0.535a 0.527a 0.536a 0.485b 0.521a 0.528a 0.535a

%CD4 0.495a 0.506a 0.499a 0.508a 0.458b 0.495a 0.502a 0.506a

%CD8 0.694a 0.703ab 0.699ab 0.706ab 0.656c 0.706ab 0.711b 0.702ab

%CD4/CD3 0.643a 0.655abc 0.647ab 0.656abc 0.618d 0.660bc 0.664c 0.653abc

%CD8/CD3 0.683a 0.689ab 0.687a 0.690ab 0.638c 0.701b 0.702b 0.686a

CD4Intensity 0.581a 0.601b 0.587ab 0.603b 0.561c 0.578ac 0.586ab 0.603
b

CD8Intensity 0.388a 0.442b 0.401a 0.450b 0.481c 0.406a 0.434b 0.475c

Letters indicate groups that were not distinguishable at a 5% significance level in a Tukey’s ‘Honest Significant Difference’ test
For a description of the traits see the corresponding UCL website which is at the moment http://mtweb.cs.ucl.ac.uk/mus/www/mouse/HS/index.shtml
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Incorporating prior experimental information by marker
coding
The coding-dependent performance of EGBLUP also
offers possibilities to incorporate additional information.
He et al. [12, 13] have already illustrated the idea of
data-driven coding and we have recently shown that infor-
mation on the performance of genotypes grown under
different environmental conditions can be used to select
variables within EGBLUP which then can be used for
genome assisted prediction within another environment
[11]. Here, we will demonstrate that differential coding is
also appropriate to incorporate prior experimental infor-
mation into EGBLUP. For this, we used the different trait
(× environment) combinations and adapted the marker
coding of each pair of loci to the data, following the proce-
dure described in the “Methods” section. Important here
is that we decided for each pair of markers individually,
which orientation the corresponding coding of the partic-
ular pair shall have. The “orientation” of the underlying
effect model is chosen for each pair. Thus, we cut the
connection between the coding of different pairs. The
determined relationship matrices are then used to predict
within the data of other traits. The results are summa-
rized in Tables 5 and 6 for the wheat and mouse data sets,
respectively. We can see here that adapting the coding to
data of previous experiments can be beneficial for the pre-
dictive ability. In the case of the wheat data set, Table 5
shows that using the data of grain yield of the genotypes
grown in environments 3 and 4 to infer the marker coding
for each pair of marker, improves the prediction accu-
racy in environment 2 to a level higher than that of all
methods which do not use the data of other experiments
(from 0.504 ± 0.007 to 0.544 ± 0.006). The situation is
analogue for the predictive ability in environment 3, if the
data of environment 2 is used to infer the relationship
matrix. However, the gain in predictive ability resulting
from this procedure is relatively small compared to the
gain bymeans of variable selection [11]. Adapting the cod-
ing to given data also helped to increase predictive ability
on the mouse data (see Tables 4 and 6). For instance,
improvements from 0.285 ± 0.006 to 0.313 ± 0.005, from
0.536 ± 0.004 to 0.569 ± 0.004, and from 0.664 ± 0.004

to 0.685 ± 0.003 were reached for the traits BodyLength,
%CD3 and %CD4/CD3, respectively.

Discussion
The effect of the choice of marker coding on EGBLUP
We recalled that GBLUP is not sensitive to certain changes
of the marker coding if the variance components are
adapted accordingly. Analogously, we also proved that
the interaction terms of EGBLUP are invariant to factors
rescaling the marker coding, but showed that a transla-
tion indeed changes the underlying marker effect model
drastically. In particular, we demonstrated that the effect
model of EGBLUP with the asymmetric 0,1,2 coding is
affected by the decision which allele to count. Thus, an
important observation concerning EGBLUP is that the
only coding allowing a permutation of the roles of the
alleles without changing the underlying interaction effect
model for the respective marker pair is symmetric around
zero. This coding solves the problem of “which allele
to count”, but we also argued that the symmetric cod-
ing appears to be biologically implausible since it assigns
the same interaction effect to the most distant geno-
types. Concerning the allele frequency adjusted version
EGBLUP VR, we illustrated that the different markers
are not treated equally and thus that the interaction
effect models here depend on the allele frequencies of the
involved alleles. On the level of predictive ability, the sym-
metric coding tends to outperform the asymmetric ver-
sions slightly, which canmost clearly be seen from the data
of environment 1 and 4 of the wheat data set (Table 3).
Also with the mouse data set, the symmetric coding had
a higher predictive ability than the other codings treating
all loci equally for all traits, but the improvements were
most often very small. Concerning the allele-frequencies
standardized version EGBLUP VR, we observed a dras-
tic reduction in the predictive ability compared to other
EGBLUP versions in most of the examples. Illustratively,
one reason for the comparatively poor performance can
be seen in the following: the relationship matrix corre-
sponding to the interaction effects of EGBLUP in a certain
coding is basically the GBLUP relationship matrix, but
with each of its entries squared (if all pairwise interactions

Table 5 Predictive abilities on the wheat data when prior information is incorporated in the marker coding of EGBLUP. Predictive
abilities when the coding for each interaction is determined based on records under different environmental conditions

G-Env 1 G-Env 2 G-Env 3 G-Env 4

Environment 1 —— 0.555 ± 0.007 0.559 ± 0.007 0.552 ± 0.007

Environment 2 0.503 ± 0.007 —— 0.544± 0.006 0.514± 0.007

Environment 3 0.394 ± 0.008 0.430± 0.008 —— 0.402 ± 0.008

Environment 4 0.500 ± 0.007 0.511 ± 0.006 0.513 ± 0.006 ——

G-Env 1 means that the relationship matrix was constructed under the use of the data of Environment 1 (analogously for other environments; for a description of the
construction of the matrices see section “Methods”). Bold numbers indicate predictive abilities higher than that of all previously used methods for this trait
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Table 6 Predictive abilities on the mouse data when prior information is incorporated in the marker coding of EGBLUP. Predictive
abilities when the coding for each interaction is determined based on the records of other traits

G-W6W G-W10W G-GrowthSlope G-BMI G-BodyLength G-%B220

W6W —— 0.548 ± 0.004 0.511 ± 0.004 0.507 ± 0.004 0.511 ± 0.004 0.507 ± 0.004

W10W 0.519± 0.005 —— 0.480 ± 0.005 0.475 ± 0.005 0.475 ± 0.005 0.474 ± 0.005

GrowthSlope 0.356 ± 0.005 0.355 ± 0.005 —— 0.351 ± 0.005 0.355 ± 0.005 0.351 ± 0.005

BMI 0.202 ± 0.006 0.202 ± 0.006 0.200 ± 0.006 —— 0.243± 0.006 0.200 ± 0.006

BodyLength 0.283 ± 0.006 0.278 ± 0.006 0.281 ± 0.006 0.313± 0.005 —— 0.276 ± 0.006

%B220 0.557 ± 0.004 0.557 ± 0.004 0.557 ± 0.004 0.556 ± 0.004 0.556 ± 0.004 ——

%CD3 0.527 ± 0.004 0.527 ± 0.004 0.527 ± 0.004 0.527 ± 0.004 0.527 ± 0.004 0.562± 0.004

%CD4 0.500 ± 0.004 0.500 ± 0.004 0.499 ± 0.004 0.499 ± 0.004 0.500 ± 0.004 0.530± 0.004

%CD8 0.701 ± 0.003 0.701 ± 0.003 0.700 ± 0.003 0.700 ± 0.003 0.699 ± 0.003 0.708 ± 0.003

%CD4/CD3 0.649 ± 0.004 0.649 ± 0.004 0.648 ± 0.004 0.648 ± 0.004 0.647 ± 0.004 0.648 ± 0.004

%CD8/CD3 0.688 ± 0.003 0.688 ± 0.003 0.687 ± 0.003 0.687 ± 0.003 0.686 ± 0.003 0.687 ± 0.003

CD4Intensity 0.589 ± 0.004 0.588 ± 0.004 0.588 ± 0.004 0.588 ± 0.004 0.588 ± 0.004 0.588 ± 0.004

CD8Intensity 0.406 ± 0.005 0.405 ± 0.005 0.404 ± 0.005 0.405 ± 0.005 0.405 ± 0.005 0.404 ± 0.005

G-%CD3 G-%CD4 G-%CD8 G-%CD4/CD3 G-%CD8/CD3 G-CD4Intensity G-CD8Intensity

W6W 0.507 ± 0.005 0.507 ± 0.005 0.507 ± 0.005 0.507 ± 0.005 0.507 ± 0.004 0.507 ± 0.005 0.508 ± 0.005

W10W 0.475 ± 0.005 0.475 ± 0.005 0.475 ± 0.005 0.475 ± 0.005 0.475 ± 0.005 0.475 ± 0.005 0.476 ± 0.005

GrowthSlope 0.351 ± 0.005 0.351 ± 0.005 0.351 ± 0.005 0.351 ± 0.005 0.351 ± 0.005 0.351 ± 0.005 0.351 ± 0.005

BMI 0.200 ± 0.006 0.200 ± 0.006 0.201 ± 0.006 0.201 ± 0.006 0.201 ± 0.006 0.200 ± 0.006 0.202 ± 0.006

BodyLength 0.276 ± 0.006 0.276 ± 0.006 0.276 ± 0.006 0.276 ± 0.006 0.276 ± 0.006 0.276 ± 0.006 0.277 ± 0.006

%B220 0.588± 0.004 0.582± 0.004 0.570 ± 0.004 0.557 ± 0.004 0.557 ± 0.004 0.556 ± 0.004 0.558 ± 0.004

%CD3 —— 0.569± 0.004 0.550± 0.004 0.527 ± 0.004 0.527 ± 0.004 0.527 ± 0.004 0.527 ± 0.004

%CD4 0.545± 0.004 —— 0.504 ± 0.004 0.511± 0.004 0.510± 0.004 0.500 ± 0.004 0.499 ± 0.004

%CD8 0.714± 0.003 0.702 ± 0.003 —— 0.722± 0.003 0.726± 0.003 0.700 ± 0.003 0.7 ± 0.003

%CD4/CD3 0.649 ± 0.004 0.656 ± 0.004 0.672± 0.004 —— 0.685± 0.003 0.649 ± 0.004 0.649 ± 0.004

%CD8/CD3 0.688 ± 0.003 0.694 ± 0.003 0.714± 0.003 0.721± 0.003 —— 0.687 ± 0.003 0.687 ± 0.003

CD4Intensity 0.588 ± 0.004 0.589 ± 0.004 0.589 ± 0.004 0.589 ± 0.004 0.588 ± 0.004 —— 0.595 ± 0.004

CD8Intensity 0.403 ± 0.005 0.403 ± 0.005 0.403 ± 0.005 0.405 ± 0.005 0.404 ± 0.005 0.414 ± 0.005 ——

G-W6Wmeans that the relationship matrix was constructed under the use of the pre-corrected residuals of the trait W6W. Bold numbers indicate predictive abilities higher
than that of all previously used methods for this trait

and interactions of a marker with itself are modeled, see
[10, 11] and compare to Eq. (10)). The standardization
by twice the allele frequencies (and division by a cer-
tain factor representing a variance [6]) produces a GBLUP
matrix which can possess entries larger than 1 and smaller
than 0. In particular, if the GBLUP matrix has negative
entries, squaring them changes the order of the relation-
ship between the individuals. For instance, if A has a
relation of −0.1 with individual B and −0.3 with individ-
ual C, which means that A is more closely related to B
than to C, the corresponding EGBLUP matrix states that
the relation between A and C is closer than that of A and
B. This argumentation is equally true for the symmetric
coding, but the portion of negative entries in the corre-
sponding additive relationship matrix was close to zero

for the wheat and the mouse data set when the symmetric
coding was used in our examples. Overall, in spite of a cer-
tain popularity of EGBLUP in recent literature [10, 11, 17]
our results suggest that the use of products of marker
values as predictor variables is not the best way to incor-
porate interactions into the GBLUP model. Moreover,
contrary to the theoretical findings on the “congruency”
of EGBLUP and the Gaussian kernel in a RKHS approach
[10], our results show that both methods respond in a
different way to a change of marker coding: a translation
of the coding has an impact on the predictive ability of
EGBLUP, but not on that of the Gaussian kernel. Since the
Euclidean distance between two vectors will not change
under a translation of both vectors, the corresponding
relationship matrix remains identical. A reconsideration
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of the limit behavior of EGBLUP when the degree of inter-
action increases to n-factor interaction (and n → ∞) may
therefore be interesting from a theoretical point of view.

Categorical effect models
To develop an alternative to EGBLUP which does not pos-
sess the illustrated undesired theoretical properties, but
which –unlike the RKHS approaches– allows to interpret
the predicted quantities as “effects”, we considered the cat-
egorical effect models (The effects of the categorical mod-
els can be explicitly calculated from phenotypes or genetic
values under the use of the well-known Mixed Model
formulas for effects with the respective design matrices).
As a first step, we constructed the categorical marker
effect model CM, which does not use the assumption of
a constant allele substitution effect (Fig. 1) and thus gives
the possibility to model (over)dominance by modeling an
independent effect of each genotype at a locus. The fact
that this property can also lead to an increase in predictive
ability was illustrated by the simulated dominance sce-
nario. An important result is that this categorical model
can be rewritten as a relationship matrix model and thus
provides an equivalent to the Ridge Regression/GBLUP
duality, but based on a categorical effect model instead of
a numerical dosage model. Whether this model increases
predictive ability will always depend on the population
structure and the influence of dominance effects on a
particular trait. For instance, if a population originating
from lines from different heterotic pools is considered,
the prevalent heterosis effect might be a good reason to
use CM instead of GBLUP, since heterosis creates a devia-
tion from the linear dosage model. Moreover, the number
of heterozygous and homozygous loci in the data set is
important. If most loci are mainly present in only two
of the three possible SNP genotypes, CM cannot out-
perform GBLUP substantially. Interestingly, comparing
GBLUP and CM, CMwas only significantly outperformed
on the traits BMI and BodyLength. Thus, abandoning
the assumption of a dosage effect of an allele, which is
implemented by counting its occurrence and multiplying
it with an additive effect, might not in general be a prob-
lem for prediction. Note also that there are other ways of
defining marker based dominance matrices as for instance
described by Su et al. [33]. Moreover, dominance can
implicitly be modeled by an epistatic interaction term of a
locus with itsself in Eq. (2) if j = k (see [11]).
Analogously to the relation of GBLUP and EGBLUP, we

extended the categorical marker effect model CM to the
categorical epistasis model CE. The disadvantage of inflat-
ing themodel with a huge number of variables is solved for
genomic prediction by using an equivalent relationship-
matrix-based approach. Interestingly, the analogy of the
relation between GBLUP and EGBLUP also translates to
the level of relationship matrices, which we illustrated

by the theoretical result of Eq. (13). The relationship
matrix of CE has the same connection to the relation-
ship matrix of CM as the matrix defined by the interac-
tion terms of EGBLUP has to the genomic relationship
matrix of GBLUP.Moreover, CE eliminates undesired the-
oretical properties of EGBLUP: the question which allele
to use as reference is not raised, its structure does not
lead to a dependence of the effect models of different
pairs of loci, and it does not assign the same effects to
the most different allele combinations as the symmetri-
cally coded EGBLUP model does. With the wheat data
which consist of markers with only two possible values
and for which GBLUP coincides with CM, CE outper-
formed GBLUP in all environments (Table 3). Moreover,
CE slightly improved the predictive ability of CM for all
considered traits of the mouse data set. Overall, the CE
model is a valuable alternative for modeling epistasis since
it eliminates undesired properties of EGBLUP and shows
convincing results in practice. However, other more real-
istic parametric structures of effects in between EGBLUP
and CE may be of interest for future research. Important
steps into this direction have already been made with the
“hybrid” coding according to He et al. [12, 13], in which
the marker coding is estimated from the data under the
side condition of generating a monotone effect model.
Moreover, an interesting approach for future investigation
may be the adaption of categorical models to other types
of variables, for instance defined by haplotypes.

Incorporating prior experimental information into the
coding of EGBLUP
Finally, we demonstrated that marker coding can be used
to incorporate prior information. An important property
of the procedure we used is that we “decoupled” the effect
models for different pairs by allowing to choose the ori-
entation of the parametric model for each pair separately
(see “Methods”). In particular, this means that marker j
might be coded as 0,1,2 in combination with marker k, but
as −2,−1, 0 in combination with marker l. The criterion
to decide which coding to use, was simple here by com-
paring the size of the absolute interaction effect of a pair
when different “orientations” were used. Note here that
the improvement of prediction accuracy was smaller than
by means of variable selection on the wheat data set [11].
The relatively small improvement might be a result of only
giving the two possibilities of both markers being in the
initial coding or both markers with inverted coding, but
not choosing from all possible four orientations. We used
this simplified procedure, since for other combinations of
one marker with original coding and the other marker
with inverted coding, the assigned effect will also depend
on the orientation of other pairs and thus it is difficult to
determine which orientation to choose if we will addition-
ally change the orientation of other pairs. In this regard,
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the presented method can be considered as a straightfor-
ward ad hoc approach to incorporate prior knowledge into
the coding, capturing some part of the covariance struc-
ture of the given data and thus improving the predicitve
ability on data sets with similar covariance structure.

Conclusion
We illustrated that the EGBLUP model possesses sev-
eral undesired properties caused by the interactions being
modeled by products of marker values. We showed that
the symmetrically coded EGBLUP tends to perform best,
that the allele frequency standardized version tends to
have the lowest predicitve ability and that the CE model
can be an attractive alternative to EGBLUP. Prior infor-
mation from other experiments can be incorporated into
the marker coding of EGBLUP, which gives the potential
to enhance predictive ability for correlated traits.

Endnote
1 In literature, the expression GBLUP is used for the

reformulated equivalent of Eq. (1) with genetic value g :=
Mβ and thus g ∼ N (0, σ 2

βMM′).
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Genomic prediction with epistasis models:

On the marker-coding-dependent performance of the extended

GBLUP and properties of the categorical epistasis model (CE)

– Appendix –

In this section, we will give short mathematical proofs for the statements made in the main text.

Proof 1 (Property 1) The standard approach for the estimation / prediction of the parameters of the mixed

model is to maximize the joint density of phenotypes y and the additive effects β (conditioned on the fixed

effect µ; multivariate Gaussian, product of the density of β and the density of the conditional distribution of

y for fixed β; the variance components are usually assumed to be known) with respect to µ and β [4]. This

approach leads to the linear system




1′1 1′M

M′1 M′M+ Ip
σ2

ε
σ2

β





µ̂

β̂


=


 1′y

M′y


 . (14)

Here, 1 denotes the n× 1 vector with all entries equal to 1, M is the matrix of genotypes, Ip is the p-

dimensional identity matrix and σ2
i is the respective variance component of the independent Gaussian ran-

dom terms ε or β (recall Eq. (1) for the model description). What we have to show to prove a) and b) is that

µ̂, β̂ solving system (14) implies that µ̃ := µ̂ +P′β̂, β̂ solve the system




1′1 1′(M−1P′)

(M−1P′)′1 (M−1P′)′(M−1P′)+ Ip
σ2

ε
σ2

β





µ̃

β̂


=


 1′y

(M−1P′)′y


 , (15)

which can be verified by a calculation. Statement c) is a consequence of the predicted average phenotype

being ỹ = 1µ̃ +M̃β̃.

Proof 2 (Property 2) Analogously to the proof of Property 1, substitute M, σ2
β and β̂ by cM, c−2σ2

β and

c−1β̂ .

Proof 3 (Property 3) Analogously to the proof of Property 1, we maximize the joint density of y,β,h (con-

ditioned on the fixed effect µ) with respect to µ , β and h. Thus, we have to find a local extreme of

(y−1µ−Mβ−Nh)′
1

σ2
ε

In (y−1µ−Mβ−Nh)+β′
1

σ2
β

Ipβ+h′
1

σ2
h

I`(N)h. (16)

53



All variables are as previously defined, with h additionally denoting the vector of all interactions and N

denoting the n× `(N) matrix assigning the respective products of marker values of each of the n individuals

to the respective interaction. The length `(N) of the rows of matrix N depends on how many interactions

are incorporated in the model (e.g. `(N) = p2). The important fact is that each entry of N is a product of

two marker values. This implies that if we change M to cM, we change N to c2N. Calculating the partial

derivatives of Eq. (16) with respect to µ , β and h gives the linear system




1′1 1′M 1′N

M′1 M′M+ Ip
σ2

ε
σ2

β
M′N

N′1 N′M N′N+ I`(N)
σ2

ε
σ2

h







µ̂

β̂

ĥ




=




1′y

M′y

N′y



. (17)

If we substitute here M by cM, N by c2N, σ2
β by c−2σ2

β and σ2
h by c−4σ2

h , the new system will be solved by

µ̃ , β̃ and h̃ as stated.

Proof 4 (Property 4) Let loci k and j share the same coding. The weights assigned to certain allele combi-

nations are then described by

aa aA AA

bb M2
aa MaaMaA MaaMAA

bB MaaMaA M2
aA MaAMAA

BB MaaMAA MaAMAA M2
AA

(18)

If we permute the role of a and A, we mirror the matrix with respect to the middle column. This means, if the

model shall be invariant, instead of ĥ j,k we should estimate another h̃ j,k such that the former model multi-

plied with ĥ j,k equals the new coding multiplied with h̃ j,k. This has to be possible for any ĥ j,k, in particular

for ĥ j,k 6= 0, and thus h̃ j,k 6= 0 (otherwise the effects of the two models cannot be equal). Consequently, a

constant c := ĥ j,k
h̃ j,k

such that the former matrix of weights multiplied by c equals the new weights. In partic-

ular this means that the initial weight for (bb,aa) = M2
aa multiplied with c equals the new weight MaaMAA

and the initial weight for (bb,AA) = MaaMAA multiplied by c equals the weight M2
aa:

cM2
aa = MaaMAA and cMaaMAA = M2

aa. (19)
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If Maa 6= 0, we have c2 = 1 and thus c = ±1. If c = 1, Maa = MAA which is not allowed, since we are only

considering codings with three different values for aa,aA,AA. Then c = −1 implies that MaA = 0, since

−MaaMaA = MaaMaA, and that −Maa = MAA, since −M2
aa = MaaMAA.

If Maa = 0, consider the second row of matrix (18). The reasoning described above gives cMaaMaA =

MaAMAA, which would imply that MaA = 0 or MAA = 0, which is not possible since we want to code the

three allele combinations differently. Thus, Maa = 0 is a contradiction to the model being invariant with

respect to the decision which allele to count. Analogously for markers with only two possible values.

Proof 5 (Property 5) Let us choose three products of Eq. (7) such that variables Maa,MaA,MAA are included

as a factor of at least one product. i) If we fix the diagonal {am,m}3
m=1, the marker values are given as the

square roots (possibly as a complex number with imaginary part nonzero). ii) Let us choose two products

on the diagonal and one other product of two different variables (one of them shall not be included in the

products on the diagonal). Then the square roots of the elements on the diagonal determine two variables

and the remaining variable can be calculated from the last product. iii) Let us choose one element on the

diagonal and two elements off-diagonal. Then the corresponding marker value of the diagonal element is

determined. One of the other products ar,s is the product of the same variable and another marker value,

which determines the other marker value. Analogously for the last variable. iv) Let us choose the three

off-diagonal elements. Then we have to solve the system

a1,2 = MaaMaA a1,3 = MaaMAA a2,3 = MaAMAA,

which has a unique solution (up to a sign).

Proof 6 (Property 6) The (i, l)-th entry of MM′ in the {−1,1} coding counts the number of loci in which

individual i and l have the same marker value (this is equal to Ci,l) and subtracts the number of loci with

different configuration (p−Ci,l). Thus (MM′)i,l = 2Ci,l− p.

Proof 7 (Property 7) Let Q denote the n× 2p matrix giving the coding of the CM model for the n indi-

viduals (recall here that we are considering markers with only two variants and QQ′ = C of Property 6).

We know that the marker effect model is equivalent to a model with a corresponding relationship matrix.

Moreover, we know from Property 1 that the model is independent of translations of the coding, since it is

an additive model. Consequently, it is enough to show that a rescaled version of the GBLUP relationship

matrix MM′ is identical to the relationship matrix defined by a translation of Q. This means that we have to
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show that α ∈ R and a 2p×1 vector P exist such that

MM′ = α(Q−1P′)(Q−1P′)′.

Since the rowsum of Q equals the number of markers p for every row and due to the statement of Propos-

tion 6, this equation is satisfied if α = 2 and the vector P has the constant entry 0.5.
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ABSTRACT Today, genomic prediction (GP) is an established technology in plant and animal breeding programs. Current
standard methods are purely based on statistical considerations but do not make use of the abundant biological knowledge,
which is easily available from public data bases. Major questions that have to be answered before biological prior information can
be used routinely in GP approaches are which types of information can be used, and at which points they can be incorporated
into prediction methods. In this study, we propose a novel strategy to incorporate gene annotation into genomic prediction of
complex phenotypes by defining haploblocks according to gene positions. Haplotype effects are then modeled as categorical or
as numerical allele dosage variables. The underlying concept of this approach is to build the statistical model on variables
representing the biologically functional units. We evaluate the new methods with data from a heterogeneous stock mouse
population, the Drosophila Genetic Reference Panel (DGRP), and a rice breeding population from the Rice Diversity Panel.
Our results show that using gene annotation to define haploblocks often leads to a comparable, but for some traits to a higher
predictive ability compared to SNP based models or to haplotype models that do not use gene annotation information. Modeling
gene interaction effects can further improve predictive ability. We also illustrate that the additional use of markers which have
not been mapped to any gene in a second separate relatedness matrix does in many cases not lead to a relevant additional
increase in predictive ability when the first matrix is based on haploblocks defined with gene annotation data, suggesting that
intergenic markers only provide redundant information on the considered data sets. Therefore, gene annotation information
seems to be appropriate to perceive the importance of DNA segments. Finally, we discuss the effects of gene annotation quality,
marker density, and linkage disequilibrium on the performance of the new methods. To our knowledge, this is the first work
which incorporates epistatic interaction or gene annotation into haplotype based prediction approaches.

KEYWORDS genomic selection; genomic prediction; gene annotation; categorical model; haplotype

In the last years, the superiority of genomic prediction (GP)
(Meuwissen et al. 2001) over pedigree based best linear un-

biased prediction (Henderson 1984) and marker assisted selec-
tion has been demonstrated (Albrecht et al. 2011; Crossa et al.
2010). GP has been applied to many different organisms, includ-
ing humans (de los Campos et al. 2013), model species such as

Copyright © 2017 by the Genetics Society of America
doi: 10.1534/genetics.XXX.XXXXXX
Manuscript compiled: Tuesday 22nd August, 2017
1Henner Simianer: hsimian@gwdg.de. Albrecht-Thaer-Weg 3, Göttingen, 37075,
Germany
1Jiaqi Li: jqli@scau.edu.cn. Wushan road 483, College of Animal Science, South
China Agricultural University, Guangzhou, 510642, P.R.China

Drosophila melanogaster (Ober et al. 2012), plants (Jannink et al.
2010; Hayes et al. 2013), domestic animals (Hayes and God-
dard 2010), and aquaculture species (Sonesson and Meuwissen
2009). Accompanied by the fast development of genotyping
and sequencing technologies in the last decades, a huge num-
ber of different methods for GP have been established (Gianola
2013; de Vlaming and Groenen 2015; Misztal and Legarra 2016).
Among these methods, the current standard method is ridge
regression best linear unbiased prediction (rrBLUP) which uses
single nucleotide polymorphisms (SNPs) as predictor variables.
It has been shown that this marker effect ridge regression model
can be translated into a relationship matrix based approach

Genetics, Vol. XXX, XXXX–XXXX August 2017 1
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(GBLUP) (Habier et al. 2007), and this correspondence between
marker effect and relationship matrix models allows us to use
the classical methodology which has been developed for the
pedigree BLUP for GP.

Most of the established GP methods are based on purely sta-
tistical considerations and disregard existing biological knowl-
edge. A remarkable difference exists between the – often mecha-
nistically simplistic – structure of statistical models describing
the phenotype and the complexity of the biological processes un-
derlying the phenotypic expression. Only recently, researchers
started to work on bridging the gap between mathematical mod-
els and underlying biological mechanisms. Encouragingly, sev-
eral recent studies have shown that integrating biological infor-
mation in proper ways improves predictive ability under certain
circumstances. For instance, it has been shown that GP accu-
racies can be improved by incorporating results from genome
wide association studies (GWAS), either from databases (Zhang
et al. 2014) or from the data set on hand (de los Campos et al. 2013;
Gao et al. 2015; Ramstein et al. 2016). Other types of biological
information, which are easily available from public databases, in-
clude gene annotation, information on biochemical interactions,
and gene expression networks. In some of the latest publications,
different types of biological knowledge were incorporated by
partitioning markers into classes based on their functional an-
notation (Morota et al. 2014; Do et al. 2015; Abdollahi-Arpanahi
et al. 2016; MacLeod et al. 2016) or gene ontology categories
(Edwards et al. 2016). After the partitioning, one approach is
to assign different prior distributions to the different classes
of SNPs and then to use all markers for prediction (MacLeod
et al. 2016). Another way is performing GP with each class sep-
arately and then selecting classes that give the best predictive
ability for further predictions (Morota et al. 2014; Do et al. 2015;
Abdollahi-Arpanahi et al. 2016; Edwards et al. 2016). It has been
demonstrated that these approaches for incorporating biological
knowledge improve the predictive ability in some cases.

At the same time, it is suggested to alter the structure of
the standard models using alternative predictor variables, for
instance haplotypes or interactions terms (Su et al. 2012; Jiang
and Reif 2015; Martini et al. 2016). Whereas standard models are
based on individual SNP markers, several new approaches are
built on haplotypes (Calus et al. 2008; Cuyabano et al. 2014, 2015;
Meuwissen et al. 2014; Yang 2015), that is on tuples of SNPs. The
basic underlying assumption for models based on individual
markers is that, at a sufficiently high density, at least one marker
is in linkage disequilibrium (LD) with each quantitative trait
locus (QTL). However, if more than two alleles of a gene exist
in a population, multi-allelic haplotypes are expected to capture
the state of a QTL better than single markers (Calus et al. 2008;
Meuwissen et al. 2014). For this reason, haplotypes instead
of single markers were used as predictor variables in several
recent publications (Cuyabano et al. 2014, 2015; Meuwissen et al.
2014; Yang 2015). In these studies, for each haploblock, pseudo-
markers were created by counting the number of copies of the
respective allele carried by a certain individual (Meuwissen et al.
2014). Thus, the pseudo-marker matrix had the entries {0,1,2}
and the haplotype based relatedness matrix was constructed
as the dot products of the rows of this pseudo-marker matrix.
The relatedness matrix was further scaled by the number of
haploblocks.

Here we propose several new approaches of using gene an-
notation to define haplotypes in both numerical dosage and
categorical effect models. To bridge the gap between the math-

ematical models and biology, the first step is to describe the
biological system using a mathematical model on its biologically
functioning units. As a first attempt, we consider the protein cod-
ing genes (and thus the corresponding proteins) including their
regulatory regions as biologically acting units, hoping to cap-
ture some characteristics of the biology of complex phenotypes.
In addition, we extend the haplotype based categorical effect
models to epistasis models and show how all these approaches
can be translated into relatedness matrices. We then test the
prediction performance of our approaches with several data sets
with different genetic background and discuss the similarities
and relatedness of the different approaches.

Material and Methods

In order to incorporate gene annotation into GP, we firstly
mapped SNPs to genes according to their relative positions,
and defined haploblocks using the phased SNP data (detailed
description below). Gene based haplotypes were coded using
both numerical and categorical approaches. Numeric coding
refers to a dosage model in which the assumption of intra-locus
additive allele effects is made (Calus et al. 2008; Cuyabano et al.
2014, 2015; Meuwissen et al. 2014; Yang 2015). With A denoting
the reference allele in a diploid population, intra-locus additivity
means for instance for the SNP marker based GBLUP that the
marker state AA (=̂2) at locus i, has twice the effect of AB (=̂1).
The categorical coding does not assume this intra-locus addi-
tivity, but models the effect of a haplotype allele being present
twice, independent of the effect when being present once. For
instance, the effect of configuration AA in Table 1 is assumed
to be independent from AB. Thus, the categorical model can
capture dominance (Martini et al. 2017). We then constructed
relatedness matrices for both types of models. The following
sections give a detailed description of these steps.

Table 1 Categorical and numerical codings of a haploblock
with four alleles. A, B, C, and D are four alleles of the same
haploblock.

Allele 1 Allele 2 Haplotype
categories

Allele dosage

A B C D

A A AA 2 0 0 0

A B AB 1 1 0 0

A C AC 1 0 1 0

A D AD 1 0 0 1

B B BB 0 2 0 0

B C BC 0 1 1 0

B D BD 0 1 0 1

C C CC 0 0 2 0

C D CD 0 0 1 1

D D DD 0 0 0 2

SNP mapping and gene based haploblock derivation
The latest version of the gene annotation of each considered
species was downloaded from Ensemble (http://www.ensembl.org)
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using the biomaRt package (Durinck et al. 2005, 2009) of the sta-
tistical platform R (R Core Team 2016) (Table 3). Only genes
indicated as "protein_coding" by the "gene_biotype" attribute
were considered. Gene boundaries were extended by 5kb in both
upstream and downstream flanking regions to include possible
regulatory elements. Then SNPs were mapped to these genic
regions based on their corresponding genomic positions. After
the SNP mapping step, SNP sets were formed for genes with at
least one mapped marker. For genes with only one mapped SNP,
the corresponding haploblock existed of only this marker. For
genes with more than one mapped SNP, phased alleles of the
corresponding SNPs were combined into haplotypes with the ap-
proach described by Meuwissen et al. (2014). Briefly, haplotypes
were built via the following steps:

• Initialization: for each gene, start with the first SNP j = 1.
• Step 1: include SNP j + 1 into the haploblock.
• Step 2: determine the number of alleles of the haploblock

defined by these j + 1 markers across the whole population.
• Step 3: repeat Step 1 and Step 2 if the number of alleles

remains below a previously chosen threshold restricting the
number of alleles of a haploblock (we used 10 as proposed
by Meuwissen et al. (2014)). Otherwise, if the number of alle-
les exceeds this threshold, the lastly added SNP is excluded
from the current haploblock and is used as the starting posi-
tion of the next haploblock. Return the alleles of the current
haploblock and go to the initialization step with the lastly
added SNP to define the next haploblock. Repeat this pro-
cedure until all SNPs of the currently considered gene are
processed.

This approach produces one or more haploblocks with at least
two haplotype alleles per block for each gene. The effects of
haplotypes were then coded with two different ways:

1) Numerical (allele dosage) coding: For each haploblock, arti-
ficial SNPs are created for each haplotype allele, and these
"SNPs" are coded as the number of copies ({0,1,2}) present in
the respective individual. The sum over all alleles of a cer-
tain autosomal haploblock must be two for each individual
when diploid species are considered.

2) Categorical coding: Haplotype variants are coded by the
haplotype allele configurations (genotypes). Each allele
combination has its own independent effect in the categori-
cal coding strategy.

Table 1 contrasts the different codings of a haploblock with four
alleles A, B, C, and D.

The genomic prediction models
We compared the predictive ability of the proposed approaches
to the standard GBLUP (VanRaden 2008). The genomic predic-
tion model can be expressed as

y = 1nµ + g + e (1)

where y is the vector of pre-corrected phenotypes; 1n is an
n × 1 vector with entries equal to one; µ is the overall mean;
g ∼ N (0, Kσ2

g) is a vector of genetic values and K is the
relatedness matrix of the respective models (Table 2); σ2

g is the
genetic variance; e ∼ N (0, Iσ2

e ) is a vector of residuals and σ2
e is

the model residual variance.

For GBLUP, the relatedness matrix was calculated accord-
ing to VanRaden (2008). Briefly, let pk denote the minor allele
frequency (MAF) of marker k, M denote the {0,1,2} coded geno-
types, and Z denote the MAF adjusted marker matrix with en-
tries (0− 2pk), (1− 2pk) and (2− 2pk) for genotypes AA, AB,
and BB, respectively. The relatedness matrix is calculated as
G = ZZ′

2 ∑m
k=1 pk(1−pk)

. The "extended GBLUP" (EGBLUP) (Su et al.
2012; Jiang and Reif 2015; Martini et al. 2016), whose epistasis
relatedness matrix is EG = G#G, was also calculated for com-
parison. Here, # denotes the Hadamard product. In EGBLUP,
we only modeled the interaction effect and ignored the additive
SNP effects, since additive effects can be expressed as the sum
of their interactions. Moreover, we saw in previous studies that
the predictive ability of the model including both matrices –the
additive and the pairwise interaction matrix– will usually tend
to the predictive ability of the model with only the matrix with
higher predictive ability. Thus, a small potential gain faces the
disadvantage of potentially causing numerical problems in the
estimation of the variance components, due to the very similar
structure of the matrices G and EG.

For the SNP-based categorical model (CM; Martini et al.

(2017)), the relatedness matrix S has the entries Sij =
∑m

k=1 φijk
m ,

where φijk is scored 1 if individual i and j share the same geno-
type at maker k, otherwise φijk is scored 0, m is the number of
SNPs. For data sets of completely inbred lines without heterozy-
gous markers, the CM model has been shown to be equivalent
to GBLUP (Martini et al. 2017). The first order epistasis among
markers can be modeled by extending CM to the CE (categorical
epistasis) model, where the genotype combinations of each pair
of loci are treated as categorical variables and the relatedness of
two individuals is measured by counting the number of pairs
of markers in the same state. The relatedness matrix of CE can
be expressed as E = 0.5× mS#(mS + 1n×n)/m2 (Martini et al.
2017).

Analogously, we also used these two types of models for
gene annotation based variables (see above). In the numeri-
cal allele dosage coding, pseudo-markers are created and the
haplotype based, intra-locus additive genetic relatedness ma-
trix is constructed as the dot product of the haplotype allele
matrix (MHGA ). The intra-locus additive relatedness matrix is

expressed as GHGA =
MHGA M′

HGA
Q , where MHGA is a matrix of

pseudo-markers with values 0, 1, and 2 representing the number
of copies of each haplotype allele being present and where Q
is the number of haploblocks. We call this model haplotype
based genomic best linear unbiased prediction given gene an-
notation (GH BLUP|GA). For comparison, the haplotype-based
model without gene annotation (GH BLUP) was also calculated.

Here the haplotype based relatedness matrix is GH = MHM′
H

Q
(Meuwissen et al. 2014). Haplotypes are built here for each chro-
mosome separately (starting with the first marker and following
their physical order).

In the categorical coding, we count the number of hap-
loblocks which are in the same state between pairs of individuals,
and the relatedness is measured as the ratio between the number
of haploblocks with identical state and the total number of
haploblocks. In an equation form, the relatedness matrix can

be expressed as S̃ with entries S̃ij =
∑Q

q=1 φijq

Q representing the
relatedness between individuals i and j. Moreover, φijq is scored
1 if individual i and j have the same state on haploblock q,
otherwise φijq is scored 0. We call this model haplotype based
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Table 2 Relatedness matrices in corresponding models (see text for definition of the variables). # means "Hadamard product".

Models Relatedness matrices (K) Description

GBLUP G = ZZ′
2 ∑m

k=1 pk(1−pk)
Genomic best linear unbiased prediction

EGBLUP EG = G#G Extended (epistatic) GBLUP

GH BLUP GH = MHM′
H

QH
Haplotype based GBLUP

GH BLUP|GA GHGA =
MHGA M′

HGA
Q Haplotype based GBLUP given gene annotation

CM S =
(

∑m
k=1 φijk

m

)
ij

Categorical marker effect model

CE E = 0.5×mS#(mS+1n×n)
m2 Categorical epistasis model

CH M SH =

(
∑

QH
q=1 φijq

QH

)

ij
Haplotype based CM

CH E EH = 0.5×QHSH#(QHSH+1n×n)

QH
2 Haplotype based CE

CH M|GA S̃ =

(
∑Q

q=1 φijq

Q

)

ij
Haplotype based CM given gene annotation

CH E|GA Ẽ = 0.5×QS̃#(QS̃+1n×n)
Q2 Haplotype based CE given gene annotation

categorical model given gene annotation (CH M|GA). Similar
to the SNP version of the categorical model, we can build a
relatedness matrix for modeling the first order epistasis among
haploblocks in the form Ẽ = 0.5× QS̃#(QS̃ + 1n×n)/Q2. We
call this model the haplotype based categorical epistasis model
given gene annotation (CH E|GA). For comparison, a categorical
haplotype model based on the haploblocks suggested by
Meuwissen et al. (2014) (without the use of gene annotation) was
constructed as well. We denote the categorical version of this
haplotype model as CH M. A corresponding epistatic version
which models the first order epistasis among haploblocks was
developed and denoted as CH E.

In the GH BLUP|GA, CH M|GA, and CH E|GA models, only
SNPs which have been mapped to genes are included. Therefore,
we evaluated a broadened model

y = 1nµ + g + gu + e (2)

including unmapped markers as well. The model terms
here are the same as those defined in model 1, except for the
additional term gu ∼ N (0, Kuσ2

gu
) which models the effects

captured by unmapped SNPs. Here Ku and σ2
gu

denote the
relatedness matrix calculated with unmapped SNPs and the
corresponding variance component. We introduced the notation
GH BLUP|GA∗, CH M|GA∗, and CH E|GA∗, for the broadened
versions, respectively. In GH BLUP|GA∗, Ku = ZuZ′u

2 ∑m′
k=1 pk(1−pk)

,

where Zu is the matrix containing the MAF adjusted genotypes
of unmapped SNPs and where m′ is the number of unmapped

SNPs. In CH M|GA∗, Ku = Su =

(
∑m′

k=1 φijk
m′

)

i,j
. In CH E|GA∗,

Ku = Eu = 0.5×m′Su#(m′Su + 1n×n)/m′2.

In both models 1 and 2, variance components were estimated
using average information restricted maximum likelihood (AI-
REML) (Jensen et al. 1997) via the regress (Clifford and McCullagh
2014) package for the R statistical platform (R Core Team 2016).
Given the dispersion matrices and the variance components,
predictions of genetic values were obtained by solving the mixed

model equations (Henderson 1984).

Data
For all data sets used for model evaluation, SNPs with a call
rate of less than 95% or minor allele frequency (MAF) smaller
than 0.01 and individuals with a call rate of less than 95% were
excluded. Missing genotypes were imputed and phased simul-
taneously using Beagle (version 4.1) (Browning and Browning
2008) - which was embedded in the synbreed R package (version
0.11; Wimmer et al. (2012)) - using the default parameter settings.
Important characteristics of the data sets after quality control are
described in Table 3.

Mouse data The heterogeneous stock (HS) mice data was gen-
erated by the Wellcome Trust Centre for Human Genetics
(WTCHG) (Valdar et al. 2006a). Genotypes and phenotype
records were available at http://mtweb.cs.ucl.ac.uk/mus/www/
mouse/HS/index.shtml. In total, 9,266 SNPs and 1,940 individuals
remained after quality control steps. For computational simplic-
ity, we used the pre-corrected phenotypes provided by Valdar
et al. (2006b). Physical positions of single nucleotide polymor-
phisms (SNPs) were mapped to the latest version of the mouse
genome (Mus musculus, assembly GRCm38.p4) with the biomaRt
(Durinck et al. 2005, 2009) R package. Only SNPs mapped to
the GRCm38.p4 were used for further analysis. Gene boundaries
were downloaded from Ensemble with the biomaRt (Durinck
et al. 2005, 2009) R package. Sixteen phenotypic traits related
to growth, obesity, and immunology were used in this study to
compare the performance of our models.

Drosophila melanogaster data The Drosophila Genetic Reference
Panel (DGRP) is a population consisting of 205 inbred lines de-
rived from the Raleigh, USA population (Mackay et al. 2012).
Genetic variants called from whole genome sequencing data
were downloaded from the DGRP2 website (http://dgrp2.gnets.
ncsu.edu/). In total, 2,863,909 SNPs remained after quality con-
trol steps. The gene annotation information of the latest version
of the D. melanogaster genome (Drosophila melanogaster, assembly
Release 6) was downloaded from Ensemble via the biomaRt (Dur-
inck et al. 2005, 2009) R package (Table 3). We used two adaptive
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Table 3 Data sets description. # means "the number".

Data sets
# of

individuals

# of

markers
Reference genome

# of

mapped SNPs

# of represented

genes

# of

haploblocks

Mice 1,940 9,266 Mus musculus (GRCm38.p4) 5,036 4,100 4,119

DGRP 205 2,863,909
Drosophila melanogaster

(assembly Release 6)
2,467,249 12,586 725,520

Rice 315 58,227
Oryza sativa Japonica Group

(Build 4.0)
44,831 22,509 25,453

traits (Mackay et al. 2012), one food intake trait (Garlapow et al.
2015), two alcohol sensitivity traits (Morozova et al. 2015), and
twelve olfactory behavior traits (Arya et al. 2015) to evaluate the
models. The line means (males and females independently) of
all traits were adjusted for the effects of a Wolbachia infection and
five major inversions (In(2L)t, In(2R)NS, In(3R)K, In(3R)P, and
In(3R)Mo) using a mixed model Ȳ = Xb + u + e. Ȳ is a vector of
line means; X is a design matrix assigning the fixed effects b to
the lines. The random line effects were modeled u ∼ N (0, Gσ2

u),
where G is the marker derived genomic relationship matrix ac-
cording to VanRaden (2008); e ∼ N (0, Iσ2

e ) is a vector of model
residuals. Variance components were estimated using the regress
(Clifford and McCullagh 2014) R package. The adjusted phe-
notypes Ȳ− Xb̃ - without any weight - were used for model
evaluation.

Rice data The genotypes and phenotypes of the rice breed-
ing population were downloaded from the rice diversity panel
(https://ricediversity.org; Begum et al. (2015); Spindel et al. (2015)).
In total, 315 elite rice breeding lines from the International Rice
Research Institute (IRRI) irrigated rice breeding program were
included in this data set. Several traits such as plant height (PH),
flowering time (FLW), and grain yield (YLD) were recorded
in both, the dry (DS) and the wet season (WS) for the years
2009–2012. The means of the phenotypes across years for DS
or WS for each line were used as response variable (provided
by Spindel et al. (2015)). In total, 58,227 SNPs passed the qual-
ity control steps and remained for further analysis. The gene
annotation information of the latest version of the rice genome
(Oryza sativa Japonica Group, Build 4.0 ) was downloaded from
Ensemble via the biomaRt (Durinck et al. 2005, 2009) R package.

Predictive ability evaluation
We used 20 replicates of a 5-fold random cross-validation to
assess the predictive ability of the different approaches. The
variance components were estimated within the training set.
Phenotypes of the validation set were treated as unknown and
genetic values were predicted based on models 1 and 2, respec-
tively. The predictive ability was calculated as Pearson’s correla-
tion between the predicted genetic values and the (pre-corrected)
phenotypes of the validation population. Predictive abilities of
other models were compared to GBLUP (allele dosage models)
or CM (categorical models) via a two-sided t-test. Moreover, for
Figure 1, the relative predictive abilities were calculated as the
ratio between the mean predictive ability of the alternative mod-
els and that of GBLUP. The models were clustered based on
these relative predictive abilities using the pheatmap R package,
where the hierarchical clustering is performed according to the

euclidean distance of the vectors of relative predictive abilities
for all traits.

Data availability
The mouse data used in this study is available at http://mtweb.
cs.ucl.ac.uk/mus/www/mouse/HS/index.shtml. The Drosophila
melanogaster data is available at http://dgrp2.gnets.ncsu.edu/.
The rice breeding population data is available at https://
ricediversity.org.

Results

Predictive abilities on the considered data sets
In this work, we considered marker based and (gene annota-
tion guided) haplotype based models. We built the models on
numerical allele dosage or on categorical variables, and incorpo-
rated epistasis. In the following, we will compare the predictive
ability of the different models on three data sets. The results are
summarized in Figure 1 and Tables 4 and 5. Additional results
for the Drosophila data set, which are not included in these tables,
can be found in Supplementary Table 1.

Mouse data Let us consider the predictive abilities of the differ-
ent models for the growth related traits body weight at six to ten
weeks (W6W, W7W, W8W, W10W) and the growth slope from
six to ten weeks (GSL). Here, we observe consistent patterns
for certain changes of numerical dosage and categorical models
(Figure 1). The step from GBLUP to GH BLUP improves predic-
tive ability by 4− 6%, which can similarly be observed from
CM to CH M. The improvement from marker based models to
the gene annotation guided haplotype based models is less than
from marker based models to the ordinary haplotype models
without the use of gene annotation. Moreover, the incorporation
of epistasis improves the predictive ability consistently from
GBLUP to EGBLUP, from CM to CE, from CH M to CH E, and
from CH M|GA to CH E|GA. Overall, CH E shows the highest
predictive ability for these traits, and the differences between
|GA models and those incorporating the unmapped markers in
a second matrix (|GA∗) are small.

For the obesity related traits, body mass index (BMI) and
body length (BL), all categorical models and EGBLUP are out-
performed by GBLUP (Tables 4 and 5). For the numerical dosage
models, we see that the predictive ability of GBLUP is increased
by the step to GH BLUP, which again is improved by using
gene annotation in GH BLUP|GA. Analogously, the predictive
ability of CM is similar to that of CH M, which is improved by
incorporating gene annotation information in CH M|GA. The
same stepwise improvement is true for CE, CH E, and CH E|GA.

Gene annotation guided genomic prediction 5
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Figure 1 Comparison of the predictive ability of different models. Rows are different models and columns are traits from three
data sets. For each trait, relative predictive ability is calculated by setting GBLUP as reference (mean accuracies divided by that of
GBLUP). For the DGRP, only traits where gene annotation based models give extra predictive accuracy are presented. Trait “E2” of
male lines in the DGRP data was also removed due to the extremely low predictive ability. W6W-W10W: body weight at 6, 7, 8, and
10 weeks; GSL: growth slope between 6 and 10 weeks of age; BMI: body mass index; BL: body length; %B220+: percentage of B220
cells; %CD3+: percentage of CD3 cells; %CD4+: percentage of CD4 cells; %CD8+: percentage of CD8 cells; %CD4+/CD3+: percent-
age of CD4 and CD3 cells; %CD8+/CD3+: percentage of CD8 and CD3 cells; CD4+/CD8+: ratio of CD4 to CD8 cells; CD4Intensity:
CD4inCD3XGeoMean; CD8Intensity: CD8inCD3YGeoMean. F: female; M: male. DS: dry season; WS: wet season; PH: plant height;
FLW: flower time; YLD: grain yield.

Comparing the epistasis models to the additive effect models,
we observe an increase in predictive ability for all categorical
models. The predictive ability of CE is higher than that of CM,
which can analogously be observed comparing CH M to CH E,
and CH M|GA to CH E|GA. The use of a second relatedness ma-
trix constructed with unmapped markers does not lead to a
relevant increase in predictive ability (Figure 1, Tables 4 and
5). Overall, due to the relative low performance of the categori-
cal models, GH BLUP|GA, and GH BLUP|GA∗ perform best for
BMI and BL, respectively.

For the immunology traits except CD8Intensity, we observe a
relatively homogeneous predictive ability across all models (Ta-
bles 4 and 5). The performance of EGBLUP is constantly low on
these traits. For the traits CD8+, CD4+/CD3+, CD8+/CD3+, and
CD4+/CD8+, we see that the categorical gene annotation based
haplotype models CH M|GA and CH E|GA perform notably bet-
ter than the other models. The epistasis variant CH E|GA im-
proves the predictive ability slightly, compared to CH M|GA.

Drosophila data In the DGRP population, we analyzed 17 phe-
notypic traits (34 trait-sex combinations) related to adaptation,
food intake, alcohol sensitivity, and olfactory behavior (Sup-
plementary Table 1). Overall, gene annotation based models
improve or maintain the predictive ability in 13 out of 34 sce-
narios compared to SNPs based models (Supplementary Table
1). GBLUP performs best in 15 scenarios. Predictive ability of
CM is omitted since it is similar to GBLUP (identical in 21 sce-
narios) due to the extremely rare occurrence of heterozygotes
(0.39%) in the DGRP population. Tables 4 and 5 show the two
traits for which gene annotation based models show a consid-
erable improvement. In one of the alcohol sensitivity traits,
which was measured as alcohol knockdown time (Mean Elu-
tion Time, MET) in an "inebriometer" after a second exposure
(E2) following a 2 hours recovery period (Morozova et al. 2015),
GH BLUP|GA improves the predictive ability in females from

0.202 to 0.225 compared to GBLUP. However, the predictive
ability for E2 in males is close to zero. In the olfactory behavior
trait "1-hexanol", predictive ability is improved by GH BLUP|GA
from 0.185 (0.235) in GBLUP to 0.223 (0.254) for females (males).
For both traits E2 and 1-hexanol, for which GH BLUP|GA and
CH M|GA have the same performance, neither modeling epista-
sis nor including unmapped SNPs in a second relatedness matrix
leads to an additional improvement.

Rice data With the rice data, we observe a systematic improve-
ment by the use of models built on gene annotation based hap-
lotypes. Whereas the performance of GH BLUP is on average
very similar to that of GBLUP across traits, GH BLUP|GA sys-
tematically outperforms other numerical dosage models on five
out of six traits (Table 4). The categorical models CM, CH M,
and CH M|GA (Table 5) perform very similar to their numerical
allele dosage counterparts, which meets our expectations on
the similarity of GBLUP and CM on data with a low heterozy-
gocity rate. For the categorical espistasis models, we observe a
systematic improvement of predictive ability from CE to CH E
and to CH E|GA. For the incorporation of epistasis, we see a
consistent tendency across traits. Thus, CE tends to perform bet-
ter than CM, CH E better than CH M, and CH E|GA better than
CH M|GA. However, the transition from the additive to the epis-
tasis model does not improve predictive ability of numerical
allele dosage models on the traits plant height and flowering
time (from GBLUP to EGBLUP). Overall, for plant height, flow-
ering time, and grain yield, predictive abilities were improved
by CH E|GA by 6.4% (8.1%), 6.7% (9.9%), and 17.6% (21.7%), re-
spectively, in dry season (wet season) compared to GBLUP. An
inclusion of unmapped SNPs in a second relatedness matrix did
not improve predictive ability for any trait / model combination
for the rice data.
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Table 4 Predictive ability in allele dosage models (mean ± SE). * indicates models including gene based haplotypes and un-
mapped SNPs simultaneously. For the DGRP data set, two traits for which the gene annotation based models show improved pre-
dictive ability are presented. W6W-W10W: body weight at 6, 7, 8, and 10 weeks; GSL: growth slope between 6 and 10 weeks of age;
BMI: body mass index; BL: body length; %B220+: percentage of B220 cells; %CD3+: percentage of CD3 cells; %CD4+: percentage of
CD4 cells; %CD8+: percentage of CD8 cells; %CD4+/CD3+: percentage of CD4 and CD3 cells; %CD8+/CD3+: percentage of CD8
and CD3 cells; CD4+/CD8+: ratio of CD4 to CD8 cells; CD4Intensity: CD4inCD3XGeoMean; CD8Intensity: CD8inCD3YGeoMean.
F: female; M: male. DS: dry season; WS: wet season; PH: plant height; FLW: flower time; YLD: grain yield. For each trait (row), the
values in bold face indicate the best prediction among all models and values in italic are those significantly higher than GBLUP (p <
0.05, pairwise t-test).

Data sets Traits GBLUP EGBLUP GH BLUP GH BLUP|GA GH BLUP|GA∗

Mouse W6W 0.494±0.001 0.534±0.002 0.521±0.001 0.496±0.002 0.498±0.001

W7W 0.495±0.002 0.537±0.002 0.527±0.002 0.502±0.002 0.503±0.002

W8W 0.510±0.001 0.523±0.001 0.531±0.001 0.518±0.001 0.517±0.001

W10W 0.481±0.001 0.491±0.002 0.507±0.001 0.487±0.001 0.486±0.001

GSL 0.389±0.001 0.405±0.002 0.405±0.001 0.388±0.001 0.392±0.001

BMI 0.224±0.002 0.206±0.002 0.228±0.002 0.234±0.002 0.231±0.002

BL 0.264±0.002 0.255±0.002 0.268±0.002 0.272±0.002 0.273±0.002

%B220+ 0.546±0.002 0.541±0.001 0.549±0.002 0.543±0.002 0.547±0.002

%CD3+ 0.522±0.002 0.495±0.002 0.531±0.002 0.517±0.002 0.523±0.002

%CD4+ 0.481±0.002 0.454±0.001 0.481±0.001 0.473±0.002 0.482±0.002

%CD8+ 0.702±0.001 0.668±0.001 0.701±0.001 0.706±0.001 0.707±0.001

%CD4+/CD3+ 0.638±0.001 0.617±0.001 0.633±0.001 0.641±0.001 0.642±0.001

%CD8+/CD3+ 0.676±0.001 0.636±0.002 0.670±0.002 0.680±0.001 0.680±0.001

CD4+/CD8+ 0.671±0.001 0.636±0.001 0.665±0.001 0.674±0.001 0.675±0.001

CD4Intensity 0.573±0.002 0.550±0.002 0.569±0.002 0.570±0.002 0.574±0.002

CD8Intensity 0.388±0.002 0.489±0.002 0.404±0.002 0.379±0.002 0.382±0.002

DGRP E2 (F) 0.202±0.010 0.110±0.012 0.210±0.010 0.225±0.010 0.208±0.010

E2 (M) 0.026±0.010 0.038±0.008 0.039±0.010 0.045±0.009 0.041±0.011

1-hexanol (F) 0.185±0.010 0.209±0.010 0.193±0.009 0.223±0.009 0.220±0.010

1-hexanol (M) 0.235±0.009 0.225±0.009 0.236±0.009 0.254±0.008 0.254±0.008

Rice DS_PH 0.486±0.007 0.383±0.006 0.499±0.007 0.522±0.007 0.522±0.007

DS_FLW 0.534±0.005 0.405±0.006 0.556±0.005 0.568±0.005 0.568±0.005

DS_YLD 0.289±0.006 0.298±0.008 0.285±0.006 0.323±0.005 0.323±0.005

WS_PH 0.482±0.006 0.448±0.007 0.496±0.005 0.516±0.005 0.516±0.005

WS_FLW 0.467±0.007 0.412±0.008 0.487±0.006 0.502±0.006 0.501±0.006

WS_YLD 0.258±0.007 0.299±0.008 0.242±0.007 0.276±0.008 0.276±0.008

Mean accuracy 0.431 0.418 0.440 0.444 0.444

Predictive ability vs. unexplained variance

To highlight the difference between explained variance and pre-
dictive ability, we plotted the unexplained error variance for
each model and trait against the predictive ability (Figure 2).
Here, we excluded the CH E model, because its relatedness ma-
trix has very small off-diagonal elements for the mouse data
set. This leads to a situation in which the covariance matrix is
more similar to the identity matrix than usual. Consequently, a
certain part of the variance can be assigned to either the error
or to the relatedness matrix, which causes extreme estimates
for the variance components for some traits on the mouse data.
Considering Figure 2, we see that there is a negative correlation
between the error variance and predictive ability for most of
the traits, which indicates that a model explaining the variance
better also gives a higher predictive ability. However, this corre-
lation is not −1 and has a high variation across traits. For some
traits, it is even positive for the considered models. Moreover,
we see also that EGBLUP has the tendency to be perceived as
an "outlier" in several traits, which has already been seen with

the results on predictive ability alone.

Discussion

The concept of gene annotation based haplotype models

The prediction methods used in this work are all built on the
classical standard assumption of the genetic values (and the
error terms) being multivariate Gaussian distributed. Different
concepts of defining matrices reflecting genomic relatedness
were applied and the well-known mixed model equations (Hen-
derson 1984) were used for the prediction of genetic values.
Implicitly, each protocol of constructing a relatedness matrix is
based on prior assumptions on how the multivariate Gaussian
distributed genetic values are generated. For instance for the
GBLUP model these assumptions are that each marker has an
intra-locus additive dosage effect, and that all these marker ef-
fects are independent realizations from the same 1-dimensional
Gaussian distribution. Clearly, in a situation in which the num-
ber of markers (predictor variables) is much higher than the
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Table 5 Predictive ability in categorical models (mean ± SE). * indicates models including gene based haplotypes and unmapped
SNPs simultaneously. For the DGRP data set, two traits for which the gene annotation based models show improved predictive
ability are presented. W6W-W10W: body weight at 6, 7, 8, and 10 weeks; GSL: growth slope between 6 and 10 weeks of age; BMI:
body mass index; BL: body length; %B220+: percentage of B220 cells; %CD3+: percentage of CD3 cells; %CD4+: percentage of CD4
cells; %CD8+: percentage of CD8 cells; %CD4+/CD3+: percentage of CD4 and CD3 cells; %CD8+/CD3+: percentage of CD8 and
CD3 cells; CD4+/CD8+: ratio of CD4 to CD8 cells; CD4Intensity: CD4inCD3XGeoMean; CD8Intensity: CD8inCD3YGeoMean. F:
female; M: male. DS: dry season; WS: wet season; PH: plant height; FLW: flower time; YLD: grain yield. For each trait (row), the
values in bold face indicate the best prediction among all models and values in italic are those significantly higher than CM (p <
0.05, pairwise t-test).

Data sets Traits CM CE CH M CH E CH M|GA CH E|GA CH M|GA∗ CH E|GA∗

Mouse W6W 0.493±0.002 0.516±0.002 0.519±0.002 0.551±0.002 0.498±0.002 0.524±0.002 0.501±0.002 0.525±0.002

W7W 0.497±0.002 0.519±0.002 0.527±0.002 0.550±0.002 0.502±0.002 0.528±0.002 0.504±0.002 0.528±0.002

W8W 0.512±0.002 0.527±0.002 0.525±0.001 0.543±0.001 0.515±0.002 0.533±0.002 0.517±0.002 0.533±0.002

W10W 0.477±0.002 0.494±0.002 0.491±0.002 0.511±0.002 0.473±0.002 0.494±0.002 0.479±0.002 0.497±0.002

GSL 0.394±0.001 0.404±0.001 0.403±0.001 0.414±0.001 0.394±0.001 0.404±0.001 0.396±0.001 0.406±0.001

BMI 0.190±0.003 0.199±0.003 0.186±0.003 0.203±0.003 0.208±0.002 0.216±0.002 0.207±0.002 0.215±0.002

BL 0.239±0.002 0.248±0.002 0.244±0.002 0.252±0.002 0.249±0.002 0.257±0.002 0.248±0.002 0.255±0.002

%B220+ 0.544±0.002 0.559±0.002 0.534±0.002 0.556±0.001 0.541±0.002 0.558±0.002 0.545±0.002 0.560±0.002

%CD3+ 0.523±0.003 0.530±0.003 0.518±0.003 0.523±0.003 0.518±0.003 0.527±0.003 0.523±0.003 0.529±0.003

%CD4+ 0.486±0.001 0.494±0.001 0.478±0.001 0.488±0.001 0.482±0.001 0.492±0.001 0.491±0.001 0.498±0.001

%CD8+ 0.707±0.001 0.712±0.001 0.700±0.001 0.699±0.001 0.722±0.001 0.728±0.001 0.721±0.001 0.728±0.001

%CD4+/CD3+ 0.651±0.001 0.655±0.001 0.654±0.001 0.650±0.001 0.674±0.001 0.678±0.001 0.674±0.001 0.678±0.001

%CD8+/CD3+ 0.684±0.001 0.686±0.001 0.680±0.001 0.674±0.001 0.706±0.001 0.709±0.001 0.706±0.001 0.709±0.001

CD4+/CD8+ 0.682±0.001 0.685±0.001 0.678±0.001 0.674±0.001 0.703±0.001 0.707±0.001 0.703±0.001 0.707±0.001

CD4Intensity 0.574±0.002 0.582±0.002 0.569±0.002 0.580±0.002 0.569±0.002 0.579±0.002 0.578±0.002 0.586±0.002

CD8Intensity 0.413±0.002 0.443±0.002 0.442±0.002 0.485±0.002 0.409±0.003 0.444±0.002 0.412±0.002 0.443±0.002

DGRP E2 (F) 0.201±0.010 0.201±0.010 0.211±0.010 0.198±0.011 0.225±0.010 0.212±0.011 0.208±0.010 0.192±0.011

E2 (M) 0.026±0.010 0.028±0.010 0.040±0.010 0.038±0.009 0.045±0.009 0.043±0.009 0.039±0.011 0.039±0.012

1-hexanol (F) 0.184±0.010 0.188±0.010 0.193±0.009 0.199±0.009 0.222±0.009 0.221±0.009 0.220±0.010 0.219±0.010

1-hexanol (M) 0.234±0.009 0.235±0.009 0.235±0.009 0.233±0.009 0.254±0.008 0.247±0.008 0.254±0.008 0.246±0.009

Rice DS_PH 0.486±0.007 0.483±0.007 0.497±0.007 0.484±0.006 0.523±0.007 0.517±0.007 0.523±0.007 0.517±0.007

DS_FLW 0.534±0.005 0.536±0.005 0.556±0.005 0.556±0.005 0.567±0.005 0.570±0.005 0.567±0.005 0.569±0.005

DS_YLD 0.289±0.006 0.301±0.006 0.285±0.006 0.313±0.006 0.325±0.005 0.340±0.005 0.324±0.005 0.340±0.005

WS_PH 0.482±0.006 0.487±0.006 0.496±0.005 0.500±0.005 0.518±0.005 0.521±0.005 0.518±0.005 0.521±0.005

WS_FLW 0.467±0.007 0.476±0.007 0.487±0.006 0.500±0.006 0.504±0.006 0.513±0.006 0.503±0.006 0.513±0.006

WS_YLD 0.258±0.007 0.288±0.007 0.241±0.007 0.302±0.007 0.275±0.008 0.314±0.008 0.275±0.008 0.314±0.008

Mean accuracy 0.432 0.441 0.438 0.449 0.447 0.457 0.448 0.456

number of individuals, and without penalization of effect sizes,
any fit of the data which is generated by one of the presented
models can also be obtained by an intra-locus additive marker
model. However, the regularization implemented by the shrink-
age of effect sizes in the ridge regression approach pushes the
estimated effects towards the framework defined by the prior
assumptions. Thus, prior assumptions reflecting underlying
biological processes may improve the estimation of the effects
of the predictor variables. In this work, these prior assumptions
were set by building the model on predictor variables defined by
protein coding genes. Not each marker has an effect, but rather
the biological unit "gene". More specific knowledge, for instance
on the biology of the respective trait, has not been used. With
this conceptually simple modification, the epistatic CH E|GA
model had a higher predictive ability than GBLUP for all traits
of the rice and the mouse data, except for BMI and BL (Tables 4
and 5; Figure 1). For the Drosophila data set, GBLUP remained
the best model on average (Supplementary Table 1).

Predictive abilities and model clusters

The predictive abilities of the different models are shown
relative to the predictive ability of GBLUP in Figure 1. This
relative performance gives four main clusters (based on the
predictive abilities for the data presented in Figure 1; an
extended pattern based on the data including all traits of the
Drosophila data set can be found in Supplementary Figure 1).

The first cluster consists of EGBLUP only, whose relative
predictive ability varies substantially across traits. The reason
for being distinct from all other models can be seen in the
centering by allele frequencies, which had been applied to the
additive GBLUP matrix, before the Hadamard square was
calculated. Since the epistatic effects are modeled as products
of the centered matrix entries, this EGBLUP version is built
on allele-frequency-dependent parametric models for the
interaction effects, which means that each pair of marker has its
own interaction model, which may lead to the strong variation
of the performance across traits (Martini et al. 2017).
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Figure 2 Error variance VS. predictive ability. Description of traits and models: see text and Figure 1.

The second cluster consists of the four categorical epistasis
models, of which CH E|GA(∗) shows the highest average
predictive ability across traits. CE is more similar to CH E than
to CH E|GA(∗), which is in line with the conceptual structure
of the models. In CH E, consecutive SNPs are combined into
haploblocks but no external information is used to define them.
CH E|GA(∗) uses the gene annotation information additionally.
In particular on the rice data, this conceptual construction steps
also translate into predictive ability, where CE is outperformed
by CH E, whose predictive ability is further improved by
CH E|GA(∗) for all traits.

The third cluster contains GH BLUP|GA and CH M|GA, both
of which are built upon gene-annotation based haplotypes.
Even though the underlying variables are more complex than
single markers, their behavior relative to each other is very
similar to the comparison of the marker based numerical dosage
model GBLUP and the categorical marker model CM (Figure
1).

The fourth cluster consists of GBLUP, GH BLUP, CM, and
CH M. Except for the traits BMI, BL, and CD8Intensity, the
performance of CM is very similar to that of GBLUP. Indeed,
both methods are also theoretically identical in the case that each
predictor variable has only two possible states, for instance due
to complete homozygosity (Martini et al. 2017). However, their
performances on the mouse data set illustrate that the mean
predictive ability of CM and GBLUP can also be very similar
for data in which the two homozygous and the heterozygous
states are well represented (56.06%, 34.40%, and 9.53% of 0, 1,
and 2, respectively). The two models perform very similarly for
the majority of the considered traits, and their difference is only
visible for BMI, BL, and CD8Intensity. The fact that GBLUP is
more similar to its haplotype analogue GH BLUP than to the
categorical marker model CM is most probably a result of the
difference in predictive ability for these traits. Indeed, if the addi-

tional traits of the Drosophila data set are included, GBLUP and
CM are closest (Supplementary Figure 1), which may be a result
of the high frequency of homozygous markers in the DGRP
data set (84.10%, 0.39%, and 15.51% of 0, 1, and 2, respectively)
and of the two models consequently being almost identical
for all additional traits which have not been included in Figure 1.

Overall, the clusters based on predictive abilities are in line
with the conceptual construction of the models. Our results show
that accounting for gene locations when defining haploblocks
can improve the predictive ability, using intra-locus additive or
categorical models. Across the traits of Figure 1, the categorical
epistasis model CH E|GA shows the highest predictive ability on
average. For the rice data, CH E|GA has the highest predictive
ability for five of six traits. The trait plant height in dry season is
predicted best by CH M|GA. Adding a second relatedness matrix
defined by SNPs that have not been mapped to genes (indicated
by an *) does not systematically improve the predictive ability
for most of the considered traits, indicating that unmapped SNPs
do not contain sufficient additional information.

Factors affecting the performance of the gene annotation
based haplotype models

As previously argued, the |GA approaches are based on the
concept of defining biologically functional units as predictor
variables and by this constructing a statistical framework which
reflects the underlying biological processes. In addition to gen-
eral factors affecting the performance of GP such as the training
set size, the number of markers, the genetic distance between
training and test set, and the genetic architecture of the trait
of interest (Shengqiang et al. 2009; Daetwyler et al. 2010), there
are other important factors influencing the performance of gene
annotation based prediction methods.

Evidently, a reference genome and the annotation informa-
tion must be available for the target species. The quality of the
annotation information will have an important impact on the
number of predictor variables, on the set and the number of
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markers which is mapped to genes, and on how the markers
are clustered. Generally, with a decreasing number of markers,
the average predictive ability will decrease (Ober et al. 2012).
However, in our results the addition of a second relatedness
matrix based on unmapped markers did overall not relevantly
improve predictive ability. Thus, the marker reduction does not
seem to be a critical point for the data sets used in this work.

Addressing the percentage of genes represented by hap-
loblocks, in the mouse data set only 18.4% (4,100 out of 22,225)
of all genes were represented by SNPs (Table 3). For the rice data
set, for which the |GA models improved the predictive ability
strongly, 63.1% (22,509 out of 35,679) of the genes were modeled
by at least one haploblock, whereas for the Drospohila data 90.4%
(12,586 out of 13,918) of the genes were included in the model.
Even though the latter had the highest percentage of represented
genes, the use of gene annotation did not lead to a systematic
improvement, but GBLUP outperformed the other models for
the majority of the traits (Supplementary Table 1). Besides other
factors, this may in part be a result of the small population size,
and of the way that the phenotypes were corrected. The cor-
rection already included the G matrix and may have slightly
adapted the remaining variance to this matrix. Nevertheless,
we used this approach of correction since a correction for fixed
effects was necessary and this type of correction has already
been used previously (Edwards et al. 2016).

Concerning this genotype-phenotype mapping, the results on
the mouse data, where all categorical models are outperformed
by GBLUP for the traits BMI and BL, illustrate again that a cru-
cial point is the trait specific architecture. The fact that the CM
model, which has an advantage when dominance structures are
present (Martini et al. 2017), is significantly outperformed by
GBLUP can be seen as an indicator for the absence of statisti-
cal dominance. However, the observation of a reduced predic-
tive ability of categorical models, which incorporate dominance,
should be interpreted with caution since such global quantities
may not be directly linked to a biological genetic architecture of
the trait (Huang and Mackay 2016).

Another important characteristic may be the average num-
ber of markers included in a haploblock which is influenced by
the number of markers mapped to a gene, but also by the LD
pattern of the data. It is clear that in a data set for which each
haploblock consists of only one marker, a haplotype model is
identical to the corresponding marker model. For the mouse
data with 5, 036 mapped SNPs and 4, 119 haploblocks (Table 3),
the majority of the haploblocks consists of not more than two
markers (on average 1.22 markers per haploblock). This explains
partially why the increase in predictive ability with gene annota-
tion based haplotypes is not on the same scale as for the rice data
(1.76 markers per haploblock). However, our results also show
that an increasing average number of markers per haploblock
does not necessarily make a model more different from a marker
based model. This becomes clear by considering the fact that
all haplotype models without the use of gene annotation have a
higher average number of markers per haploblock than the |GA
models, but are still clustered closer to their respective marker
model than the |GA models. The average number of markers
per haplotype was 7.28, 7.32, and 8.08 for the mouse, the DGRP,
and rice data for the models without gene annotation, which was
reduced to 1.22, 3.4, and 1.76 respectively for the |GA models.
For data sets with a rapid LD decay, adding markers to a haplo-
type block will rapidly increase the number of haplotype alleles.
With the "maximum number of alleles" method, which we used

for the construction of haplotypes, a lower LD leads to fewer
markers per haploblock, which may make the haplotype based
models more similar to the corresponding SNP based models.
The DGRP population exhibits a rapid LD decay (Mackay et al.
2012), which is also reflected by the fact that the haploblocks in
models without gene annotation on average have a compara-
ble number of markers for the three data sets, even though the
marker density of the DGRP data is much higher. For the DGRP
data, the average number of markers per haploblock is the high-
est of the three data sets (3.4) for the |GA models, which is a
consequence of the high number of markers mapped to genes.
This illustrates again that the interplay of multiple factors makes
pure and simple statements on the causes of differences in the
predictive ability difficult.

Conclusions

In this study, we proposed different ways to incorporate gene
annotation information into different haplotype based genomic
prediction approaches, including categorical and epistasis mod-
els. We used gene annotation information to point at the DNA
segments which are more likely to play an important role in the
biology of the trait and to define the model on the biologically
functional unit "gene". We validated the new methods with
several data sets representing different data structures (with
respect to marker density, extent of LD and diversity) and a
wide range of traits. Our results show that gene annotation can
be beneficial in the construction of haplotype based models, if
some pre-requirements, such as the availability of a reference
genome and sufficiently accurate gene annotation information,
are fulfilled. The suggested strategy allows us to measure the
pairwise individual similarity on the gene level and provides a
novel option for incorporating gene annotation into GP.
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Supplementary Table 1. Predictive ability in the DGRP
(mean ± SE).
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Supplementary material

Supplementary Table 1 summarizes the predictive ability of the models across all

Drosophila traits. Moreover, Fig. 1 illustrates the model clusters when the predictive

abilities on all traits are used to define their similarity.
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Discussion and Outlook

We will review the coding-dependence of EGBLUP, discuss the results of a simulation

study on the usefulness of the total genetic value in line breeding, and give a short

summarizing discussion on the importance of epistasis and an outlook. The truncated

selection scheme with random mating has been simulated twice with two independently

programmed scripts in R. The targeted mating simulation has not completely been

replicated due to the computational demands. The results presented were obtained in

collaboration with Torsten Pook using his breeding scheme simulation package.
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Reviewing the coding dependence of EGBLUP

Let us reconsider the epistasis model modeling interactions by monomials in the marker

values. For pairwise interactions, we extend the linear model of Eq. (1) to the poly-

nomial of degree two which has been the central object in the section “Epistasis and

covariance: How gene interaction translates into genomic relationship” (Eq.(2)):

yi = µ+ Mi,•β +
∑

k=1,...,p;l>k

Mi,kMi,lhk,l + εi.

For an ordinary least squares approach (provided that a solution exists), the pre-

dictions ŷ are invariant to translations of the marker coding, but the estimates of the

effects µ̂ and β̂ may change.

For the mixed model approach, which can be considered as a ridge regression with

penalty on effect sizes, this change of the estimates β̂ of OLS induces a loss of the

translation invariance of ŷ. This is a result of the effect sizes being penalized in the

corresponding extension of Eq. (5).

We will give an example and discuss the effect of translations of the marker coding

in a more general way afterwards.

Example 1 (Translations of the marker coding). Let the marker data of five individuals

with two markers be given:

y = (−0.72, 2.34, 0.08,−0.89, 0.86) M =




2 2

1 2

2 0

2 1

1 0




Moreover, let us use the original matrix M and the by allele frequencies centered matrix
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M̃ := M− 1 (1.6, 1)︸ ︷︷ ︸
=:P′

. Then, for the corresponding OLS estimates, we receive




µ̂

β̂1

β̂2

ĥ1,2



OLS

=




1.830

−0.970

1.880

−1.140




and




µ̃

β̃1

β̃2

h̃1,2



OLS

=




0.334

−2.110

0.056

−1.140




Note here that the estimated effects β̂ change. However, the estimated interaction ĥ1,2

as well as ŷ remain unchanged.

Contrarily, if we apply the mixed model RRBLUP of Eq. (6) with λ = 1 as penalty

factor for additive effects and the interaction, we receive




µ̂

β̂1

β̂2

ĥ1,2



RR1

=




1.812

−0.889

0.712

−0.480




and




µ̃

β̃1

β̃2

h̃1,2



RR1

=




0.334

−1.151

0.090

−0.575



.

Both solutions produce different predictions ŷ (each with their respective marker matrix

M or M̃).

However, if we only penalize the effect size of the interaction term, both methods give

different estimates for the fixed effect and the additive effects, but the same predictions

ŷ - independent of the translation. To distinguish the different approaches, we use the

notation RRλh=1 for latter regression, which only penalizes the interaction size.




µ̂

β̂1

β̂2

ĥ1,2



RRλh=1

=




2.685

−1.540

1.025

−0.570




and




µ̃

β̃1

β̃2

h̃1,2



RRλh=1

=




0.334

−2.110

0.113

−0.570




Note again that here ŷ = ỹ.

The different cases presented in Example 1 have a certain systematic which we will
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discuss in the following. In particular the circumstance that the predictions of y are

again coinciding for RRλh=1 –independently of the coding– is a result of following simple

proposition which has several interesting implications.

Proposition 1. Let Mi,• be the p vector of the marker values of individual i and let

f(Mi,•) : Rp → R be a polynomial in the marker data of (total) degree D. Moreover, let

M̃ := M−1P′ be a translation of the marker coding (as in Example 1) and let us define

a polynomial f̃ in the translated variables M̃ by f̃(M̃i,•) := f(M̃i,• + P′) = f(Mi,•).

Then for any data y the goodness of fit will be identical

∑

i=1,...,n

(yi − f(Mi,•))
2 =

∑

i=1,...,n

(yi − f̃(M̃i,•))
2

and for any monomial m of highest (total) degree D, the corresponding coefficients am

of f(Mi,•) and ãm of f̃(M̃i,•) will be identical:

am = ãm.

Proof. The fact that the goodness of fit remains the same results from the definition of

the polynomials. To see that the coefficients of monomials of highest (total) degree are

identical, choose a monomial m(Ml1 ,Ml2 , ...,Mld) of the loci l1, ..., ld of (total) degree

D of f . Multiplying the factors of m(M̃l1 + Pl1 , M̃l2 + Pl2 , ..., M̃ld + Pld) gives the same

monomial m(M̃l1 , M̃l2 , ..., M̃ld) as a summand of highest (total) degree, plus additional

monomials of lower (total) degree. Thus, the coefficients of monomials of (total) degree

D remain the same.

Proposition 1 implies that if we change the marker coding from M to M̃, we can

simply adapt the polynomial from f to f̃ to have the same goodness of fit. If f and f̃

are valid fits, this also means that the OLS estimates ŷ will not change when the marker

coding changes. However, note here that Proposition 1 demands a certain flexibility on

the model in terms of having the possibility to adapt any coefficient of monomials of

lower (total) degree. We cannot adapt the regression completely if certain coefficients

are forced to zero by the model structure. We will illustrate this with an example.

Example 2 (Models without certain terms of intermediate degree). Let us consider

the data M and y of Example 1 but with the assumption that marker 2 does not have
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an additive effect.

Then 


µ̂

β̂1

ĥ1,2



OLS

=




3.710

−2.098

−0.012


 and




µ̃

β̃1

h̃1,2



OLS

=




0.334

−2.110

−1.162




and also the estimates ŷ and ỹ are different.

Example 2 illustrates that the model requires a certain completeness of the different

variables to allow the adaption to translations of the coding. In more detail, for any

monomial, the model has to include all “smaller” monomials:

Definition 1 (Completeness of a polynomial model). Let Mi,• be the p vector of the

marker values of individual i and let f(Mi,•) : Rp → R be a polynomial of total degree

D in the marker data. The polynomial model f is called complete if for any monomial

Md1
i,j1

Md2
i,j2
· · ·Mdm

i,jm
of f , all monomials

Mδ1
i,j1

Mδ2
i,j2
· · ·Mδm

i,jm
∀ 0 ≤ δ1 ≤ d1, ∀ 0 ≤ δ2 ≤ d2, ... , ∀ 0 ≤ δm ≤ dm

are included with an coefficient to be estimated.

Given that the model is “complete”, Proposition 1 has various implications. In

the following, we will present two corollaries which explain the results observed in our

examples and theoretical properties of the considered methods.

Corollary 1. Let an OLS estimate of a complete polynomial model f(Mi,•) exist. Then

the estimates of the coefficients of highest (total) degree as well as the predictions ŷ are

invariant with respect to translations of the marker coding.

Corollary 1 is a result of the OLS method being defined only by the goodness of fit

and explains why the OLS estimates ĥ1,2 and h̃1,2 of Example 1 are identical. Moreover,

it also states that the estimates of additive effects will be unaffected by translations of

the marker coding if a model without interactions in considered.

For penalized regressions, we receive the following result:
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Corollary 2. Let us consider a model given by a complete polynomial of (total) degree D

and a mixed model which only penalizes the coefficients of monomials of highest (total)

degree D. Then the prediction ŷ is independent of translations of the marker coding.

Corollary 2 gives the result that RRBLUP with a constant fixed effect 1µ is invariant

to translations of the marker coding which has for instance previously been proven using

the mixed model equations (which is slightly more complicated and less general than

here; Martini et al. (2017)). Moreover, the argumentation on hand also illustrates that

the crucial point of the invariance of RRBLUP is the lack of a penalty factor for the

intercept, that is the monomial of degree zero. Since in EGBLUP, the size of coefficients

of monomials of degree one and two are both penalized, EGBLUP loses its invariance

with respect to translations of the marker coding. An invariance would be given in

the case that only the interactions have a penalty, but neither the additive effects, nor

the intercept. This is also the reason why the predictions of y obtained by RRλh=1 of

Example 1 are invariant to translations.

Remark 1. Proposition 1 stated that the coefficients of monomials of highest total

degree D of f and f̃ will be identical. This statement can even be generalized for some

situations. Consider for instance the model

yi = f(Mi,1,Mi,2,Mi,3) + εi =

= µ+ β1Mi,1 + β2Mi,2 + β3Mi,3 + h2,3Mi,2Mi,3 + εi

The model is a polynomial f of total degree two. Thus, Proposition 1 states that the

coefficient of monomial Mi,2Mi,3 will be identical for f and f̃ . However, since Mi,1 is not

included in any other monomial, its coefficient will also be identical for both polynomials.

Proposition 1 was not generalized into this direction to make the manuscript not more

technical than necessary. The statement made in Proposition 1 is sufficient to explain

the observations related to genomic prediction models.
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Total genetic values in breeding programs

How to use total genetic values including epistatic effects for line breeding has long been

and is still being discussed in scientific literature. A recent publication has for instance

confirmed that selecting for the phenotype instead of the additive breeding value, can

produce a higher long-term gain in truncated selection programs, which the authors

relate to a slower reduction of effective population size and of additive genetic variance

(Esfandyari et al. 2017). In particular this means, a similar long-term response may be

obtained when the selection intensity is reduced in a program selecting for the additive

genetic value. Moreover, it has been pointed out that the long-term response will also

depend on details on the genetic architecture of the trait under consideration, for in-

stance on whether the sign of a marker effect can change when the genetic background

changes (Paixão and Barton 2016).

We simulated a truncated selection program with traits of different genetic archi-

tecture, focusing here on the aspect of whether an allele substitution effect will change

its sign when the genetic background changes (qualitative epistasis) or whether it will

only change its magnitude (quantitative epistasis).

Overall, we considered i) an additive genetic architecture, ii) a quantitative and iii)

a qualitative pair epistasis scenario, and iv) a qualitative epistasis scenario of three way

interaction. The details of the genetic architecture will be given below.

For each of these genetic architectures, we selected for the i) regressed additive

breeding value, or ii) for the epistatic genetic value regressed by the categorical epistasis

model, or iii) for the phenotype in simulated “truncated selection with random mating”

programs. The results show, that the long-term response can indeed be improved by

using alternatives to the additive breeding value as selection criteria. However, the

selection for the breeding value will only be outperformed when the genetic value has

already been driven close to its maximum, that is when the genetic variance has already

been reduced drastically. This circumstance causes doubts that the improvement will

have a practical relevance, since in practice, genetic variance is usually introduced into
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breeding programs to prevent an excessive fixation of alleles in the population.

Since the crucial point for the short and mid-term superiority of the program se-

lecting for the additive genetic value may be the implemented random mating, we also

simulated a program with targeted mating. The results show that incorporating epista-

sis can increase the selection gain in early generations and also maintain this advantage

over time. However, this improvement could only be observed when we used a very de-

tailed knowledge about the genetic architecture of the trait. Such details on the biology

of the phenotype may in practice not be available for complex traits. Thus, on the one

hand we demonstrated that the total genetic value may indeed be useful in non-random

mating scenarios, but on the other hand, our results suggest that a practical relevance

may not materialize in the near future. In the following, we explain the details of the

simulations.

General setup of the simulations

The “genome” of our simulated diploid organism consisted of 10 chromosomes, each

with 500 markers. We started from an F2 population coming from two homozygous

parents and selected with different selection criteria. The breeding objective was to

combine the alleles of both parental lines optimally. The markers were coded as 0,1,2

counting the alleles of parental line 1. Each generation consisted of 1000 individuals.

Genetic values

Out of the 5000 markers, 120 were randomly (uniformly) chosen to define quantitative

trait loci (QTL). For an epistatic genetic architecture, pairs (or triplets) were randomly

formed from the set of QTL. The effects of (pairs or triplets of) markers were arranged

according to the respective genetic architecture (see below). The QTL and their effects

remained constant over generations, but were randomly drawn at the beginning of each

repetition of the whole simulation. Each combination of genetic architecture and selec-

tion criterion was simulated in 100 independent repetitions.

The genetic values of the individuals were calculated as the sum of the effects of

the configuration of each unit (marker, pair of markers or triplet of markers). In more
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detail, in the additive model

g := MQTLβ (7)

with MQTL the 1000 × 120 marker states (0, 1, 2) of the 1000 individuals at the 120

QTL and β the corresponding effects.

For a trait with pairwise epistatic genetic architecture, the equation is analogous,

but with 120/2 units, each unit defined by a pair of two QTL (each with 9 states).

Thus, the epistatic architecture can be expressed by Eq. (7) with an 1000 × 9 · 120/2

matrix ME2
QTL with entries 0 or 1 indicating in which state the respective marker pair

is (Martini et al. 2017). For each individual i, any 9-tuple describing the state of a pair

has only one entry equal to 1 and all others 0. As previously, β denotes the effects but

is here a 9 · 120/2× 1 vector.

Analogously, for epistasis of degree 3, ME3
QTL is a 1000× 27 · 120/3 matrix and β a

27 · 120/3× 1 vector of effects.

Genetic architectures

We considered an additive genetic architecture described by Eq. (7), quantitative pair-

wise epistasis, qualitative pairwise epistasis and (qualitative) epistasis of degree three.

Quantitative pair epistasis Quantitative epistasis refers to a genetic architecture

in which the effect signs will not change when the genetic background changes, but only

their size will. Here, for a pair epistasis model, the genetic background is defined by

the corresponding other marker of the interacting pair. We implemented this concept

the following way: The 120 QTL were randomly partitioned into 60 pairs. For each

pair j, k, three effects were drawn independently from an N (0, 1) distribution of which

the absolute values were used and which were ordered: 0 ≤ β
(2)
j ≤ β

(1)
j ≤ β

(0)
j . The

effect of the genetic background k was drawn analogously but with different order

0 ≤ β
(0)
k ≤ β

(1)
k ≤ β

(2)
k . The effect of a configuration (Mi,j,Mi,k) = (m1,m2) was then

defined by β
(m1)
j · β(m2)

k . With this implementation of quantitative epistasis, one of the

corners (0, 2) or (2, 0) had the highest effect and the opposite corner the lowest. This

guaranteed that this interaction could benefit from combining the genes of the original
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parental lines and had not already been optimal in one of the parental configurations

(2, 2) or (0, 0).

Qualitative pair epistasis To model qualitative epistasis meaning that a marker

changes the sign of its effect if the genetic background changes, we drew the effects of

the nine configurations randomly from a normal distribution N (0, 1) but adapted their

signs in such a way that the corners (0, 2) and (2, 0) had positive effects and all others

had negative effects (with absolute size as initially drawn). The result is a qualitative

epistasis scenario in which whether state 0 or 2 of marker j has a positive influence on

the phenotype depends on the state of marker k.

Cubic qualitative epistasis Analogously to the qualitative epistasis, we partitioned

the 120 QTL into 40 sets of 3 markers which built an interaction unit. The effects of the

27 possible configurations were independently drawn from an N (0, 1) distribution and

the signs were adapted such that the configurations (0, 0, 2), (0, 2, 0), (2, 0, 0), (0, 2, 2),

(2, 0, 2), and (2, 2, 0) had a positive sign and all other configurations had negative effects.

Broad sense heritability, formation of the phenotype and recombination

The phenotypes of the individuals were simulated by

y := g + ε (8)

with g the 1000 × 1 genetic values generated by the respective underlying genetic

architecture and ε ∼ N (0, σ2
εIn). We started with a broad sense heritability h2

h2 :=
Var(g)

Var(g) + σ2
ε

(9)

of 0.8 and kept σ2
ε constant as it has been defined in the first generation. A consequence

is a reduction of broad sense heritability over generations due to the reduction of genetic

variance. For each new generation, the genetic values g were calculated, and the realized

phenotypes were simulated with a realization of ε and Eq. (8).
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Modeling recombination To model recombination, we drew for each chromosome a

number k ∼ Pois(1) following a Poisson distribution with mean 1 to define the number

of recombinations for this chromosome. The k recombination points were then drawn

uniformly from the 500 markers.

Truncated selection with random mating

For truncated selection with random mating, the current generation was evaluated

according to the respective selection criterion. The best 200 individuals were selected

from which 1000 random crosses are derived (with replacement of the parents). In the

following, we explain the different selection criteria.

Phenotype The 200 individuals with the highest phenotype y were selected.

Predicted additive breeding value The additive genetic values ĝa were regressed

based on the model

y = 1µ+ ga + ε. (10)

Here, 1 denotes the 1000 × 1 vector with each entry equal to 1. Moreover, µ is a

fixed effect and ga ∼ N (0, σ2
gG) is assumed to come from a multivariate Gaussian

distribution, where G is the additive genomic relationship matrix (G = M′M), and

where again M is the marker matrix of all SNPs, but without the markers defining the

QTL. Moreover, ε ∼ N (0, σ2
ε I) with I denoting the identity of dimension 1000. The

variance components σ2
g , σ

2
ε were estimated using the R package EMMREML (Akdemir and

Godfrey 2015). The 200 individuals with the highest values of ĝa were selected and

randomly crossed.

Predicted epistatic breeding value To select for an epistatic genetic value, we

used the categorical epistasis model (Martini et al. 2017). For this, we predicted ĝCE

based on model (10) but with gCE ∼ N (0, σ2
CECE) instead of ga. Here, CE denotes

the genomic relationship matrix of a model in which each combination of the alleles of

two loci has its own effect independently coming from the same Gaussian distribution

(Martini et al. 2017). The markers defining the QTL were excluded. The prediction of
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genetic values was carried out analogously to the additive breeding value, but with the

alternative genomic relationship matrix.

Results Figs. 2 and 3 illustrate the response of the population to selection with the

different selection criteria. In more detail, three characteristics are considered. The

first column on the left-hand side illustrates the development of the mean total genetic

value of the population over time, divided by the maximal value which is possible with

the effects of the respective simulation. The development of the correlation of the se-

lection criteria and the known total genetic value is shown in the middle column, and

the variance of the genetic value is summarized in the right-hand column. Note that

the results shown represent the mean of 100 independent simulations.

Comparing the additive to the quantitative pair epistasis scenario presented in Fig. 2,

we make the following main observations: The short-term response is very similar be-

tween the three selection criteria for both genetic architectures. The fact that the

response to phenotypic selection is not significantly lower than the response to selection

for the additive breeding value is a result of the high starting heritability of 0.8. A lower

heritability would make the programs more different in early generations. Moreover,

we see that the selection for the phenotype produces the highest long-term response,

which is followed by the selection for the epistatic genetic value. Selecting for the ad-

ditive breeding value shows the lowest maximal value. This relation has a duality in

the genetic variance plots indicating that additive selection reduces the variance Var(g)

faster than the other selection criteria. This observation also suggests that the reason

for a higher long-term response is a reduced selection pressure on single markers. Since

we have on average 12 QTL on each chromosome, QTL with positive effects will also

be in linkage with QTL of negative effects. A strong selection pressure on QTL with

high effects will necessarily also lead to the fixation of linked QTL with small negative

effects. This circumstance reduces the maximal value which is reached. In case that

the selection is more fuzzy and thus fixes single markers with less pressure, desirable

recombinations have more time to occur. In these aspects, the two scenarios of genetic

architecture are very similar, only the maximal value which is reached is slightly reduced

for the quantitative pair epistasis scenario. A difference we observe is in the ranking
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of the correlations between the selection criteria and the true total genetic value. For

the additive genetic architecture, the correlation between true total genetic value and

estimated breeding value is higher than between true total genetic value and estimated

epistatic breeding value. Approximately from generation 20 on, both quantities seem

to have a very similar prediction accuracy for the total genetic value. For quantitative

pair epistasis, the correlation of the regressed epistatic genetic value with the true to-

tal genetic value is for many generations higher than the correlation of the estimated

additive genetic value with the true total genetic value. However, this higher accuracy

of the prediction of the total genetic value does not lead to an improved response to

selection. Note here that the correlation functions tend to become rougher when the

genotypes tend to be fixed. This circumstance reflects the strong variation when the

variance Var(g) approaches zero.

Considering Fig. 3, which illustrates the same characteristics for the qualitative pair

and the qualitative cubic scenario, we see that the regression with an epistasis matrix

gives a more accurate prediction of the total genetic value than the estimated additive

genetic value. Moreover, the difference in accuracy of the two predictions is increased,

compared to the quantitative pair epistasis scenario. However, again the improved

prediction accuracy does not lead to an increased selection gain, but contrarily the

selection for the additive value benefits from the more complex genetic architecture on

the short-term. For the long-term response, the order of the different programs remains

as for the other genetic architectures, but the maximal values which are reached are

stepwise reduced when the genetic architecture becomes more complicated.

Discussion In this simulation, we observed indeed an improvement of the long-term

response to selection when alternatives to the (additive) breeding value were used as

selection criteria. However, the improvement has only been realized when the program

selecting for the additive breeding value has already been close to its maximum. Thus,

this characteristic does not seem to have a general practical relevance, since in real

breeding programs additional genetic variance is usually introduced to prevent complete

fixation, and mutations occur. Moreover, the improvement was also observed in the

scenario of additive genetic architecture, suggesting that it may mainly be a result of
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Figure 2: Truncated selection with random mating under additive genetic ar-
chitecture or quantitative pair epistasis. Response to selection with different selec-
tion criteria (black: additive breeding value regressed by GBLUP; red: epistatic breeding
value regressed with CE; blue: phenotype). First row: Additive genetic architecture.
Second row: Quantitative pair epistasis. First column: Development of the mean pheno-
type of the population over generations. Here, the response is standardized by dividing
by the maximal genetic value which is possible with the respective marker effects of the
simulation. The graphs show the mean of 100 independent simulations with randomly
drawn QTL and corresponding effects. Second column: Correlation of the real, known
total genetic value and the respective selection criterion. Third column: The variance of
the total genetic value Var(g) in the respective generation.
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Figure 3: Truncated selection with random mating under qualitative pair
epistasis and cubic qualitative epistasis. Upper row: qualitative pair epistasis; lower
row: cubic qualitative epistasis; Organization of the plots as described in Fig. 2.
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fixing markers with less pressure and giving the population more time to recombine

beneficial alleles. Thus, our results are in accordance with other simulations addressing

this topic with different models of genetic architecture and other simulation settings

(Esfandyari et al. 2017; Forneris et al. 2017). In the next section, we investigate whether

an improved prediction accuracy for the total genetic value may be of advantage in

targeted mating programs.
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Targeted mating

To implement a breeding program with targeted mating, we used the following ap-

proach: Each pair of individuals was evaluated by a prediction of the expected perfor-

mance of their offspring according to the respective model (details given below). The

results were summarized in a matrix E. To generate the following generation, the 1000

pairs with the highest expected performance of their offspring were chosen, and each

selected pair was mated once to generate one individual for the next generation (with-

out the diagonal of E, that is without selfing). The underlying genetic architectures

were the quantitative or the qualitative pair epistasis scenario, respectively. We used

a mixed model approach and the package EMMREML by Akdemir and Godfrey (2015) to

estimate all required parameters. In the following, we explain the different criteria used

for cross evaluation.

Mean of the parental additive breeding values The additive genetic values ĝa

were regressed (Eq. (10) with all markers, also including the QTL) from the phenotypes

of the current generation and Ei,j = 0.5 · (ĝa,i + ĝa,j).

Estimated additive breeding value with information which markers are QTL

The additive genetic values were estimated, but restricted only to the causative markers.

The predicted cross-performance was calculated as the mean of these genetic values of

the potential parental lines.

Predicted epistatic breeding value with information which markers are QTL

We restricted the CE model to the causative markers, which means we used a model in

which all causative markers have pairwise interactions. Since each pair of 120 QTLs can

have nine configurations, we predicted 9 · 120·119
2

effects based on the 1000 phenotypes

of the individuals of the current generation. Having these effects, we calculated for

each pair of potential parents the probabilities of each combination of their QTL in the

offspring. The model of recombination is important to calculate these probabilities, and

we used the knowledge on the simulation described in “Modeling recombination”. The

pair of individuals was then evaluated by the expected genetic value of its offspring.
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Predicted epistatic breeding value with information which markers are QTL

and which pairs of markers interact Having the additional information on which

markers interact, we restricted the model to the 9 · 60 interaction effects. Having

estimated these effects, we calcualted for each pair of potential parents the probabilities

of obtaining certain combinations of interacting QTL in the offspring to predict the

expected total genetic value of the latter.

Results We evaluated the different selection criteria in the targeted mating approach

for the quantitative and qualitative pair epistasis scenarios. In the quantitative pair

epistasis scenario, the selection for the additive value performs on average identical

to the epistasis model which is based on knowledge of which markers are QTL and

which pairs interact (black line “GBLUP” vs. roughly dashed red line “CE|QTL +

Interactions” in the first row and first column of Fig. 4). The selection based on

the epistasis model which is restricted to the causative markers, but which models all

pairwise interactions between them exhibits the lowest performance (CE|QTL). In the

qualitative pair epistasis scenario, we see indeed that the selection based on an epistasis

model can increase selection gain. However, this is only the case when we know the

causative mutations and which pairs interact (CE|QTL + Interactions). Without the

additional knowledge on which pairs interact and thus using a model incorporating

all pairwise interactions of the QTL (CE|QTL), we observe an immense reduction of

selection gain compared to a selection for the additive genetic value.

Discussion Our results in the targeted mating scenario with qualitative pair epistasis

as genetic architecture give a proof of concept that epistasis models can theoretically

be used to improve selection gain over time (qualitative pair epistasis and “CE|QTL +

Interactions”). However, we also see that incomplete information can reduce the per-

formance of the breeding program drastically (compare the dashed red lines in Fig. 4).

Since in practice, the information on the biology of the trait will not be that detailed for

complex traits, possible knowledge on the locations of QTL should rather be incorpo-

rated in an additive marker model. An immediate practical relevance of using the total

genetic value has not been demonstrated by our simulated targeted mating program.
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Figure 4: Targeted mating in the quantitative and qualitative pair epistasis
scenarios. Upper row: Development of the mean total genetic value and the genetic
variance Var(g) over time in the quantitative pair epistasis scenario. Lower row: Qual-
itative epistasis. Black: the additive selection models GBLUP or GBLUP restricted to
only causative markers (GBLUP|QTL). Red: the epistasis models CE restricted to the
causative markers, but with all pairwise interactions between them (CE|QTL) and a
model that only incorporates the causative interactions, but estimates the effects of the
nine configurations of each pair (CE|QTL + Interactions).

91



Reviewing the main results of this work

In this work, we investigated theoretical and practical aspects of different epistasis

models. We showed that the large number of variables on which pair epistasis models

are built on is not an obstacle to use them for genomic prediction, since interaction

effect models can be translated into genomic relationship matrix approaches. The cor-

responding epistatic relationships can be easily calculated as Hadamard products of the

additive relationship matrices. This is true for GBLUP and EGBLUP (Jiang and Reif

2015; Martini et al. 2016), but also for CM and CE (Martini et al. 2017).

To illustrate the potential of variable selection in epistasis models, we implemented

an approach of selecting interactions with data from prior experiments. In more de-

tail, we used the data of wheat lines grown in a certain environment to predict the

interaction effects with a ridge regression, and discarded the interactions with smallest

absolute effect sizes. The remaining interactions were then used to define the statisti-

cal model for prediction within other environmental conditions. Conceptually, this is

a relatively simple approach and may have advantages over other methods when the

selected interactions are supposed to be used for genomic prediction afterwards. Since

we perform the variable selection already in the same framework in which we use them

afterwards, this criterion may be more appropriate than for instance a method in which

each pair is tested isolatedly without considering the structure of the remaining data.

Thus, our approach is a conceptually simple option out of the many different methods

proposed to identify statistically important interactions (Wang et al. 2016; Li et al.

2016; Xu et al. 2016; Frost et al. 2016; Hung et al. 2016; Sung et al. 2016). This topic

may in particular be of special interest for plant breeding in which the prediction of

the performance of the same lines in different environmental situations is of importance

and where also a lot of data from previous experiments may be available.

We illustrated that EGBLUP has the disadvantage of the marker coding having

an impact on the predictive ability, and proposed the categorical models CM and its

epistatic extension CE as alternatives to GBLUP and EGBLUP. We showed that the

predictive abilities of these models not only remain on a reasonable level but that they
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also exceed the predictive ability of GBLUP on many traits of the considered data sets

(Martini et al. 2017). In particular this illustrated again that the intra-locus additivity

of GBLUP, implemented by multiplying the marker value 0, 1, or 2 with the marker

effect is not essential for genomic prediction of phenotypes. The CM model gives a

comparable predictive ability, and does not assume this intra-locus additivity, but in-

stead models classical additive and dominance effects jointly.

Moreover, we used external gene annotation data to define haploblocks and thus to

build the statistical model on biologically functional units instead of on single markers

(Gao et al. 2017). The topic of incorporating gene annotation data has been addressed

in several publications in the last years and has often been approached on the marker

level by building different annotation classes of markers and treating them differently

in the prediction (Morota et al. 2014; Do et al. 2015; MacLeod et al. 2016). We fused

here allele-dosage models or categorical models (Martini et al. 2017) with a haploblock

approach (Meuwissen et al. 2014) and with the information on where genes are located,

to create a model that defines a relationship on the level “protein coding gene”. In par-

ticular on the rice data, our methods exhibited a relevant increase in predictive ability

compared to marker based models or models based on haplotypes which do not use gene

annotation information. We focused here on the haploblock characteristic and did not

compare our models to single marker approaches using gene annotation. This should

be done in future work to compare the improvement when identical gene annotation

information is incorporated in different ways. Overall, our model illustrated that using

external biological information can be beneficial and that it can be relatively easily

incorporated in different ways into the prediction model.

Our main results are in line with the conclusions of many other publications of the

last years which illustrated that epistasis models (Crossa et al. 2010; Ober et al. 2011;

Zhang et al. 2015) and the incorporation of external information (Zhang et al. 2014)

can improve the prediction of phenotypes. This circumstance may be interpreted as

another hint for the importance of epistasis for the formation of phenotypes, also on

the statistical effect level (Tyler et al. 2016; Sohail et al. 2017). Yet, since the additive

effects also tend to “obscure” epistatic effects (Sackton and Hartl 2016), it is not clear
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whether an improved predictive ability of an epistasis model remains when the marker

density increases. It may be the case that more of the variance caused by epistatic

effects is taken up by additive effects when more markers with a gradual decrease in

linkage disequilibrium are added. However, this topic needs a more systematic investi-

gation to give a clear answer.

It is also an open question how an improved predictive ability can be used bene-

ficially in breeding programs. In our simulations of truncated selection with random

mating, a higher long-term response was observed when alternatives to the breeding

value were used as selection criterion. This observation is in line with literature report-

ing a potential increase in long-term response and a maintenance of additive variance

over time resulting from an epistatic genetic architecture (Carlborg et al. 2006; Paixão

and Barton 2016; Esfandyari et al. 2017; Forneris et al. 2017). However, a major part

of the gain in long-term response when alternatives to the breeding value are used as

selection criterion seems to be simply caused by the reduced fixation speed, thus pro-

viding more time to combine positive alleles by recombination (Esfandyari et al. 2017).

This view is supported by our result of observing an improved long-term response also

with an additive genetic architecture. The differences in long-term gain of the con-

sidered selection criteria were in our examples similar across the different scenarios of

genetic architecture, but a slight tendency of the long-term gap becoming bigger with

a more complex genetic architecture may be observed (Figs. 2 and 3). However, the

additional gain has only been realized when the program selecting for the breeding value

has already been close to its maximum. In real breeding programs in which additional

variance may be added for instance from pre-breeding programs, and where mutations

occur, this plateau is usually not reached. Thus, the practical relevance of this improved

long-term gain seems low.

Since the short and mid-term superiority of a selection for the breeding value may be

enhanced by the implemented random mating, we simulated a targeted mating program,

for which an incorporation of epistasis may be of advantage. Here, we gave a proof of

concept that the consideration of epistasis can theoretically improve the selection gain

in this breeding scheme. Considering the response to selection with the “CE|QTL +
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Interactions” criterion in the qualitative epistasis scenario of Fig. 4, we see a very similar

maximal level compared to the additive selection with knowledge on which markers are

QTL, but a relevantly faster short-term improvement. To achieve this improvement, we

needed detailed information on the location of the QTL and also on which pairs of them

interact. In real breeding programs, this level of detailed information will hardly be

given. Considering the response to selection in the breeding program using an epistasis

model with the knowledge which markers are QTL, but not which pairs interact, we

see that the response is drastically reduced, which illustrates the pitfalls of applying

epistasis models in this situation of targeted mating. The more complex statistical

epistasis model does not show the robustness that the selection for the additive genetic

value shows. Using the more detailed model but with incomplete information reduces

the selection gain strongly (CE|QTL vs. CE|QTL + Interactions of Fig. 4). Since real

underlying biological processes are much more complicated in the sense that they are

not only based on disjunct pairwise interactions but on higher order interaction, there

is the permanent threat of having insufficient information. Comparing this behavior

to the responses of selection for the additive value(s), we see that the GBLUP model

has a relative high performance in all genetic architectures, and that the knowledge

of which markers are QTL constantly improves the mid and long-term response across

different genetic architecture scenarios (Fig. 4). Thus, we gave a proof of concept for

the theoretical usefulness of a more accurate prediction of total genetic values, but also

illustrated that in practice the required conditions will usually not be satisfied. For these

reasons, epistasis models may be interesting for predicting crossbreed performance or for

the prediction of the phenotype of a plant line under different environmental conditions,

but a practical usefulness in line breeding has not been demonstrated. However, this

topic should also be addressed in more detail. The fact that the knowledge on the

locations of the QTL does improve the long-term response in our simulation when

selecting with an additive model, also supports the hope that predictions across different

populations may be more robust when additional knowledge on the biology of the trait

is incorporated (Snelling et al. 2013).
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Potential future research topics

The field of statistical epistasis offers many open questions to be addressed. Extending

this work, of special interest would be the variable selection problem in the context of

epistasis models. A conceptually relatively simple approach could be the comparison

of different variable selection methods or tests for interactions (for instance according

to Wang et al. (2016); Li et al. (2016); Xu et al. (2016); Frost et al. (2016); Hung et al.

(2016); Sung et al. (2016)) and the incorporation of the corresponding interactions in

a prediction model, as it has been done based on the estimated absolute effect sizes in

a ridge regression approach on the wheat data set in this work. The prediction of the

performance of lines under different environmental conditions, which is often addressed

by adapting the covariance structure of measurements to the covariance of environmen-

tal conditions (Cuevas et al. 2017) or gene×environment interaction, is an important

topic in plant breeding and may also be addressed by means of selecting interactions.

Concerning our gene annotation based haploblock model, a key characteristic is

which annotation class is used. We used haploblocks defined according to the location

of protein coding genes to create a model built upon these biological functional units.

Here, considering other types of units or several different types simultaneously with

their own variance components may be interesting. Moreover, we used in our work

marker based models and haploblock models as references, but not marker models us-

ing gene annotation (Morota et al. 2014; Do et al. 2015; MacLeod et al. 2016). A

systematic comparison of these approaches on different data sets may be interesting.

Addressing our gene annotation based haplotype models with epistasis, the question of

whether the information on which variables interact could also be derived from exter-

nal sources such as data bases on biochemical pathways, is also of extraordinary interest.

The previously mentioned question of how the marker density affects the predictive

ability of marker based epistasis models should be investigated. An approach can be

to follow the work by Ober et al. (2012) who reduced the marker density of a large

data set step-wise and considered the predictive ability of GBLUP at different marker

densities.
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Finally, the question of whether and how an improved prediction of the total genetic

value can be used in a breeding scheme to increase selection gain is still open and

relevant. For instance, different crossbred breeding schemes could be checked for points

at which a higher predictive ability of the phenotype could be of advantage. However,

the results of this work on the targeted mating do not provide an optimistic perspective

on this topic.
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