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Abstract

An improved expanding and shift (IEAS) scheme for efficient fourth-order difference co-array construction is proposed. Similar to the previously proposed expanding and shift (EAS) scheme, it consists of two sparse sub-arrays, but one of them is modified and shifted according to a new rule. Examples are provided with the second sub-array being a two-level nested array (IEAS-NA), as such a choice can generate more fourth-order difference lags (FODLs), although with the same number of consecutive lags. Furthermore, the array aperture of IEAS-NA is always greater than the corresponding EAS structure, which helps improving the DOA estimation result. Simulations results are provided to show the improved performance by the proposed new scheme.

Keywords: Sparse arrays, fourth-order difference co-array, expanding and shift scheme, cumulant.

1. Introduction

Sparse arrays combined with the second-order difference co-array concept can provide much more degrees of freedom (DOFs) than traditional uniform linear arrays (ULAs), and many methods have been proposed for underdetermined direction of arrival (DOA) estimation based on such arrays, such as the spatial smoothing-based subspace methods [1, 2], or compressive...
sensing (CS)-based methods [3, 4, 5, 6, 7]. Two representative sparse array structures are the co-prime arrays (CPAs) [8, 3, 9] and the nested arrays (NAs) [10, 11, 12, 13, 14].

By exploiting additional statistical properties of the impinging signals, such as non-Gaussianity or non-stationarity, fourth-order difference co-arrays can be constructed for underdetermined DOA estimation with further increased DOFs [15, 16, 17, 18, 19, 20, 21, 22, 23]. Two of the sparse array construction methods specifically designed for fourth-order difference co-array generation are the extension based on CPAs and NAs in [23, 24], which we call the three sub-arrays (TSA) scheme in this paper, and the expanding and shift (EAS) scheme proposed in [25], which are based on modifying and combining two existing sparse array structures. It was shown that the EAS scheme can generate much more consecutive co-array virtual sensors than the TSA scheme.

In this work, we propose an improved version of the EAS scheme which can generate more DOFs with a larger aperture. Same as the EAS scheme, there are two sparse sub-arrays in the proposed improved EAS (IEAS) scheme: one of them is expanded and shifted, but the value of shift is concerned with the consecutiveness of the second sparse array. As an implementation of the EAS scheme, the EAS-NA structure, where the second sparse sub-array is based on the nested array, is the most efficient one, generating more consecutive fourth-order difference lags (FODLs) than the others [25]. Similarly, one implementation of the IEAS scheme is the IEAS-NA structure, where the second sparse sub-array is derived from a nested array, and is more efficient than the others. The number of consecutive FODLs for both EAS-NA and IEAS-NA is exactly the same, while the number of total FODLs of IEAS-NA is greater than that of EAS-NA. More importantly, the sensors of IEAS-NA are distributed in a wider range than EAS-NA, leading to a larger array aperture. These advantages result in a better DOA estimation performance compared to the original EAS-NA scheme.

This paper is organized as follows. The EAS scheme is reviewed in Sec. 2 and the proposed IEAS scheme is introduced in Sec. 3. Design examples and a comparison of different schemes are presented in Sec. 4. Simulation results are provided in Sec. 5 and conclusions are drawn in Sec. 6.

2. Review of The EAS Scheme

Assume a sparse array can be split into two separate sparse linear arrays (SLA), and the first sub-array has $I$ sensors, while the second one has $J$
sensors as shown in Fig. 1. Denote the unit spacing by \(d\), with \(d = \lambda/2\). Then, positions of the whole array can be represented by a combination of the following two sets

\[
P_1 = \{p_1 \cdot d, p_2 \cdot d, \ldots, p_I \cdot d\}
\]

\[
P_2 = \{p_{1+I} \cdot d, p_{2+I} \cdot d, \ldots, p_{J+I} \cdot d\}
\]

(1)

Suppose there are \(K\) far-field independent non-Gaussian narrowband signals \(s_k(t) (k = 1, \ldots, K)\) impinging on the array. With the DOA of the \(k\)th source being \(\theta_k\), and taking the origin “0” as the zero-phase reference point, the observed signal \(x_i(t)\) at the \(i\)th sensor is given by

\[
x_i(t) = \sum_{k=1}^{K} \exp(j2\pi p_i d \cos \theta_k / \lambda) s_k(t) + n_i(t)
\]

(2)

\(i = 1, \ldots, I + J\), where \(n_i(t)\) is the additive Gaussian noise of the \(i\)th sensor, independent of the signals. Suppose \(1 \leq i, j, u, v \leq I + J\) and \(\{i, j, u, v\} \in \mathbb{Z}\). The fourth-order cumulant value \(C(i, -j, u, -v)\) of the \(i\)th, \(j\)th, \(u\)th and \(v\)th sensor observed signals can be expressed as [15]

\[
C(i, -j, u, -v) = \text{cum}[x_i(t), x_j^*(t), x_u(t), x_v^*(t)] = \sum_{k=1}^{K} \exp[j2\pi(p_i - p_j + p_u - p_v)d \cos \theta_k / \lambda] \cdot \text{cum}(s_k(t), s_k^*(t), s_k(t), s_k^*(t))
\]

(3)

where \(^*\) denotes complex conjugate, and \(\text{cum}()\) denotes the fourth-order cumulant operation. The fourth-order difference co-array cannot only generate a much larger number of virtual sensors than the second-order difference co-array, but also remove the Gaussian noise components, further improving the DOA estimation performance of the whole system.
The FODL expression \((p_i - p_j + p_u - p_v)\) corresponding to the new virtual sensors can be written as
\[
p_i - p_j + p_u - p_v = (p_i - p_j) + (p_u - p_v)
\] (4)

Clearly, this FODL expression can be seen as two second-order difference lags added together and we could construct the fourth-order difference co-array by two separate second-order difference co-arrays with different ranges as shown in the EAS scheme [25], where we first expand the spacing of the second sparse array, and then shift the expanded array by a proper distance.

For the EAS scheme, we assume two sparse arrays, which contains \(\bar{M}\) and \(\bar{N}\) sensors, separately. They can be represented as
\[
\bar{Q}_1 = \{\bar{q}_1 \cdot d, \bar{q}_2 \cdot d, \ldots, \bar{q}_m \cdot d, \ldots, \bar{q}_M \cdot d\}
\]
\[
\bar{Q}_2 = \{\bar{q}_{1+\bar{M}} \cdot d, \bar{q}_{2+\bar{M}} \cdot d, \ldots, \bar{q}_{n+\bar{M}} \cdot d, \ldots, \bar{q}_{\bar{N}+\bar{M}} \cdot d\}
\] (5)

and the number of consecutive second-order difference co-array sensors for these two sub-arrays are defined as \(C_{\bar{M}}\) and \(C_{\bar{N}}\), separately.

To construct \(P_1\) and \(P_2\) according to the EAS scheme using the elements of \(\bar{Q}_1\) and \(\bar{Q}_2\), \(\bar{Q}_1\) can be used as \(P_1\) directly, but \(\bar{Q}_2\) should be expanded and shifted to be \(P_2\). To be specific, the unit spacing of \(\bar{Q}_2\) should be expanded to \(C_{\bar{M}} \cdot d\) at first, and then shifted by a proper distance \(\Delta q\), by which one sensor of the two sub-arrays will be co-located, so that one of the co-located sensors can be removed. To obtain a larger aperture, the last sensor of the first sub-array can coincide with the first sensor of the second sub-array. The number of physical sensors is then \(I = \bar{M}\) for \(P_1\) and \(J = \bar{N} - 1\) for \(P_2\), and the elements of the EAS scheme can be defined as
\[
p_i = \bar{q}_m, \quad i = 1, \ldots, I; m = 1, \ldots, \bar{M}
\]
\[
p_j = \bar{q}_{n+\bar{M}} \cdot C_{\bar{M}} + \Delta q, \quad j = 1, \ldots, J; n = 2, \ldots, \bar{N}
\] (6)

where \(\Delta q = \bar{q}_{\bar{M}} - \bar{q}_{1+\bar{M}} C_{\bar{M}}\), and \(\bar{q}_{2+\bar{M}} \cdot C_{\bar{M}} + \Delta q\) is the first sensor of \(P_2\). Note that the first sensor \(\bar{q}_{1+\bar{M}} \cdot C_{\bar{M}} + \Delta q\) of \(P_2\) is co-located with \(\bar{q}_{\bar{M}}\) and has been removed. As a result, the total number of sensors and FODLs of this scheme can be expressed as
\[
\bar{L} = \bar{M} + \bar{N} - 1, \quad C_{\bar{L}} = C_{\bar{M}} C_{\bar{N}}
\] (7)

Define EAS-NA as the EAS scheme with the second sparse sub-array being a nested array. For a nested array, we have the property of \(\bar{q}_{\bar{N}+\bar{M}} - \bar{q}_{1+\bar{M}} = \frac{C_{\bar{N}} - 1}{2}\), where \(\frac{C_{\bar{N}} - 1}{2}\) is the maximum number of positive consecutive
second-order lags. For such a choice, an extra segment of $2(\bar{q}_M - \bar{q}_1)$ consecutive FODLs will be generated. Then, the EAS-NA structure can finally generate a number of consecutive FODLs as

\[ C_{Lna} = C_M C_N + 2(\bar{q}_M - \bar{q}_1). \] (8)

For the EAS-NA scheme, the number of total FODLs including consecutive and nonconsecutive ones, is the same as the number of consecutive FODLs, which is given by

\[ C_{Tna} = C_M C_N + 2(\bar{q}_M - \bar{q}_1) \] (9)

3. The Improved EAS (IEAS) Scheme

Compared to the EAS scheme, instead of shifting the second sub-array in such a way that the two sub-arrays have one pair of co-located sensors, the IEAS scheme shifts the second sub-array further away from the first one and there are no co-located sensors in the new structure. Define IEAS-NA as the class of IEAS schemes with the second sparse sub-array being a nested array. As shown later, this further shift will increase the total FODLs of the IEAS-NA. Moreover, the aperture of the IEAS-NA scheme is increased which helps improve the resolution of the whole system.

Assume there are two sparse arrays which contains $M$ and $N$ sensors, separately, as given below.

\[ Q_1 = \{q_1 \cdot d, q_2 \cdot d, \ldots, q_m \cdot d, \ldots, q_M \cdot d\} \]
\[ Q_2 = \{q_1 + M \cdot d, q_2 + M \cdot d, \ldots, q_n + M \cdot d, \ldots, q_N + M \cdot d\} \] (10)

Assume these two sub-arrays can generate $C_M$ and $C_N$ second-order difference lags, separately. The first step in IEAS is also expanding the second sparse array as in the EAS scheme, which can generate a consecutive integers segment from $-(C_M C_N - 1)/2$ to $(C_M C_N - 1)/2$. Assuming the shift distance now is denoted by $\Delta s \cdot d$, the elements of IEAS sub-arrays with $I = M$ and $J = N$ physical sensors can be represented by

\[ p_i = q_m \quad i = 1, \ldots, I; m = 1, \ldots, M \]
\[ p_j = q_n + M \cdot C_M + \Delta s \quad j = 1, \ldots, J; n = 1, \ldots, N \] (11)

Note that the FODLs generated by these two sub-arrays can be at least $C_M C_N$ by choosing $p_i$ and $p_j$ from $P_1$ while $p_u$ and $p_v$ from $P_2$ in the FODL expression $(p_i - p_j) + (p_u - p_v)$. Choosing a proper $\Delta s$ could further
increase the number of FODLs, and we can also use other strategies, such as choosing $p_1, p_j$ and $p_v$ from $P_1$ while $p_u$ from $P_2$. With this choice, using $(p_i - p_j) + (-p_v)$ will generate consecutive integers by shifting the autocovariance of $P_1$ to every negative points of $P_1$. The consecutive integers segment generated by the autocovariance of $P_1$ is from $-(C_M - 1)/2$ to $(C_M - 1)/2$ with 0 at its center. Then, the consecutive integers segment shifted to $-q_M$ will be from $-q_M - (C_M - 1)/2$ to $-q_M + (C_M - 1)/2$, while the segment shifted to $-q_1$ is from $-q_1 - (C_M - 1)/2$ to $-q_1 + (C_M - 1)/2$. Removing the overlapped integers between these two segments, the overall consecutive integers segment is from $-q_M - (C_M - 1)/2$ to $(C_M - 1)/2$, with 0 at its center. Then, the corresponding FODLs the combination $[(p_i - p_j) + (-p_v)] + p_u$ generates can be considered as the consecutive integers segment generated by $(p_i - p_j) + (-p_v)$ being shifted again with the elements of $Q_2$ at its center. Assuming from $q_{U+M}$ to $q_{V+M}$ is the maximum consecutive integer range in $Q_2$, they can definitely generate consecutive FODLs from $(q_{U+M}C_M + \Delta s) - q_M - (C_M - 1)/2$ to $(q_{V+M}C_M + \Delta s) - q_1 + (C_M - 1)/2$. To maximize the segment of FODLs, we would like the first point of this consecutive FODLs segment to be next to the last point of the consecutive FODLs segment $C_M C_N$. In this case, the corresponding $\Delta s$ can be calculated as

$$q_{U+M}C_M + \Delta s - q_M - (C_M - 1)/2 = (C_M C_N - 1)/2 + 1,$$

$$\Delta s = (C_M C_N - 1)/2 - q_{U+M}C_M + (C_M - 1)/2 + q_M + 1.$$ (12)

With this value of $\Delta s$, the maximum positive FODLs will be increased to $(V - U + 1)C_M + q_M - q_1 - 1$ and the overall consecutive FODLs will also increase accordingly. The total number of sensors and consecutive FODLs of this scheme can be expressed as

$$L = M + N$$

$$C_L = C_M C_N + 2(V - U + 1)C_M + 2(q_M - q_1).$$ (13)

The physical layout of these two schemes is shown in Fig. 2, and the way of constructing the IEAS scheme is summarised in Tab. 1. The steps of constructing the EAS scheme is a little different, which only uses the steps 1, 2, 5, 6 and 7. The EAS scheme can remove one co-located sensor of the two sub-arrays by the shifting, while the IEAS scheme can generate more FODLs using the consecutiveness of the second sub-array.

It can be seen that the co-array extension ability of IEAS is related to the consecutiveness of the second sparse array. Among all the existing sparse arrays with the same number of physical sensors, the two-level nested array
contains the best consecuteness in itself. It can be derived that the IEAS-NA can generate the most FODLs among all possible IEAS implementations based on existing sparse array structures. Let \( N_1 \) and \( N_2 \) be the two parameters of the second sparse array, and the maximum consecutive range of integers in the nested array is from 1 to \( (N_1 + 1) \) with \( (N_1 + 1) \) sensors in it, which means \( V - U + 1 = N_1 + 1 \), so that the number of consecutive FODLs is given by

\[
C_{Lna} = C_M C_N + 2(N_1 + 1)C_M + 2(q_M - q_1) \tag{14}
\]

Then, we can also derive the total number of FODLs of the IEAS-NA. For IEAS-NA, the consecutive FODLs correspond to the \( N_1 + 1 \) consecutive sensors of the second sparse array, and the total number of FODLs should also depend on the remaining \( (N_2 - 1) \) nonconsecutive sensors of the second array. Assume in \((p_i - p_j) + (p_u - p_v)\), \(p_i, p_j\) and \(p_u\) and \(p_v\) are chosen from \(Q_1\) while \(p_u\) is from \(Q_2\). The positive FODLs segments generated by choosing \(p_u\) from 1 to \(N_1 + 1\) are consecutive, while segments generated by choosing \(p_u\) from \(2(N_1 + 1)\) to \((N_2 - 1)(N_1 + 1)\) are nonconsecutive. Taking \(p_u = 2(N_1 + 1)\) as an example, it generates a segment of FODLs from \(2(N_1 + 1)C_M + \Delta s - q_1 - (C_M - 1)\) to \(2(N_1 + 1)C_M + \Delta s - q_1 + (C_M - 1)/2\) with \((3C_M - 1)/2\) lags in...
Table 2: Example settings and the FODLs generated by the EAS and IEAS schemes.

<table>
<thead>
<tr>
<th></th>
<th>EAS scheme</th>
<th>IEAS scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_1 ) or ( Q_1 )</td>
<td>( {1, 2, 3, 6, 9} )</td>
<td>( {1, 2, 3, 6, 9} )</td>
</tr>
<tr>
<td>( Q_2 ) or ( Q_2 )</td>
<td>( {1, 2, 3, 6} )</td>
<td>( {1, 2, 4} )</td>
</tr>
<tr>
<td>( P_1 )</td>
<td>( {1, 2, 3, 6, 9} )</td>
<td>( {1, 2, 3, 6, 9} )</td>
</tr>
<tr>
<td>( P_2 )</td>
<td>( {26, 43, 94} )</td>
<td>( {77, 94, 128} )</td>
</tr>
</tbody>
</table>

\[
\begin{array}{ll}
\text{\( p_i, p_j \) from \( P_1 \), \( p_u, p_v \) from \( P_2 \)} & \\
\text{\( (p_i - p_j) \)} & -8 \sim 8 \\
\text{\( (p_u - p_v) \)} & -68, -51, -17, 0, 17, 51, 68 \\
\text{\( (p_i - p_j) + (p_u - p_v) \)} & -76 \sim -43, -25 \sim 25, 43 \sim 76 \\
\end{array}
\]

\[
\begin{array}{ll}
\text{\( p_i, p_j, p_u \) from \( P_1 \), \( p_v \) from \( P_2 \)} & \\
\text{\( (p_i - p_j) + (-p_v) \)} & -17 \sim 7 \\
\text{\( p_u \)} & \{26, 43, 94\} \\
\text{\( (p_i - p_j) + (p_u - p_v) \)} & 9 \sim 33, 26 \sim 50, 77 \sim 101 \\
\end{array}
\]

\[
\begin{array}{ll}
\text{\( p_i, p_j, p_u \) from \( P_1 \), \( p_v \) from \( P_2 \)} & \\
\text{\( (p_i - p_j) + (p_u) \)} & -7 \sim 17 \\
\text{\( (p_i - p_j) + (-p_v) \)} & -94, -43, -26 \\
\text{\( (p_i - p_j) + (p_u - p_v) \)} & -101 \sim -77, -50 \sim -26, -33 \sim -9 \\
\end{array}
\]

it. Considering the negative lags, the total FODLs generated by the \( N_2 - 1 \) nonconsecutive sensors of the second array should be \( (N_2 - 1)(3M - 1) \).

That means the total FODLs of the IEAS-NA scheme is given by

\[
C_{T_{	ext{na}}} = C_M C_N + 2(N_1 + 1)M + 2(q - q_1) + (N_2 - 1)(3M - 1)
\]

(15)

Now an example for both the EAS-NA and IEAS-NA schemes is provided, with the settings and generated FODLs listed in Tab. 2. The total number of sensors is \( L = L = 8 \), and the shift value \( \Delta s = 25 \) for EAS-NA and \( \Delta q = 60 \) for IEAS-NA. It can be seen that the EAS-NA scheme generates \( C_L = 203 \) and \( C_T = 203 \) FODLs, while the IEAS-NA scheme generates \( C_L = 203 \) and \( C_T = 253 \) FODLs. The nonconsecutive FODLs of the IEAS scheme are in one positive segment from 111 to 135 and one negative segment from \(-135\) to \(-111\) with 25 lags in each of them.

4. Comparisons between IEAS-NA and EAS-NA

In this section, we give a comparison between IEAS-NA and EAS-NA, which are the most efficient schemes in IEAS and EAS, respectively. Given
the same number of physical sensors, we can have different sub-array parameters, which then results into different number of consecutive FODLs for the different schemes. To have a fair comparison, we choose the parameters giving the maximum number for each scheme, and compare the number of consecutive FODLs and total FODLs.

For IEAS-NA, the first sub-array contains $M$ sensors while the second one contains $N$ sensors; in EAS-NA, because the first sensor of the second sub-array is also the last sensor of the first sub-array, the number of sensors for the two sub-arrays is denoted by $\bar{M}$ and $\bar{N} - 1$, separately. Let $\bar{N}_1$ and $\bar{N}_2$ denote the two parameters of the second sub-array in the EAS scheme. We have $\bar{N}_1 + \bar{N}_2 = \bar{N}$ and for IEAS-NA, $N_1 + N_2 = N$. Then, the total number of sensors can be written as

$$L = \bar{M} + \bar{N}_1 + \bar{N}_2 - 1, \quad \bar{L} = M + N_1 + N_2$$

for EAS-NA and IEAS-NA, respectively; the number of consecutive FODLs $C_{\bar{L}}$ and $C_L$ can be rewritten as

$$C_{\bar{L}na} = C_{\bar{M}}(2\bar{N}_1\bar{N}_2 + 2\bar{N}_2 - 1) + 2(q_{\bar{M}} - q_1)$$

$$C_{Lna} = C_M(2N_1N_2 + 2N_2 + 2N_1 + 1) + 2(q_M - q_1)$$

The maximum value of $C_{\bar{L}}$ depends on the distribution of $\bar{M}$, $\bar{N}_1$ and $\bar{N}_2$, while $C_L$ depends on the distribution of $M$, $N_1$ and $N_2$ for $C_L$. Note that the structures of $C_{\bar{L}na}$ and $C_{Lna}$ in (17) are almost the same. If we assume $\bar{L} = \bar{L}$, $M = M$ and $C_{\bar{M}} = C_M$, and with the assumption $N_1 + N_2 = \bar{N}_1 + \bar{N}_2 - 1 = N$, we next give a comparison between $C_{\bar{L}na}$ and $C_{Lna}$.

When $N_1 + N_2 = N$ is odd, $\bar{N}_1 + \bar{N}_2 = \bar{N} + 1$ is even, vice versa. To get the maximum number of second-order difference lags for a nested array, the parameter settings should be

$$\begin{cases}
\bar{N}_1 = \bar{N}_2 = (N + 1)/2 & N \text{ is odd} \\
\bar{N}_1 = N/2, \bar{N}_2 = N/2 + 1 & N \text{ is even} \\
N_1 = (N - 1)/2, N_2 = (N + 1)/2 & N \text{ is odd} \\
N_1 = N_2 = N/2 & N \text{ is even}
\end{cases}$$

Interestingly, with this setting the maximum value of $C_{\bar{L}na}$ and $C_{Lna}$ will be exactly the same, given by

$$C_{\bar{L}max} = C_{Lmax} = \begin{cases}
C_M((N^2 + 1)/2 + 2N) + 2(q_M - q_1) & N \text{ is odd} \\
C_M(N^2/2 + 2N + 1) + 2(q_M - q_1) & N \text{ is even}
\end{cases}$$
We can finally draw the conclusion that, when the total number of sensors for the EAS-NA and the IEAS-NA is the same, they can obtain the same number of consecutive FODLs.

In the same way, define $C_{T_{\text{na}}}^{T_{\text{max}}}$ and $C_{T_{\text{max}}}$ as the maximum of $C_{T_{\text{na}}}^{C_{L_{\text{na}}}}$ and $C_{T_{\text{na}}}$, separately. Because $C_{T_{\text{na}}}^{C_{L_{\text{na}}}}$ equals $C_{L_{\text{na}}}$, the settings of $C_{L_{\text{max}}}$ are suitable for $C_{T_{\text{max}}}$. While $C_{L_{\text{na}}}$ is contained in $C_{T_{\text{na}}}$ and also the main part of $C_{T_{\text{na}}}$, the settings of $C_{L_{\text{max}}}$ are also suitable for $C_{T_{\text{max}}}$. These two maximum values can be given by

$$C_{T_{\text{max}}}^{C_{T_{\text{max}}}} = \begin{cases} C_{M}[(N^2 + 1)/2 + 2N] + 2(q_{M} - q_{1}) & N \text{ is odd} \\ C_{M}(N^2/2 + 2N + 1) + 2(q_{M} - q_{1}) & N \text{ is even} \end{cases}$$

$$C_{T_{\text{max}}} = \begin{cases} C_{M}[(N^2 + 1)/2 + 2N] + 2(q_{M} - q_{1}) & N \text{ is odd} \\ + (N - 1)(3C_{M} - 1)/2 & N \text{ is odd} \\ C_{M}(N^2/2 + 2N + 1) + 2(q_{M} - q_{1}) & N \text{ is even} \\ + (N - 2)(3C_{M} - 1)/2 & N \text{ is even} \end{cases}$$

Let the first sub-array of the IEAS-NA and EAS-NA schemes as the nested array (NA) and co-prime array (CPA), the resultant schemes are referred to as IEAS-NA-NA, EAS-NA-NA, IEAS-NA-CPA and EAS-NA-CPA, separately. We use $M_{1}$ and $M_{2}$ as the two parameters of the first sparse array for IEAS-NA, while $M_{1}$ and $M_{2}$ for EAS-NA. The parameter settings are listed in Tab. 3, which are chosen to give the maximum number of FODLs for each scheme, while the maximum number of consecutive FODLs and total FODLs are shown in Fig. 3.

Furthermore, the sensors of IEAS-NA are set in a wider range than EAS-NA. The last sensor location of these two schemes can also be derived as

$$q_{L} = (\bar{N}_{1}\bar{N}_{2} + \bar{N}_{2} - 1)C_{M} + \bar{q}_{M}$$

$$q_{L} = (2\bar{N}_{1}\bar{N}_{2} + 2\bar{N}_{2} - 1)C_{M} + q_{M}$$

Their maximum values are

$$q_{L_{\text{max}}}^{C_{L_{\text{max}}}} = \begin{cases} C_{M}[(N^2 - 1)/4 + N] + q_{M} & N \text{ is odd} \\ C_{M}(N^2/4 + N) + q_{M} & N \text{ is even} \end{cases}$$

$$q_{L_{\text{max}}} = \begin{cases} C_{M}[(N^2 - 1)/2 + N] + q_{M} & N \text{ is odd} \\ C_{M}(N^2/2 + N - 1) + q_{M} & N \text{ is even} \end{cases}$$
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Table 3: Parameter settings for different schemes.

<table>
<thead>
<tr>
<th>$L$</th>
<th>EAS-NA-NA $(M_1, M_2, \hat{N}_1, \hat{N}_2)$</th>
<th>IEAS-NA-NA $(M_1, M_2, N_1, N_2)$</th>
<th>EAS-NA-CPA $(M_1, M_2, \hat{N}_1, \hat{N}_2)$</th>
<th>IEAS-NA-CPA $(M_1, M_2, N_1, N_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(1, 1, 1, 2)</td>
<td>(1, 1, 1, 1)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>5</td>
<td>(1, 2, 1, 2)</td>
<td>(1, 2, 1, 1)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>6</td>
<td>(2, 2, 1, 2)</td>
<td>(2, 2, 1, 1)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>7</td>
<td>(2, 3, 1, 2)</td>
<td>(2, 3, 1, 1)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>8</td>
<td>(2, 3, 2, 2)</td>
<td>(2, 3, 1, 2)</td>
<td>(2, 3, 1, 2)</td>
<td>(2, 3, 1, 1)</td>
</tr>
<tr>
<td>9</td>
<td>(2, 3, 2, 3)</td>
<td>(2, 3, 2, 2)</td>
<td>(2, 3, 2, 2)</td>
<td>(2, 3, 1, 2)</td>
</tr>
<tr>
<td>10</td>
<td>(3, 3, 2, 3)</td>
<td>(3, 3, 2, 2)</td>
<td>(2, 3, 2, 3)</td>
<td>(2, 3, 2, 2)</td>
</tr>
<tr>
<td>11</td>
<td>(3, 4, 2, 3)</td>
<td>(3, 4, 2, 2)</td>
<td>(2, 3, 3, 3)</td>
<td>(2, 3, 2, 3)</td>
</tr>
<tr>
<td>12</td>
<td>(3, 4, 3, 3)</td>
<td>(3, 4, 2, 3)</td>
<td>(2, 3, 3, 4)</td>
<td>(2, 3, 3, 3)</td>
</tr>
<tr>
<td>13</td>
<td>(3, 4, 3, 4)</td>
<td>(3, 4, 3, 3)</td>
<td>(2, 3, 4, 4)</td>
<td>(2, 3, 3, 4)</td>
</tr>
<tr>
<td>14</td>
<td>(4, 4, 3, 4)</td>
<td>(4, 4, 3, 3)</td>
<td>(2, 3, 4, 5)</td>
<td>(2, 3, 4, 4)</td>
</tr>
<tr>
<td>15</td>
<td>(4, 5, 3, 4)</td>
<td>(4, 5, 3, 3)</td>
<td>(3, 4, 3, 4)</td>
<td>(3, 4, 3, 3)</td>
</tr>
<tr>
<td>16</td>
<td>(4, 5, 4, 4)</td>
<td>(4, 5, 3, 4)</td>
<td>(3, 4, 4, 4)</td>
<td>(3, 4, 3, 4)</td>
</tr>
<tr>
<td>17</td>
<td>(4, 5, 4, 5)</td>
<td>(4, 5, 4, 4)</td>
<td>(3, 4, 4, 5)</td>
<td>(3, 4, 4, 4)</td>
</tr>
<tr>
<td>18</td>
<td>(5, 5, 4, 5)</td>
<td>(5, 5, 4, 4)</td>
<td>(3, 4, 5, 5)</td>
<td>(3, 4, 4, 5)</td>
</tr>
<tr>
<td>19</td>
<td>(5, 6, 4, 5)</td>
<td>(5, 6, 4, 4)</td>
<td>(3, 4, 5, 6)</td>
<td>(3, 4, 5, 5)</td>
</tr>
<tr>
<td>20</td>
<td>(5, 6, 5, 5)</td>
<td>(5, 6, 4, 5)</td>
<td>(3, 4, 6, 6)</td>
<td>(3, 4, 5, 6)</td>
</tr>
<tr>
<td>21</td>
<td>(5, 6, 5, 6)</td>
<td>(5, 6, 5, 5)</td>
<td>(3, 4, 6, 7)</td>
<td>(3, 4, 6, 6)</td>
</tr>
</tbody>
</table>
With the same setting as in Tab. 3, the values of $q_L$ and $q_{\bar{L}}$ are shown in Fig. 4. From Figs. 3 and 4, we can see that the consecutive FODLs of IEAS-NA is always equal to that of EAS-NA, and the total FODLs of IEAS-NA is always greater than that of EAS-NA. Moreover, IEAS-NA always results in a larger physical aperture than EAS-NA.

5. Simulation Results

In this section, simulation results are provided to demonstrate the performance of the proposed IEAS-NA scheme. As proved, the IEAS-NA scheme always generates the same number of consecutive FODLs as the EAS-NA scheme, and the improvement by the IEAS-NA scheme lies in the increased total number of FODLs, which can not be exploited by the MUSIC-type al-
Figure 5: RMSE results with respect to source spacing.

algorithms, because these algorithms require a set of consecutive co-array lags due to the spatial smoothing operation adopted to deal with the coherent virtual sources arising from the co-array operation. On the other hand, the CS-based algorithm can use both consecutive and nonconsecutive lags of the co-array and therefore are employed here to show the better performance of the IEAS-NA algorithm.

In the CS-based DOA estimation algorithm, the constrained $l_1$ norm minimization problem can be solved using cvx, a package for specifying and solving convex problems [26, 27]. In the formulation, the full angle range from $-90^\circ$ to $90^\circ$ is discretized with a step size of $0.05^\circ$. The total number of physical sensors is $L = 10$, and the parameter settings are according to Tab. 3. The resultant FODLs by EAS-NA-NA is $C_L = C_T = 413$, while it is $C_L = 413, C_T = 481$ for IEAS-NA-NA. Both EAS-NA-CPA and IEAS-NA-CPA can generate $C_L = C_T = 273$ FODLs, while it is $C_T = 273$ for EAS-NA-CPA and $C_T = 317$ for IEAS-NA-CPA.

In the first simulation, there are $K = 2$ narrowband source signals with different spacings. The input SNR is $0 dB$, and the number of snapshots for calculating the fourth-order cumulant matrix is 20000. The DOA estimation result is shown in Fig. 5. Clearly, the root-mean-squared errors (RMSEs) of the IEAS-NA schemes is always lower than that of EAS-NA, due to a greater number of total FODLs and a larger aperture.

Then, we study the performance with different SNRs. The number of source signals is $K = 35$ and the number of snapshots for calculating the fourth-order cumulant matrix is 10000. The RMSE results obtained through 500 Monte Carlo trials are shown in Fig. 6 with a varied input SNR. Evi-
dently, the higher the input SNR, the higher its estimation accuracy. The performance of the IEAS-NA schemes is better than that of EAS-NA.

Next, we fix the input SNR to 0dB, and change the number of snapshots. The RMSE results are shown in Fig. 7, where we can see a similar trend and again the IEAS-NA-NA structure has provided the best result for the considered range of snapshot numbers.

At last, we use the 10-sensor IEAS-NA-NA array to give some idea about the number of required snapshots to provide a reasonable estimation result when the source number and SNR vary, and the results are shown in Figs. 8 and 9. The minimum number of snapshots is defined here as the minimum number needed to have 80% of Monte Carlo trials with an accuracy of less than or equal to 1°. The spacing between the sources is always 4°, and the
Figure 8: Minimum number of snapshots with respect to source number with a fixed SNR=0dB.

Figure 9: Minimum number of snapshots with respect to source SNR with 33 sources.

other settings are the same as before. As can be seen, at least about 500 to 1000 snapshots are needed to achieve a reasonable result.

6. Conclusion

A general sparse array construction scheme called improved expanding and shift (IEAS) has been proposed. It consists of two existing sparse sub-arrays, where the second sub-array is first expanded and then shifted to a proper position according to the consecutiveness of the second sub-array. The IEAS-NA scheme with the second sub-array being a two-level nested array is the most efficient one in the IEAS, for which more FODLs including consecutive and nonconsecutive ones are generated and its physical sensors are distributed in a wider physical range than the EAS-NA. As demonstrated
by simulation results, the proposed IEAS-NA scheme has achieved a much better performance than the existing EAS-NA.

7. Acknowledgement

This work was supported by the National Natural Science Foundation of China (61405150 and 61628101).


