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#### Abstract

Markov decision processes model stochastic uncertainty in systems and allow one to construct strategies which optimize the behaviour of a system with respect to some reward function. However, the parameters for this uncertainty, that is, the probabilities inside a Markov decision model, are derived from empirical or expert knowledge and are themselves subject to uncertainties such as measurement errors or limited expertise. This work considers second-order uncertainty models for Markov decision processes and derives theoretical and practical results.

Among other models, this work considers two main forms of uncertainty. One form is a set of discrete scenarios with a prior probability distribution and the task to maximize the expected reward under the given probability distribution. Another form of uncertainty is a continuous uncertainty set of scenarios and the task to compute a policy that optimizes the rewards in the optimistic and pessimistic cases.

The work provides two kinds of results. First, we establish complexity-theoretic hardness results for the considered optimization problems. Second, we design heuristics for some of the problems and evaluate them empirically. In the first class of results, we show that additional model uncertainty makes the optimization problems harder to solve, as they add an additional party with own optimization goals. In the second class of results, we show that even if the discussed problems are hard to solve in theory, we can come up with efficient heuristics that can solve them adequately well for practical applications.


## Introduction

No decision is also a decision, and almost always the worst possible one.

- Folklore

MOST aspects of everyday life are, in one way or another, connected to decisions, i.e., choices between several alternative actions. Simplest examples include the decision which book to buy, what to wear, whether to repair a slight malfunction in one's car or not etc. One challenging aspect of these choices is that the direct consequences lie in the future and cannot be foreseen from the time point of the decision. Another challenge lies in the mere fact of different possible outcomes some of which may be more preferential to the decision making agent than others.

In the domain of philosophy and economics, investigation of different aspects of choice is known as decision theory [Han95]. From the perspective of decision theory, to solve the second challenge means to quantify all possible outcomes with a value function which not only provides an order of preferences, but also numerical values which correspond to rewards for each outcome. These rewards can correspond to financial benefits, but they may also represent some other, abstract units of utility. Then, given a function that maps possible actions to their respective outcomes, one can compute the optimal action that maximizes the composition of the outcome and value functions. The unpredictability of the outcomes can be modeled by means of probability theory, designing the outcome as a random variable.

In this setting, different mathematical formalisms can be considered which yield different decision models. The models may vary in the value function, the number of agents or other parameters. For example, one can think of an adversary who may make decisions on her own in order to pursue her own goals which are orthogonal to the goals of the agent whose actions one wants to optimize. A fairly popular mathematical model for one-party decision making under stochastic uncertainty is the Markov decision process (MDP) formalism [Put94, Kal16] which, informally, encompasses a notion of a controlled Markov chain with additional rewards which are paid out depending on the current state of the chain. The benefits of this formalism are twofold: First, the formalism itself allows one to model practical applications in a direct manner, and, second, efficient algorithms exist which compute optimal policies, i.e., sequences of actions in dependence on the current state.

What we want to do in this work is to consider additional notions of model uncertainty in Markov decision processes. Briefly, model uncertainty deals with the case where the parameters of the underlying mathematical model are not known exactly. In the case of decision theory, this means that the outcomes of a specific action are uncertain in the sense that even the probability distribution that defines the outcome is not precisely known. From the mathematical viewpoint, our desire is to formalize this notion of model uncertainty and find algorithms which compute policies that are robust against this uncertainty (for a well-defined notion of robustness).

### 1.1 Motivation

In order to motivate additional model uncertainty in Markov decision models, we provide an example.

Suppose a fictional company, Electric Till Corporation (ETC [Ste00]), is employing large computer systems for large-scale parallel computing tasks such as deep learning, computer vision and text recognition. These computer systems consist of a number of similar components which are bought from one supplier, Forsooth Heavy Industries (FHI) [vL13]. As the reader may know from her own experience, computer systems may suddenly fail and generally require regular maintenance, and thus ETC needs a maintenance schedule for its computer systems which allocates (limited) maintenance personnel to the machinery, judging from typical failure times and signs of malfunctioning.

Mathematically, up to this point, this problem can be formulated as a Markov decision process which can be solved with existing methods [Put94, Kal16]. However, in our case, the supplier, FHI, cannot provide constant quality, be it for fabrication process features or varying QA standards in the supply chain [WBG06]. In any case, some of the supplied computers may fail early while some others may not require maintenance for a longer time than initially planned. This means that the behaviour, and thus the mathematical model of a single component, is subject to an uncertainty which cannot be resolved a priori by means of the model itself. Considering only the average performance also may not help here, as the costs of missing a failure may be prohibitively high compared to the costs of extra maintenance.

From this problem formulation, the ETC house expert whose task is to devise a maintenance schedule can pursue two different paths. On the one hand, she can consider several archetypal behaviour scenarios of the supplied hardware, such as fast failure, low maintenance, or need for frequent maintenance yet low failure rates if maintenance is regular. The difficulty here lies in possible incomparability of the scenarios: an optimal strategy for one scenario may behave badly in the other scenario. In this setting, she can search for a maintenance policy that accounts for the relative frequency of the possible scenarios.

On the other hand, the decision maker can, from her observations, define a continuous space of possible modes of operation which also can account for possibly unseen yet probable behaviours. The main difference here is that the number of possible scenarios is infinite and the worst and best scenario are not necessarily a priori known. Here, multiple optimization goals are possible. The expert may search for the policy which is best in the pessimistic case, possibly at the cost of smaller maintenance intervals and higher load on the maintenance personnel, she also may search for a policy which is best in the optimistic case, cutting maintenance costs. Or she may search for a compromise between the two and possibly other scenarios in pursuit for a policy which behaves well in all cases without sacrificing too much.

In both cases, modeling is performed by admitting uncertainty at the level of the model; the uncertainty cannot be expressed with the means of the initial modeling formalism. In the language of Markov decision processes as base model, model uncertainty means uncertainty in the transition probabilities between states and the rewards. Especially the uncertainty in the transition probabilities offers a challenge both from the modeling and the algorithmic aspects, as the uncertainty has to be formalized in a suitable mathematical model and the policy optimization problems in these models are different from those known in the MDP literature. Knowing what algorithms are suitable and what their efficiency limits in terms of time complexity are is important, both from the theoretical point of view as well as from that of the ETC's expert.

This thesis aims at solving these challenges from several different directions. First, we discuss mathematical formalisms that capture model uncertainty in Markov decision processes. Second, we derive complexity-theoretic results which establish lower and upper bounds for the respective optimization problems. Third, we design practically applicable
algorithms for the two main problems: the multi-scenario optimization problem and the multi-objective Pareto frontier enumeration problem. Fourth, we derive a complex maintenance and repair model and its interpretations in both perspectives on uncertainty and apply our algorithms on it.

### 1.2 Structure of the thesis

Beside the current chapter which serves as an introduction into the topic and motivates further research, this thesis consists of two significant parts that represent two main research directions.

In the first part, Chapter 2, the theoretical properties of parameter uncertainty on the complexity of Markov decision problems are explored. We consider state-of-the-art work and models such as those defined in [GLD00, FV97, SL73, WED94, DM10] and present own research on the matter. The own research part concentrates around hardness results which show algorithmic limits of finite-horizon and multi-objective optimization approaches and of related uncertainty models. This contribution is based on the conference article [Sch15], the theoretical parts of [SBHH17] and [BS17a], and some previously unpublished remarks.

In the second part, Chapter 3, we present approaches to multi-objective optimization perspectives for uncertain Markov decision models. There, we present algorithms for various formulations of the multi-objective approach, their properties, and their experimental evaluation. This part is based on the practical parts of [SBHH17] and [BS17a]. In contrast to the previous chapter, the main results are empirical in their nature; the algorithms that are presented are judged by their performance on random data sets. The reasons for that lie in lack of efficient algorithms for the underlying problems, be it for theoretical hardness or for general lack of theoretical results.

The third part, Chapter 4, contains an application of the algorithms designed in the previous chapter. While in chapter 3 , the main emphasis was on performance of the individual algorithms, here, we consider a complete path from an abstract problem formulation to the solution. In detail, we consider a model of composed components that degrade individually but can be repaired. In the model, the number of maintenance workers is limited, which limits the number of components that can be in maintenance mode simultaneously. We design uncertain Markov decision models which capture this behaviour and apply our algorithms to them.

Finally, in Chapter 5, we summarize and discuss the presented results. Specifically, we consider applications and possibilities to extend the methods to other problems and settings; furthermore, we consider possible future work on other problems in the general setting of MDPs under uncertainty.

### 1.2.1 Personal contribution

One of the three publications that serve as a basis for this work, namely [SBHH17], has been completed in co-operation with other researchers. My individual contribution to this publication is the following.

- Algorithm 11 along with the optimality proof (Lemma 2.4.5, Theorem 2.4.6),
- Algorithm 15,
- Algorithmic optimizations and parallelization of Algorithm 16,
- Evaluation of Algorithm 16.


### 1.3 Definitions and notation

Prior to discussing formalisms and results, we define the mathematical concepts that will be used in this thesis. The main purpose of this section is two-fold: from the mathematical point of view, we introduce the concepts that we base our results on; from a "technical" point of view, we introduce notation and identifiers. Concerning mathematical notation, we adhere to the following conventions.

- $\mathbb{N}$ is the set of natural numbers, that is $\{1,2, \ldots\}$. The set of natural numbers with zero is written as $\mathbb{N}_{0}$.
- $\mathbb{R}$ is the set of real numbers. Non-negative reals are designated with $\mathbb{R}_{\geqslant 0}$.
- For $n \in \mathbb{N}$, we abbreviate the set $\{1, \ldots, n\}$ by $[n]$.
- If $X$ is a set, then $\mathcal{P}(X)$ is the power set of $X$.
- For sets $A, B$, the set $A \uplus B$ is the disjoint union of $A$ and $B$, a set with the properties $(A \uplus B) \backslash A=B$ and $(A \uplus B) \backslash B=A$.
- Identifiers like $\vec{v}$, denote vectors; if $\vec{v}$ is an $n$-dimensional vector, then $\vec{v}(1), \ldots, \vec{v}(n)$ are the entries of $\vec{v}$.
- Matrices are written in bold script, such as $\boldsymbol{M}$. The dimensions of a matrix $\boldsymbol{M}$ are $p \times q$ if $M$ has $p$ rows and $q$ columns.
- For matrices $M \in \mathbb{R}^{p \times q}$ with dimensions $p \times q$ (i. e., with $p$ rows and $q$ columns), we designate the row vectors of $\boldsymbol{M}$ with the notation $\boldsymbol{M}(1 \bullet), \ldots, \boldsymbol{M}(p \bullet)$. The column vectors of $\boldsymbol{M}$ are designated by $\boldsymbol{M}(\bullet 1), \ldots, \boldsymbol{M}(\bullet q)$; the individual entries are designated with $\boldsymbol{M}(i, j)$ for $i \in[p], j \in[q]$.
- For square matrices $\boldsymbol{M} \in \mathbb{R}^{n \times n}$, the dimension of $\boldsymbol{M}$ is denoted by $\operatorname{dim} M:=n$.
- Special vectors are $\overrightarrow{1}$ and $\overrightarrow{0}$ which are column vectors of ones resp. zeros and $\vec{e}_{i}$, column basis vectors with a one in the $i$-th position and zeros everywhere else. When the dimension is ambiguous, it is stated explicitly.
- The scalar product between two vectors $\vec{u}, \vec{v} \in \mathbb{R}^{n}$, is designated by $\vec{u} \cdot \vec{v}$ and evaluates to $\sum_{i \in[n]} \vec{u}(i) \vec{v}(i)$.
- By stochastic matrices and vectors we designate non-negative matrices $A$ and vectors $\vec{v}$ with unit (row) sum, that is, $A \overrightarrow{1}=\overrightarrow{1}$ and $\vec{v} \overrightarrow{1}=1$.
- Special matrices are $I$, the identity matrix and $\mathbf{0}$, the zero matrix. Where ambiguity may arise, a subscript will denote the dimensions of the matrix.
- The operator $\otimes$ denotes the Kronecker product, that is, for two matrices $\boldsymbol{A} \in \mathbb{R}^{m \times n}, \boldsymbol{B}$, the expression $\boldsymbol{A} \otimes \boldsymbol{B}$ is

$$
\left(\begin{array}{ccc}
\boldsymbol{A}(1,1) \boldsymbol{B} & \ldots & \boldsymbol{A}(1, n) \boldsymbol{B} \\
\vdots & \ddots & \vdots \\
\boldsymbol{A}(m, 1) \boldsymbol{B} & \ldots & \boldsymbol{A}(m, n) \boldsymbol{B}
\end{array}\right)
$$

- The Kronecker sum, denoted by $\oplus$, defines, for two square matrices $\boldsymbol{A}, \boldsymbol{B}$ the expression $\boldsymbol{A} \otimes \boldsymbol{I}_{\operatorname{dim} B}+\boldsymbol{I}_{\operatorname{dim} \boldsymbol{A}} \otimes \boldsymbol{B}$.
- For two functions $f, g: \mathbb{N} \rightarrow \mathbb{N}$, it is $f(n)=\mathcal{O}(g(n))$ if there exist $c \in \mathbb{R}_{\geqslant 0}, N \in \mathbb{N}$ such that for all natural numbers $n$ with $n>N$ it is $\frac{f(n)}{g(n)}<c$.
- For a set $A$, its Kleene closure $A^{*}$ is the set of all finite sequences of values from $A$, that is, finite tuples $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ with $n \in \mathbb{N}_{0}$ and $a_{i} \in A$. This especially includes the empty tuple $\varepsilon$. The set of all non-empty sequences over $A$ is then given by $A^{+}=A^{*} \backslash\{\varepsilon\}$.


### 1.3.1 Useful concepts of probability theory

As major parts of our contribution will, in one way or another, be dealing with probabilities, we briefly introduce the most important parts of probability theory we use.

Definition 1.3.1 (Probabilities). Let $\Omega$ be a set, $\mathcal{A} \subset \mathcal{P}(\Omega)$ and $\mathbb{P}: \mathcal{A} \rightarrow \mathbb{R}$. The triple $(\Omega, \mathcal{A}, \mathbb{P})$ is a probability space if the following conditions are met.

- $\varnothing, \Omega \in \mathcal{A}$.
- If $X \in \mathcal{A}$, then also $\Omega \backslash X \in \mathcal{A}$
- If $X_{i} \in \mathcal{A}$ holds for each $X_{i}$ in the sequence $\left(X_{i}\right)_{i \in \mathbb{N}}$, then $\cup_{i \in \mathbb{N}} X_{i} \in \mathcal{A}$.
- $\mathbb{P}(\Omega)=1, \mathbb{P}(\varnothing)=0$.
- If $X_{i} \in \mathcal{A}$ holds for each $X_{i}$ in the sequence $\left(X_{i}\right)_{i \in \mathbb{N}}$ and $X_{i} \cap X_{j}=\varnothing$ for all $i, j \in \mathbb{N}$, then $\mathbb{P}\left(\cup_{i \in \mathbb{N}} X_{i}\right)=\sum_{i \in \mathbb{N}} \mathbb{P}\left(X_{i}\right)$.

The first three conditions ensure that the set of events $\mathcal{A}$ is a $\sigma$-algebra on $\Omega$, and the last two conditions define $\mathbb{P}$ as a probability measure on $\mathcal{A}$.

Definition 1.3.2 (Conditional probability). For a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and two events $A, B$, the conditional probability of $A$ given $B$, denoted $\mathbb{P}(A \mid B)$ is $\frac{\mathbb{P}(A \cap B)}{\mathbb{P}(B)}$.

In the sequel, we shall often adhere to the notation $\operatorname{Pr}[A]$, which designates the probability of some event $A$, given as a logical expression. This notation is short for $\mathbb{P}$ (set of events where $A$ is true) in a suitable probability space.

Definition 1.3.3 (Random variable). A random variable is a function $X: \Omega \rightarrow \mathbb{R}$ where $(\Omega, \mathcal{A}, \mathbb{P})$ is a probability space. Often a random variable is defined by introducing a probability density function $f_{X}: B \rightarrow \mathbb{R}$ such that $B \subseteq \mathbb{R}, \int_{B} f_{X}(x) \mathrm{d} x=1$ and $\operatorname{Pr}[X \in M]=$ $\mathbb{P}(M)=\int_{M} f_{X}(x) \mathrm{d} x$.

In our discussions, we mostly skip the formal foundations and use a more simple notation. If the probability space is obvious from the given context, we write $\operatorname{Pr}[X]$ for the probability of the event $X$. In some cases, to clarify that a specific probability space $(\Omega, \mathcal{A}, \mathbb{P})$ is to be used, we use the notation $\operatorname{Pr}_{X \in \mathcal{A}}[\cdot]$, or, if the context associates a unique identifier $x$ with a probability space, $\operatorname{Pr}_{x}[\cdot]$.

For the sake of completeness, we introduce Markov chains as the basis for generalized Markov models. The introduction of Markov chains also introduces some terminology that will be used in this thesis.

Definition 1.3.4 (Discrete-time Markov chain). Let $n \in \mathbb{N}, S=[n]$ be a set of states, $\vec{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}^{n}$ a stochastic vector, and $\boldsymbol{P} \in \mathbb{R}^{n \times n}$ a stochastic matrix. Then the sequence $\left(X_{t}(S, \boldsymbol{P}, \vec{q})\right)_{t \in \mathbb{N}}$ of random variables on $S$ is defined as follows.

$$
\begin{align*}
\operatorname{Pr}\left[X_{1}(S, \boldsymbol{P}, \vec{q})=s\right] & =q_{s} \\
\operatorname{Pr}\left[X_{i+1}(S, P, \vec{q})=s \mid X_{i}(S, \boldsymbol{P}, \vec{q})=s^{\prime}\right] & =\boldsymbol{P}\left(s^{\prime}, s\right) \tag{1.1}
\end{align*}
$$

We call such a sequence a Markov chain on $S$ with transition probability matrix $\boldsymbol{P}$ and initial distribution $\vec{q}$.

The individual states in a Markov chain can be classified with respect to their reachability properties. We call a state $i$ in a Markov chain

- absorbing, if the transition probability (or rate) to a state $j \neq i$ from state $i$ is zero,
- reachable from state $j$, if there is a path with nonzero transition probability (rate) from state $i$,
- recurrent, if the probability to return to $i$ is 1 ,
- transient, if $i$ is not recurrent.


### 1.4 Basic concepts of computational complexity theory

In this work, we also discuss computational complexity aspects of some problems which arise in the discussion of bounded-parameter Markov decision processes. In order to do this, we need to introduce several terms which help us to define the complexity of a problem precisely. A more thorough introduction can be found e.g., in the book of Arora and Barak [AB09], here, we concentrate on the important results.

Complexity theory deals, in general, with the resource requirements that are imposed when a certain problem has to be solved. To establish upper and lower bounds for needed resources, we need to formally define the notion of a problem. Intuitively, we associate a problem with deciding if an element $x$ of some larger set $X$ is also an element of a subset $Y \subseteq X$. For convenience, our definition imposes more structure upon $X$.

Definition 1.4.1 (Languages and problems). Let $\Sigma$ be a finite set. We then call $\Sigma$ an alphabet and $L \subseteq \Sigma^{*}$ a formal language over $\Sigma$ which may contain finite words of the form $w=$ $\sigma_{1} \sigma_{2} \ldots \sigma_{n}$ such that $\sigma_{i} \in \Sigma, i \in[n],|w|:=n$. The word problem for a given language $L$ is the task to decide, for a word $w \in \Sigma^{*}$, if $w \in L$. Furthermore, we define a computational problem to be a language $L$ together with the word problem for $L$.

In the future, we use less formal language to discuss problems, however, if we talk about a problem, we implicitly assume that it can be stated as a word problem; thus, problems are by default decision problems. It is easy to see that this view is limited and does not (obviously) capture usual computational tasks such as computing a matrix product. However, this perspective is still sufficiently expressive: it is possible to restate almost all known problems as decision problems by asking a sequence of binary decision questions about each bit of the output.

The central notion in computational complexity is the idea of a reduction. Reductions introduce a partial order on problems and allow one to meaningfully compare problems with respect to their hardness and to say things like "Problem $X$ is not harder than problem $Y^{\prime \prime}$.

Definition 1.4.2 (Reduction). Let $L_{1}, L_{2}$ be languages over alphabets $\Sigma_{1}, \Sigma_{2}$. A reduction from $L_{1}$ to $L_{2}$ is a function $f: \Sigma_{1}^{*} \rightarrow \Sigma_{2}^{*}$ that satisfies $w \in L_{1} \Leftrightarrow f(w) \in L_{2}$.

To define complexity, i. e., the amount of needed resources, we now face the problem of picking a machine model on which the time and space requirements are measured. It is not obvious that machine models have similar expressive power and it is even less obvious that same problems require similar space and time on different machine models. However, all general-purpose computation models (except for possibly quantum computers [Sho94]) do not falsify the (extended) Church-Turing thesis [vEB90].

Conjecture 1.4.1 (Extended Church-Turing thesis). The intuitive notion of computability is equivalent to the formal notion of computability on a Turing machine; furthermore, every deterministic machine model can be simulated on a Turing machine with at most polynomial space and time costs, measured as function of input word length $|w|$.

Hence, we assume our machine model to be a random access machine (RAM) with constant costs for any arithmetic and memory access operation. The polynomial slowdown mentioned in the extended Church-Turing thesis also motivates a notion of "acceptable" or "efficient" complexity: we consider a problem to be efficiently solvable if the computational problem can be decided in polynomial time, as polynomial speedups and slowdowns are due to machine model.

Definition 1.4.3 (Polynomial reductions and the class P). Let $L_{1}, L_{2}$ be languages. If there exists a reduction $f$ from $L_{1}$ to $L_{2}$ which can be computed in polynomial time with respect to input size, then we write $L_{1} \leqslant_{p} L_{2}$ and say that $f$ is a polynomial reduction.

The class $P$ ("polynomial") is the class of all problems that can be solved in polynomial time.

Often, however, problems are not known to be in $P$. Sometimes this can be proven by showing exponential lower bounds; in some cases, there are no obvious hints. A large number of interesting and relevant computational problems are known to belong to NP, a superset of P which is similar to P insofar as it extends P by non-deterministic additional information, or advice. Intuitively, NP allows one to "guess" an advice string of at most polynomial length with which, then, the problem can be solved in polynomial time.

Definition 1.4.4 (Non-determinism and the class NP). The class NP ("non-deterministically polynomial") is the class of all problems that can be solved with a non-deterministic RAM in polynomial time, i.e., a language $L$ over $\Sigma$ is in NP if and only if for each $x \in L$ there is a $y \in \Sigma^{*},|y|=|x|^{\mathcal{O}(1)}$ such that the language $L^{\prime}=(x, y)$ is in P .

The classes $P$ and NP are important in the sense that $P$ captures the problems which can be solved efficiently while the class NP captures the problems for which a solution can be efficiently verified. NP obviously contains P but there are no results that imply $\mathrm{P}=\mathrm{NP}$ or $P \neq$ NP. As previously noted, there are several important and interesting computational problems in NP for which no polynomial algorithm is known; furthermore, some of these are problems which are as complex as any other problem in NP. This notion is formalized with the help of reductions.

Definition 1.4.5 (Hardness and completeness). Let $L$ be a language, $F$ a set of reductions, and $\mathcal{C}$ any complexity class. If, for any $L^{\prime} \in \mathcal{C}$ there is a reduction $f \in F$ from $L^{\prime}$ to $L$, then $L$ is said to be $\mathcal{C}$-hard under $F$; if $L$ is $\mathcal{C}$-hard and $L \in \mathcal{C}$, then $L$ is said to be $\mathcal{C}$-complete under $F$.

We restrict ourselves to the class of polynomial reductions, so, whenever we argue about, say, NP-hardness, then we mean NP-hardness under polynomial reductions.

Many decision versions of mathematically interesting combinatorial problems are NPcomplete; among others, deciding if a graph contains a Hamiltonian path, a cycle of at most given weight, or a complete subgraph of a given size, deciding if a set of integers has a subset whose sum has a given value, or deciding if a Boolean formula is satisfiable [Kar72]. For several problems for bounded-parameter Markov decision processes, we show that they are NP-hard or NP-complete, too, by reducing from known NP-hard problems. Many years of research did not deliver a polynomial-time algorithm for any of these and many other NP-complete problems. This gives a reason to assume that $P \neq N P$ implying that there is no algorithm that can efficiently solve all instances of any NP-hard problem.

It is worth noting that being NP-hard does not make a problem intractable in practice; many NP-hard problems such as Boolean satisfiability or traveling salesperson problems
allow for heuristics that can solve many large instances efficiently [MZ09, Hel00]; however, a large worst-case lower bound implies at least potential problems and prohibitively slow computation of exact solutions on some large instances. In this work, we see that some of the considered problems are NP-hard or NP-complete which is in many cases a sufficient justification to switch to generic methods such as mathematical programming and use mathematical programming solvers as subroutines. Such subroutines are called oracles in the complexity theory world and with the help of oracles, more important problem classes can be captured.

Definition 1.4.6 (Oracles and $\Sigma_{2}^{p}$ ). Let $L, L^{\prime}$ be languages and $\mathcal{C}$ a complexity class. If $L$ can be decided with an algorithm that calls to a subroutine that decides $L^{\prime}$, and the complexity of the algorithm except for the call to this subroutine is in $\mathcal{C}$, then $L$ can be decided with a $\mathcal{C}^{L^{\prime}}$ algorithm, a $\mathcal{C}$ algorithm with an oracle for $L^{\prime}$.

The class NPNP, the class of all non-deterministically polynomial algorithms with an oracle for an NP-complete problem, is also known as the class $\Sigma_{2}^{p}$.

### 1.5 Markov decision processes and extensions

We now introduce the formalism around which this thesis is centered. Informally, a Markov decision process is a Markov chain with rewards and the possibility to select, after each transition, the transition probabilities from some pre-defined set. We briefly cover the terms and main results on Markov decision processes. A more in-depth discussion on the general formalism can be found in [Put94, Kal16].

### 1.5.1 The model

Definition 1.5.1 (Markov decision/reward process). Given a set of states $S=[n]$, a stochastic transition matrix $\boldsymbol{P} \in \mathbb{R}^{n \times n}$ with row sum 1 , a reward vector $\vec{r} \in \mathbb{R}^{n}$, and an initial distribution vector $\vec{q} \in \mathbb{R}_{\geqslant 0}^{1 \times n}$ with $\vec{q}^{\top} \overrightarrow{1}=1$, a Markov reward process is a tuple $(S, \boldsymbol{P}, \vec{r}, \vec{q})$ that defines a sequence of random variables $\left(X_{i}\right)_{i \in \mathbb{N}}$ where $\operatorname{Pr}\left[X_{1}=s\right]=\vec{q}(s)$, and $X_{i+1}$ for $i \in \mathbb{N}$ is subject to the probability distribution $\operatorname{Pr}\left[X_{i+1}=s \mid X_{i}=s^{\prime}\right]=\boldsymbol{P}\left(s, s^{\prime}\right)$.

For a set of states $S=[n]$, actions $A=[m]$, a reward vector $\vec{r} \in \mathbb{R}^{n}, m$ stochastic transition matrices $T=\left\{\boldsymbol{P}^{1}, \ldots, \boldsymbol{P}^{m}\right\} \subset \mathbb{R}^{n \times n}$, and a stochastic vector $\vec{q}$, a Markov decision process is a tuple $(S, A, T, \vec{r}, \vec{q})$ which, for a sequence of actions $\left(a_{t}\right)_{t \in \mathbb{N}} \in A^{\mathbb{N}}$, defines sequences of random variables $\left(X_{t}\right)$ and $\left(R_{t}\right)$ where $X_{1} \in S$ is set according to $\operatorname{Pr}\left[X_{1}=s\right]=\vec{q}(s)$, and $X_{i+1}$ for $i \in \mathbb{N}$ is subject to the probability distribution $\operatorname{Pr}\left[X_{i+1}=s \mid X_{i}=s^{\prime}, a_{i}\right]=\boldsymbol{P}^{a_{i}}\left(s, s^{\prime}\right)$; furthermore, $R_{t}$ is defined as $R_{t}=\vec{r}\left(X_{i}\right)$.

For convenience, in the Markov decision process context, we write $\operatorname{Pr}\left[s^{\prime} \mid s, a\right]$ for $P^{a}\left(s, s^{\prime}\right)$ to designate the transition probabilities as probabilities and not just as real numbers.

### 1.5.2 Alternative definitions and formalisms

In literature such as [Put94], one often defines Markov decision processes in a different fashion. Especially, it is often assumed that a one-time reward not only depends on the state one is starting from, but also on the state after the transition and the action the controller has performed. Here, we want to argue that mathematically, our model also covers this case. Suppose there is a function $R: S \times A \times S \rightarrow \mathbb{R}$ such that $R\left(s, a, s^{\prime}\right)$ is the reward we get after transitioning from $s$ to $s^{\prime}$ after choosing action $a$.

Then, we introduce a virtual state $\tilde{s}\left(s, a, s^{\prime}\right)$ for all triples $\left(s, a, s^{\prime}\right) \in S \times A \times S$ such that after selecting an action $a \in A$, the system transitions first into the state $\tilde{s}\left(s, a, s^{\prime}\right)$ with the respective probability $\operatorname{Pr}\left[s^{\prime} \mid s, a\right]$ and then transitions into $s^{\prime}$ with probability 1
(independent of the action selected in $\tilde{s}\left(s, a, s^{\prime}\right)$ ), generating the reward $R\left(s, a, s^{\prime}\right)$. Together, we derive an MDP

$$
\left(S \uplus\left\{\tilde{s}\left(s, a, s^{\prime}\right) \mid s, s^{\prime} \in S, a \in A\right\}, A, T, \vec{r}, \vec{q}\right)
$$

with

$$
\begin{aligned}
P^{a}\left(s, \tilde{s}\left(s, a, s^{\prime}\right)\right) & =\operatorname{Pr}\left[s^{\prime} \mid s, a\right] \\
P^{a}\left(\tilde{s}\left(s, a, s^{\prime}\right), s^{\prime}\right) & =1 \\
\vec{r}\left(\tilde{s}\left(s, a, s^{\prime}\right)\right) & =R\left(s, a, s^{\prime}\right) \\
\vec{r}(s) & =0 \text { for } s \in S
\end{aligned}
$$

Thus, we can efficiently eliminate a possible dependence of the rewards from the aftertransition states. We note that this equivalence works by also transforming the goal function; in a way, the concept of "model equivalence" is similar to the concept of reduction we have defined above in the context of computational complexity.

We observe furthermore that our definition does not allow for states to have differing numbers of possible actions. However, this limitation can be ignored by using one action more than one time in states which have less than the maximal number of actions. In some of our proofs we will construct Markov decision processes which have different numbers of actions in different states; however, as it has been said, these MDPs can be represented with the formalism above.

### 1.5.3 Policies and objectives

For a Markov decision process (and its variants), several performance criteria have been proposed. We discuss some of these criteria in the context of Markov decision processes with uncertain parameters. The most important term in this context is the term of a policy which can be judged upon with the help of one of the introduced performance criteria. Informally speaking, a policy defines actions that shall be performed given a certain condition; formally, a policy is a function $f: S^{+} \times A \rightarrow \mathbb{R}$ that maps (finite) histories of states to probability distributions on the action space. A policy $f$ generates, for a Markov decision process $M=(S, A, T, \vec{r}, \vec{q})$ an immediate reward at step $i$

$$
r_{i}^{(f)}=\sum_{a \in A} f\left(\left(H, s_{i}\right), a\right) \cdot r_{s_{i}}
$$

if $s_{i}$ is the current state and $H \in S^{*}$ is the sequence of states preceding $s_{i}$.
We call a policy $f$

- stationary if it depends only on the current state, i.e., if it is $f((H, s), a)=f\left(\left(H^{\prime}, s\right), a\right)$ for all $H, H^{\prime} \in S^{*}$.
- deterministic if it always maps a history to a Dirac distribution, i. e., $f(\cdot, a) \in\{0,1\}$,
- pure if it is stationary and deterministic,
- mixed if it is stationary, but not pure.

To clarify the nomenclature, we denote general policies with Latin identifiers, such as $f$; for pure policies, we use Greek identifiers, such as $\pi$ or $\sigma$. Stationary policies are denoted with capital Greek identifiers such as $\Pi$. Furthermore, we introduce short notation for stationary and pure policies: we write $\pi(s)$ for the action $a$ where $\pi(\cdot, s, a)=1$ and $\Pi(s, a)$ for $\Pi((\cdot, s), a)$.

It is easy to see that a stationary policy $\pi$ induces a Markov reward process with transition matrix $\boldsymbol{P}^{(\pi)}$ and reward vector $\vec{r}$, as the transition probabilities under $\pi$ depend only on the current state; this makes it mathematically easier to handle stationary policies; thus, the interest in stationary policies is justified from an "internal", mathematical as well as from an "external", user-centric point of view.

Having defined the notion of a policy, we now introduce tools which can measure the performance of a given policy $f$ in a given Markov decision process $(S, A, T, \vec{r}, \vec{q})$.

Many performance measures we define depend on one free parameter we have only briefly mentioned, namely the initial distribution. Different initial distributions will lead to different distributions over the random states in the state sequence, and thus, lead to different rewards. For performance measures that depend on the initial distribution, it is possible to aggregate all initial distributions by computing the performance measure $v$ for every starting state, i. e., by computing a function $v^{(f)}(s)=\left[v^{(f)} \mid X_{1}=s\right]$ that maps states to the reward measure with this starting state. This function is called a value vector $\vec{v}^{(f)} \in \mathbb{R}^{n}$ and, in many cases, finding a policy that maximizes the reward measure for one specific initial distribution also yields a policy that optimizes the value vector as a whole. In the following discussion, we understand under "optimization", unless explicitly stated otherwise, maximization of the value vector. This means that an optimal policy $f$ adheres to $f=\arg \max _{f} \vec{q}^{\top} \vec{v}^{(f)}$. This notion of optimality implies that there may exist more than one policy which is optimal. Sometimes we might be interested in stationary or pure policies only; then, the existence of an optimal pure or stationary policy means the existence of a policy which is optimal in the sense defined above and, additionally, is pure or stationary.

Expected total reward A straightforward performance indicator is the expected total reward defined by the term

$$
\begin{equation*}
v_{\Sigma}^{(f)}=\operatorname{Ex}\left[\sum_{i=1}^{\infty} r_{i}^{(f)}\right] \tag{1.2}
\end{equation*}
$$

We note that this sum does not need to converge. It does not converge if there exists at least one recurrent state with positive reward, and in general, convergence can only be guaranteed if there exist absorbing states with zero reward which are reached with probability 1 . This puts a limitation on the nature of models we can consider.

Expected finite-horizon total reward To keep the mathematical properties of the expected total reward measure but to ensure also finiteness we can truncate the computation of the expected total reward after a fixed amount of steps. This amount $N \in \mathbb{N}$ is called a horizon, and the reward term turns out to be

$$
\begin{equation*}
v_{N}^{(f)}=\operatorname{Ex}\left[\sum_{i=1}^{N} r_{i}^{(f)}\right] \tag{1.3}
\end{equation*}
$$

Expected average reward One useful property of the expected total reward is that this measure represents the behaviour of a policy in the infinite. For this task, we introduce two performance criteria that work independent of the nature of the underlying MDP model and converge at all times. Both of them are motivated by the expected total reward measure. As the latter does not need to be finite, it can be made finite by considering the average gain for a time step in the long run. This measure, the expected average reward or expected gain, can be formalized by

$$
\begin{equation*}
v_{\infty}^{(f)}=\operatorname{Ex}\left[\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} r_{i}^{(f)}\right] . \tag{1.4}
\end{equation*}
$$

It can be shown [LL69] that this limit always exists for stationary policies and that there exists an optimal stationary policy, that is, a stationary policy $f=\arg \max _{f: v_{\infty}^{(f)}}$ exists $v_{\infty}^{(f)}$.

Computing the expected average reward is non-trivial for general non-stationary policies as the limit in (1.4) does not need to exist; here, we show how it can be computed for a stationary policy $f$. Following [Put94], it is possible to show that the expected average reward $\vec{v}_{\infty}^{(f)}$ has the following properties.

$$
\begin{align*}
\boldsymbol{P}^{(f)} \vec{v}_{\infty}^{(f)} & =\vec{v}_{\infty}^{(f)} \\
\vec{r}-\vec{v}_{\infty}^{(f)}+\boldsymbol{P}^{(f)} \vec{h} & =\vec{h} \tag{1.5}
\end{align*}
$$

The vector $\vec{h}$ is also known as the bias vector and describes the state-dependent constant term in the formula $\vec{h}(s)+t \vec{v}_{\infty}^{(f)}(s)$ for the expected gain after $t$ steps, starting in state $s$.

Expected discounted reward There are two downsides of the expected gain measure. First, it is not guaranteed that the limit in (1.4) converges for general, not necessarily stationary policies. For example, consider a two-state MDP that is depicted in Fig. 1.1. The states offer rewards of -1 and 1 , respectively, and it is possible to move to either of these states arbitrarily. In this MDP, one can devise a policy $f_{ \pm}$with the following behaviour: For $i \in \mathbb{N}_{0}$, the policy stays for $2^{i}$ time steps in $s_{1}$, gathering a total reward of $-2^{i}$, and then, $f_{ \pm}$stays for $2^{i}$ time steps in $s_{2}$, gathering a total reward of $2^{i}$. Then $f_{ \pm}$returns to $s_{1}$ and stays there for $2^{i+1}$ steps, gathering a total reward of $-2^{i+1}$ and so on. For $k \in \mathbb{N}_{0}$, the total reward after $2\left(2^{k+1}-1\right)$ steps will be then zero, and the total reward after $2\left(2^{k+1}-1\right)+2^{k+1}$ steps will be $-2^{k+1}$. Hence, the average reward after $N$ steps is then, depending on $N$, somewhere between 0 and $-1 / 3$ and the limit in (1.4) does not exist.


Figure 1.1: A Markov decision process with a non-convergent policy
Second, the expected average measure does not differentiate between early and future gains. To cope with both issues, we can introduce a discount factor $\gamma \in[0,1)$ which describes the "importance damping" of gains, i. e., how much less important tomorrow's profits in comparison to those of today are.

To address these issues we introduce a different performance indicator, the expected discounted total reward

$$
\begin{equation*}
v_{\gamma}^{(f)}=\operatorname{Ex}\left[\sum_{i=1}^{\infty} \gamma^{i-1} r_{i}^{(f)}\right] \tag{1.6}
\end{equation*}
$$

We note that this sum always converges as there exists an upper bound on the reward (since we consider finite-state MDPs). Furthermore, one can show that for stationary policies, the optimal policies for $\gamma \rightarrow 1$ converge to optimal policies for the expected average reward measure if the rewards are bounded [LL69] (which is always the case for finite-state and finite-action models).
Remark. In the fully general case, a policy can depend on the complete history of a Markov decision process. However, in many applications, it may require infinite memory and thus,
it seems natural to consider policies that depend only on the current state. The optimality of such policies depends largely on the kind of optimality measure; for some optimality measures such as the expected gain and expected discounted total reward, there exists an optimal deterministic policy that only depends on the current state [Put94]; for other measures, only policies with access to the full history are optimal.

### 1.5.4 Optimization of Markov decision processes

For the reward measures described above, there exist several general algorithms that find optimal policies efficiently. We briefly describe them and their properties; a more detailed discussion can be found in [Put94]. Without limitation of generality we consider maximization to be the main optimization direction; for minimization, symmetric arguments apply.

Dynamic programming and value iteration For total reward measures, the dynamic programming approach is straightforward as well as efficient. Intuitively, the approach consists of computing the optimal decision "in the end" where no further decisions can be made and then, by backwards induction, find optimal decisions for the preceding step under the assumption that the next step has been computed optimally. Together, this yields Algorithm 1.

```
Algorithm 1 Dynamic programming algorithm for optimization of finite-horizon total
expected reward
    function FiniteHorizonDynamicProgramming( \(S, A, T, \vec{r}, N\) )
        for \(s \in S\) do \(\vec{v}_{N} \leftarrow \vec{r}\)
        for \(i=N-1, \ldots, 1\) do
            for \(s \in S\) do
            \(\vec{v}_{i}(s) \leftarrow \vec{r}(s)+\max _{a \in A} P^{a}(s \bullet) \vec{v}_{i+1} \quad \triangleright\) Compute the expected value
            \(f_{\overrightarrow{v_{1}}}(i, s) \leftarrow \arg \max _{a \in A} \boldsymbol{P}^{a}(s \bullet) \vec{v}_{i+1}\)
    return \(\vec{v}_{1}, f\)
```

This approach is also known as value iteration. One can observe from the structure of the algorithm that the resulting policies depend on the state and the time step, and are deterministic. The algorithm needs $N$ iterations of the outer loop and in each of these iterations, $|S|$ inner loop iterations. Together, this makes $\mathcal{O}(N \cdot|S||A|)$ time steps.

A similar approach can be used for optimizing the expected discounted reward. There, we do not have a finite amount of steps, but a convergence guarantee that stems from Banach's fixed point theorem [Cie07]. The modified algorithm is presented in Alg. 2. The algorithm stops when the difference between the successively computed vectors $v$ and $v^{\prime}$ is smaller than $\frac{\varepsilon(1-\gamma)}{2 \gamma}$, which implies, after Theorem 6.3.1 in [Put94], that the difference between the resulting vector $v$ and the true value vector defined in (1.6) is at most $\frac{\varepsilon}{2}$ for a given precision parameter $\varepsilon>0$. The difference between the value vector of the resulting policy $\pi$ and the value vector of an optimal policy will be at most $\varepsilon$.

For convenience, we provide the main argument for this statement. Banach's fixed point theorem states, that for a norm $\|\cdot\|$ on $\mathbb{R}^{n}$ and a contraction mapping $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ which satisfies $\|L(\vec{v})-L(\vec{u})\| \leqslant \gamma\|\vec{v}-\vec{u}\|$ for some $\gamma \in[0,1)$, a unique fixed point $\vec{v}^{*}$ exists with $L\left(\vec{v}^{*}\right)=\vec{v}^{*}$ which can be computed by iteratively applying $L(L(\ldots L(\vec{v})))$ for any vector $\vec{v}$. Let $\vec{v}_{0}=\vec{v}$ and $\vec{v}_{n}=L\left(\vec{v}_{n-1}\right)$ for $n \in \mathbb{N}$. Using the properties of contraction mappings and
the triangle inequality, it is possible to derive

$$
\begin{aligned}
\left\|\vec{v}^{*}-\vec{v}_{n+1}\right\| & =\left\|L\left(\vec{v}^{*}\right)-\vec{v}_{n+1}\right\| \\
& \leqslant\left\|L\left(\vec{v}^{*}\right)-L\left(\vec{v}_{n+1}\right)\right\|+\left\|L\left(\vec{v}_{n+1}\right)-\vec{v}_{n+1}\right\| \\
& =\left\|L\left(\vec{v}^{*}\right)-L\left(\vec{v}_{n+1}\right)\right\|+\left\|L\left(\vec{v}_{n+1}\right)-L\left(\vec{v}_{n}\right)\right\| \\
& \leqslant \gamma\left\|\vec{v}^{*}-\vec{v}_{n+1}\right\|+\gamma\left\|\vec{v}_{n+1}-\vec{v}_{n}\right\| \Leftrightarrow \\
\left\|\vec{v}^{*}-\vec{v}_{n+1}\right\| & \leqslant \frac{\gamma}{1-\gamma}\left\|\vec{v}_{n}-\vec{v}_{n+1}\right\| .
\end{aligned}
$$

This means that if $\left\|\vec{v}_{n}-\vec{v}_{n+1}\right\| \leqslant \frac{\varepsilon(1-\gamma)}{2 \gamma}$, then $\left|\vec{v}^{*}-\vec{v}_{n+1}\right| \leqslant \frac{\varepsilon}{2}$.

```
Algorithm 2 Dynamic programming algorithm for optimization of expected discounted
reward
    function VALUEITERATION \((S, A, T, \vec{r}, \gamma)\)
        \(\vec{v}, \vec{v}^{\prime} \leftarrow \overrightarrow{0} \in \mathbb{R}^{n}\)
        while \(\delta \geqslant \frac{\varepsilon(1-\gamma)}{2 \gamma}\) do
            for \(s \in S\) do
            \(\vec{v}^{\prime}(s) \leftarrow \vec{r}(s)+\gamma \max _{a \in A} \boldsymbol{P}^{a}(s \bullet) \vec{v}\)
            \(\pi(s) \leftarrow \arg \max _{a \in A} \boldsymbol{P}^{a}(s \bullet) \vec{v}\)
        \(\delta \leftarrow \max _{s \in S}\left|\vec{v}(s)-\vec{v}^{\prime}(s)\right|\)
        \(\vec{v} \leftarrow \vec{v}^{\prime}\)
        return \(\vec{v}, \pi\)
```

We note that the policy computed by Alg. 2 is pure. In fact, it can be shown that for this performance measure, there always exists an optimal pure policy that corresponds to the fixed point of the outer loop in Alg. 2.

Policy iteration A similar result can be shown for the expected average reward measure: in this case, too, there always exists an optimal pure policy. Furthermore, a locality property can be shown: a pure policy which cannot be optimized by changing its behaviour in one state, i.e. a locally optimal policy, is also globally optimal. This gives rise to the policy iteration approach which is a local improvement algorithm for policies which yields optimal policies for the expected average reward and expected discounted reward measures. In the pseudo-code description, the concrete reward measure is designated by a function $v$.

```
Algorithm 3 Generalized policy iteration scheme
    function PolicyIteration \((S, A, T, \vec{r}, \vec{q}, v)\)
        \(\pi \leftarrow \overrightarrow{0} \quad \triangleright\) Initialize an arbitrary policy
        while \(\pi\) changes do
            for \((s, a) \in S \times A\) do
            \(\pi^{\prime} \leftarrow \pi\)
            \(\pi^{\prime}(s)=a\)
            if \(v^{\left(\pi^{\prime}\right)}(S, A, T, \vec{r}, \vec{q})>v^{\left(\pi^{\prime}\right)}(S, A, T, \vec{r}, \vec{q})\) then
                \(\pi \leftarrow \pi^{\prime}\)
        return \(\pi\)
```

The general scheme is depicted in Algorithm 3 where $v$ is an arbitrary optimality criterion for pure policies. The concrete formulation of the algorithm may vary with the optimality criterion. So, for the expected average reward, the policy iteration algorithm has the following form [Vei66, Put94].

```
Algorithm 4 Subsection 9.2.1, [Put94]: Policy iteration for the expected average criterion in
MDPs
    function AVERAGEPOLICYITERATION \((M=(S, A, T, \vec{r}, \vec{q}))\)
        \(n \leftarrow 0\), select an arbitrary decision rule \(\pi_{0}\)
        repeat
            Compute \(\vec{g} \in \mathbb{R}^{n}, \vec{h} \in \mathbb{R}^{n}\) such that \(\boldsymbol{P}_{\pi_{n}} \vec{g}=\vec{g}, \vec{r}_{\pi_{n}}-\vec{g}+\left(\boldsymbol{P}_{\pi_{n}}-\boldsymbol{I}\right) \vec{h}=\overrightarrow{0}\)
            Choose a \(\pi_{n+1}\) that satisfies
\[
\begin{equation*}
\pi_{n+1} \in \arg \max _{\pi} \boldsymbol{P}_{\pi} \vec{g}, \tag{1.7}
\end{equation*}
\]
keeping \(\pi_{n+1}=\pi_{n}\), if possible. if \(\pi_{n+1}=\pi_{n}\) then
Choose a \(\pi_{n+1}\) that satisfies
\[
\begin{equation*}
\pi_{n+1} \in \arg \max _{\pi}\left(\vec{r}_{\pi}+\boldsymbol{P}_{\pi} \vec{h}\right) \tag{1.8}
\end{equation*}
\]
keeping \(\pi_{n+1}=\pi_{n}\), if possible.
\(n \leftarrow n+1\)
until \(\pi_{n}=\pi_{n-1}\)
return \(\pi_{n}\)
```

Linear programming formulations As with most optimization problems, there also exists a linear programming formulation for Markov decision problems [Man60, d'E63, Put94, DD05]. The problem of interest here is optimizing the expected discounted reward measure. Its main property is that the value vector $\vec{v}^{(\Pi)}$ for a (stationary) policy $\Pi$ can be written as a solution of a linear equation system $\vec{r}+\gamma \boldsymbol{P}^{(\Pi)} \vec{v}^{(\Pi)}=\vec{v}^{(\Pi)}$ where $\boldsymbol{P}^{(\Pi)}$ is defined by $\boldsymbol{P}^{(\Pi)}(s \bullet)=\sum_{a \in A} \Pi(s, a) \boldsymbol{P}^{a}(s \bullet)$. This yields a linear program which computes the optimal value vector; this formulation has been derived by Manne [Man60].

$$
\begin{align*}
& \quad \min \overrightarrow{1}^{\top} \vec{v} \\
& \text { s.t. }  \tag{1.9}\\
& \quad \vec{r}+\gamma \mathbf{P}^{a} \vec{v} \leqslant \vec{v} \quad \forall a \in A
\end{align*}
$$

The corresponding dual linear program has been introduced by d'Epenoux [d'E63, Kal83].

$$
\begin{align*}
& \max \sum_{s \in S} \sum_{a \in A} x_{s, a} \vec{r}(s) \\
& \text { s.t. } \\
& \qquad \sum_{a \in A} x_{s, a}-\gamma \sum_{a \in A, s^{\prime} \in S} \boldsymbol{P}^{a}\left(s^{\prime}, s\right) x_{s^{\prime}, a}=\vec{q}(s) \quad \forall s \in S  \tag{1.10}\\
& x_{s, a} \geqslant 0
\end{align*} \quad \forall(s, a) \in S \times A
$$

This formulation has several interesting properties. First, the goal function coefficients in the primal LP can be arbitrary non-negative values and lead to the same value of $\vec{v}$. Second, the optimal policy can be read from the solution by looking at the rows of the primal LP that are tight; if the constraint

$$
\begin{equation*}
\vec{r}(s)+\gamma \boldsymbol{P}^{a}(s \bullet) \vec{v} \leqslant \vec{v}(s) \tag{1.11}
\end{equation*}
$$

is tight, that is, if it is $\vec{r}(s)+\gamma \mathbf{P}^{a}(s \bullet) \vec{v}=\vec{v}(s)$, then the optimal policy selects the action $a$ in state $s$. Third, by complementary slackness, the variables $x_{s, a}$ in the dual formulation that
correspond to the rows in (1.9) are nonzero if and only if the constraint (1.11) is tight. This means that the variable $x_{s, a}$ in the dual formulation can be used as "decision variable" that is nonzero if and only if the optimal policy selects the action $a$ in state $s$. However, these are not decision variables in the sense of combinatorial optimization, as they do not have to be integral. The most common interpretation for these variables is that they describe "discounted visitation frequencies" of states that contribute to the cumulative reward.

Nevertheless, there are ways to derive integral variables from the variables of the dual formulation [DD05]. A simple way to do so is by introducing additional integer variables $d_{s, a} \in\{0,1\}$ with the constraints $d_{s, a}=1 \Leftrightarrow x_{s, a}>0$; alternatively, an equivalent constraint is $d_{s, a}=\frac{x_{s, a}}{\sum_{a^{\prime} \in A} x_{s, a^{\prime}}}$. In general, this constraint cannot be written as a linear inequality; however, here we know that $x_{s, a}$ has an upper bound of $\frac{1}{1-\gamma}$ as the rewards from a state $s$ are bounded by $\frac{\vec{r}(s)}{1-\gamma}$. This allows us to impose the constraint $d_{s, a} \cdot \frac{1}{1-\gamma} \geqslant x_{s, a}$ for all $(s, a) \in S \times A$ and $\sum_{a \in A} d_{s, a}=1$ for all $s \in S$. Together, we can derive the following mixed-integer linear program.

$$
\max \sum_{s \in S} \sum_{a \in A} x_{S, a} \vec{r}(s)
$$

s.t.

$$
\begin{array}{ll}
\sum_{a \in A} x_{s, a}-\gamma \sum_{a \in A, s^{\prime} \in S} P^{a}\left(s^{\prime}, s\right) x_{s^{\prime}, a}=\vec{q}(s) & \forall s \in S \\
\sum_{a \in A} d_{s, a}=1 &  \tag{1.12}\\
d_{s, a} \geqslant(1-\gamma) x_{s, a} & \forall s \in S \\
x_{s, a} \geqslant 0 & \forall(s, a) \in S \times A \\
d_{s, a} \in\{0,1\} & \forall(s, a) \in S \times A \\
& \forall(s, a) \in S \times A
\end{array}
$$

From the complexity-theoretic point of view, it is easy to see that almost all MDP problems can be solved in polynomial time. As we extend the MDP formalism, an important question is if this property can be kept.

### 1.5.5 Continuous-time processes and uniformization

A large body of research deals with the question what happens if the transition times in a Markovian decision process are not equal but also distributed according to a memoryless distribution which depends on the state (and sometimes the selected action). Following this research question, one arrives at the continuous-time MDP model. Its main characteristic is that the evolution of the underlying system is defined by a system of (linear) differential equations. In the next paragraphs, we give a brief overview of the formalism and describe a method to analyse some aspects of continuous-time MDPs with algorithms for discrete-time Markov decision processes.

Continuous-time Markov chains Similarly to a discrete-time Markov chain, one can define continuous-time Markov chains where the transition times are governed by exponential distributions. Concretely a continuous-time Markov chain can be represented by a stochastic vector $\vec{q}_{0} \in \mathbb{R}^{1 \times n}$ and a rate matrix $Q \in \mathbb{R}^{n \times n}$ for which the properties $Q \overrightarrow{1}=\overrightarrow{0}$ and $Q(i, j) \geqslant 0$ for all $i \neq j$ with $i, j \in[n]$ hold.

The evolution of a continuous-time Markov chain can be described as follows. The system stays in a state $s \in S$ for a time interval which is negative exponentially distributed with rate $Q(s, s)$ and then performs a transition to another state $s^{\prime}$ with probability $\frac{Q\left(s, s^{\prime}\right)}{-Q(s, s)}$.

A global representation of this dynamics is the differential equation [Kol31]

$$
\begin{align*}
\frac{\mathrm{d} \vec{p}(t)}{\mathrm{d} t} & =\vec{p}(t) Q  \tag{1.13}\\
\vec{p}(0) & =\vec{q}
\end{align*}
$$

where $\vec{p}(t)$ is the probability distribution of the Markov chain being in a given state at time $t$. The solution to this equation is $\vec{p}(t)=\vec{q} \exp (Q t)$ where the matrix exponential $\exp (M)$ is defined by the infinite sum

$$
\begin{equation*}
\exp (M)=\sum_{i=0}^{\infty} \frac{M^{i}}{i!} \tag{1.14}
\end{equation*}
$$

Continuous-time Markov decision processes With a continuous-time Markov chain formalism, we arrive at a formalism for continuous-time MDPs.

Definition 1.5.2. Given a Markov decision process $(S, A, T, \vec{r}, \vec{q})$ and a vector $\vec{\beta} \in \mathbb{R}^{n}$ with $\vec{\beta}>0$, a continuous-time Markov decision process (CTMDP) is a tuple $(S, A, T, \vec{r}, \vec{q}, \vec{\beta})$. A CTMDP defines not only a sequence of states as described in Def. 1.5.1, but also a sequence of sojourn times $\left(Y_{t}\right)_{t \in \mathbb{N}}$ where $Y_{t}$ is exponentially distributed with parameter $\vec{\beta}\left(X_{t}\right)$.

Together, they define a family of random variables $\left(Y_{x}\right)_{x \in \mathbb{R}_{\geqslant 0}}$ with $Y_{x}=X_{t}$ if $\sum_{t^{\prime}<t} Y_{t^{\prime}}<$ $x$ and $\sum_{t^{\prime} \leqslant t} Y_{t^{\prime}} \geqslant x$.

This definition expands the MDP formalism by the notion of transition times. It is easy to see that the system retains its Markovian property: The sojourn time does not depend on the starting point of the observation. Mathematically speaking, for an exponentially distributed transition time $Y$ it is $\operatorname{Pr}[Y \geqslant x]=\operatorname{Pr}[Y \geqslant T+x \mid Y \geqslant T]$ for all $x \geqslant 0, T \geqslant 0$.

The finite-horizon total reward for a time horizon $T$ in this model is formalized by the integral expression

$$
\begin{equation*}
\int_{0}^{T} \vec{r}\left(Y_{x}\right) \mathrm{d} x \tag{1.15}
\end{equation*}
$$

which allows us to derive the expected average total reward

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \vec{r}\left(Y_{x}\right) \mathrm{d} x \tag{1.16}
\end{equation*}
$$

and the expected discounted total reward with a discount rate $\alpha>0$

$$
\begin{equation*}
\int_{0}^{\infty} \exp (-\alpha x) \vec{r}\left(Y_{x}\right) \mathrm{d} x \tag{1.17}
\end{equation*}
$$

Uniformization Analysing continuous-time MDPs means, in the most general case, analyzing a continuous-time system that is governed by a set of differential equations [Put94]; especially the finite-horizon case is less simple to analyse as the number of transitions in a finite time interval can be unbounded. We note here that even for the finite-horizon case optimal policies can be computed [BDS17b], but as our main results consider "stationary" optimality criteria such as the expected discounted total reward and the expected average reward, we provide a tool that enables to analyse continuous-time MDPs with discrete-time methods with respect to these criteria [Put94].

The uniformization technique amounts to two steps: First, the stochastic process is transformed into a process with uniform sojourn time distribution in all states. Second, as the sojourn times are distributed equally, the expected rewards in each state are computed
and only the transition probabilities with these new rewards are considered, which allows one to use discrete-time methods.

Informally, the first step of the uniformization procedure transforms the continuous-time process into another continuous-time process where the transition events occur with equal frequency in each state. For this, the transition probabilities are modified in order to keep the total sojourn time.

Concretely, to transform a continuous-time $\operatorname{MDP}(S, A, T, \vec{r}, \vec{q}, \vec{\beta})$ into a discrete-time $\operatorname{MDP}\left(S, A, T_{u}, \vec{r}_{u}, \vec{q}\right)$, the following steps have to be made. First, the uniformization rate $\beta^{*} \geqslant \max _{i \in S} \vec{\beta}(i)$ is chosen. Then, a CTMDP $\left(S, A, T_{u}, \vec{r}, \vec{q}, \beta^{*} \overrightarrow{1}\right)$ is computed by defining $T_{u}=\left\{\boldsymbol{P}_{u}^{1}, \ldots, \boldsymbol{P}_{u}^{m}\right\}$ with

$$
\boldsymbol{P}_{u}^{a}\left(s, s^{\prime}\right)= \begin{cases}1-\frac{\left(1-\boldsymbol{P}^{a}(s, s)\right) \vec{\beta}(s)}{\beta^{*}} & s=s^{\prime}  \tag{1.18}\\ \frac{\boldsymbol{P}^{a}\left(s, s^{\prime}\right) \vec{\beta}(s)}{\beta^{*}} & s \neq s^{\prime}\end{cases}
$$

Then, the rewards have to be adjusted. For the expected average total reward, we set

$$
\begin{equation*}
\vec{r}_{u}(s)=\frac{\vec{r}(s)}{\beta^{*}} . \tag{1.19}
\end{equation*}
$$

For the expected discounted total reward, we set

$$
\begin{equation*}
\vec{r}_{u}(s)=\frac{\vec{r}(s)}{\beta^{*}+\alpha} \tag{1.20}
\end{equation*}
$$

and introduce the discount factor $\gamma=\frac{\beta^{*}}{\beta^{*}+\alpha}$. It can be shown that a stationary policy will yield for these uniformized processes the same optimality values as for the original CTMDPs, which allows us to use discrete-time analysis methods in order to find optimal policies for the expected average and expected discounted reward criteria [Ser79, Put94].

### 1.6 Stochastic games

It is easy to see that we can consider a Markov decision process as a game where the controller can choose actions and the randomness chooses following states. This view can be generalized in a natural way to more parties. For us, of special interest is the two-player case, where two parties can control the system, the controller (CON) and Nature (NAT).

In the literature [Sha53, FV97], these processes are known as stochastic games. Informally, in a stochastic game, CON and NAT choose from two pools of available actions; the action pair combined with the current state defines a probability distribution on the next state and a reward value.

Definition 1.6.1 (Stochastic game). For a set of states $S=[n]$ and two action sets $A_{C}, A_{N}$, a stochastic game is a tuple ( $S, A_{C}, A_{N}, P, \vec{r}_{C}, \vec{r}_{N}, \vec{q}$ ) where $P: S \times A_{C} \times A_{N} \rightarrow S \rightarrow \mathbb{R}$ is, for every triple ( $s, a_{C}, a_{N}$ ), a probability distribution on states, $\vec{q} \in \mathbb{R}^{n}$ is a stochastic vector, and $\vec{r}_{N}, \vec{r}_{C} \in \mathbb{R}^{n}$ are reward vectors.

The semantics of a stochastic game is straightforward: At each discrete time step $t, t \in \mathbb{N}$, the formal system is in a state $s \in S$. CON chooses an action $a_{C}$ from the controller action set $A_{C}$ and NAT chooses an action $a_{N}$ from the nature action set $A_{N}$. Then, an immediate reward $\left(r_{C}, r_{N}\right)=\left(\vec{r}_{C}(s), \vec{r}_{N}(s)\right)$ is being paid off; CON gains $\vec{r}_{C}(s)$ reward units and NAT gains $\vec{r}_{N}(s)$ reward units. Then, the system performs a transition to a state $s^{\prime} \in S$ with probability $P\left(s, a_{C}, a_{N}\right)\left(s^{\prime}\right)$. Formally, a stochastic game together with a sequence of action pairs $\left(a_{C, i}, a_{N, i}\right)_{i \in \mathbb{N}}$ define a sequence $\left(X_{i}\right)_{i \in \mathbb{N}}$ of random variables with the distributions
$\operatorname{Pr}\left[X_{1}=s\right]=\vec{q}(s)$ and $\operatorname{Pr}\left[X_{i+1}=s^{\prime} \mid X_{i}=s, a_{C, i}=a_{C}, a_{N, i}=a_{N}\right]=P\left(s, a_{C}, a_{N}\right)\left(s^{\prime}\right)$. The sequence $\left(X_{i}\right)_{i \in \mathbb{N}}$ also defines a sequence of random reward pairs $\left(r_{C, i}, r_{N, i}\right)_{i \in \mathbb{N}}$ with $r_{C, i}=$ $\vec{r}_{C}\left(X_{i}\right)$ and $r_{N, i}=\vec{r}_{N}\left(X_{i}\right)$.

It is important to distinguish an important subclass of stochastic games with special semantics: In a perfect information stochastic game, NAT and CON perform actions by alternating their moves, that is, both players can observe the results of each other's action before making the next move. This is modeled by separating the state set $S$ into two disjoint subsets, the controller set $S_{\text {CON }}$ and the nature set $S_{\text {NAT }}$ with $S=S_{\text {CON }} \uplus S_{\text {NAT }}$; the semantics is such that $P\left(s, a_{C}, a_{N}\right)=P\left(s, a_{C}, a_{N}^{\prime}\right)$ for $s \in S_{C O N}$ and all $a_{N}, a_{N}^{\prime} \in A_{N}$, and, symmetrically, $P\left(s, a_{C}, a_{N}\right)=P\left(s, a_{C}^{\prime}, a_{N}\right)$ for $s \in S_{\text {NAT }}$ and all $a_{C}, a_{C}^{\prime} \in A_{C}$.

For a stochastic game, the most interesting question is if there is a policy for CON which maximizes her overall performance measure while NAT tries to maximize her own overall performance measure. The answer to this question mainly depends on the structure of $\vec{r}_{N}$ and $\vec{r}_{C}$ and the chosen optimality criteria. For the latter, we assume that the optimality criteria are the same for both players (and have the same optimization direction), that is, if $\left(r_{C, i}\right)_{i \in \mathbb{N}}$ and $\left(r_{N, i}\right)_{i \in \mathbb{N}}$ are the payoff sequences for each of the players, then the optimality criterion can be described by a single function $v: \mathbb{R}^{\mathbb{N}} \rightarrow \mathbb{R}$ such that the goal function $v_{C}$ for CON is $v\left(\left(r_{C, i}\right)_{i \in \mathbb{N}}\right)$ and the goal function $v_{N}$ for NAT is $v\left(\left(r_{N, i}\right)_{i \in \mathbb{N}}\right)$. For the former, we consider two cases that are most important to us, namely, the cooperative and the competitive cases.

The cooperative case $\vec{r}_{C} \geqslant \overrightarrow{0}, \vec{r}_{N}=\vec{r}_{C}$
The competitive case $\vec{r}_{C} \geqslant \overrightarrow{0}, \vec{r}_{N}=-\vec{r}_{C}$
It is easy to see that in the cooperative case, there is no conflict in the goals of CON and NAT. This means that finding the optimal policy for the cooperative case can be performed with the methods known from Markov decision process optimization. In fact, replacing both players with one party leaves us with a Markov decision process (under the assumption that the optimality criteria for both players are the same).

Optimal policies for stochastic games Previously, we have established that cooperative stochastic games are equivalent to Markov decision processes. Here, we consider competitive stochastic games and briefly outline the most important algorithms that find optimal policies. A more complete discussion is available in the original work of Shapley [Sha53] and in the textbook of Filar and Vrieze [FV97]; the facts that are mentioned here are reduced to the ones we need in the rest of our work.

A policy pair in a stochastic game is a pair of functions $f_{C}: S^{+} \times A_{C} \rightarrow[0,1], f_{N}: S^{+} \times$ $A_{N} \rightarrow[0,1]$ that define probability distributions over actions in dependence of previous visited states and random reward sequences $\left(r_{C, i}^{\left(f_{C}, f_{N}\right)}\right)_{i \in \mathbb{N}},\left(r_{N, i}^{\left(f_{C}, f_{N}\right)}\right)_{i \in \mathbb{N}}$. In analogy to the MDP case, we assume that there exists an optimality criterion that yields real values $v_{C}^{\left(f_{C}, f_{N}\right)}, v_{N}^{\left(f_{C}, f_{N}\right)}$ which describe the goal functions of the two players for each policy. We call a policy pair $\left(f_{C}^{*}, f_{N}^{*}\right)$ optimal, if the following conditions are met.

- $v_{C}^{\left(f_{C}^{*}, f_{N}^{*}\right)} \geqslant v_{C}^{\left(f_{C}, f_{N}^{*}\right)}$ for each $f_{C}: S^{+} \times A_{C} \rightarrow[0,1]$
- $v_{N}^{\left(f_{C}^{*}, f_{N}^{*}\right)} \geqslant v_{N}^{\left(f_{C}^{*}, f_{N}\right)}$ for each $f_{N}: S^{+} \times A_{N} \rightarrow[0,1]$

Now we consider different optimality criteria and the corresponding algorithms. The optimality criteria are similar to those defined for Markov decision processes.

The finite horizon total expected reward criterion For a finite horizon $N \in \mathbb{N}$, the finite horizon total expected reward criterion for stochastic games is defined by

$$
\begin{align*}
& v_{C, N}^{\left(f_{C}, f_{N}\right)}=\operatorname{Ex}\left[\sum_{i=1}^{N} r_{C, i}\left(f_{C}, f_{N}\right)\right.  \tag{1.21}\\
& v_{N, N}^{\left(f_{C}, f_{N}\right)}=\operatorname{Ex}\left[\sum_{i=1}^{N} r_{N, i}\left(f_{C,}, f_{N}\right)\right]
\end{align*}
$$

In the sequel, we only give the optimality criterion for CON , as the criterion for NAT is defined symmetrically.

To compute an optimal policy pair for the finite horizon total expected reward criterion, we perform a similar procedure to the one in Algorithm 1, adjusted for the two-player case. In fact, the most challenging task here is to compute a decision rule that is optimal, as we move from a simple maximization problem to a max-min problem.

In order to derive a solution, we consider simple one-step two-player games first.

Definition 1.6.2 (One-step game). For finite action spaces $A_{C}=\left[m_{C}\right], A_{N}=\left[m_{N}\right]$, a onestep game is defined by a matrix $C \in \mathbb{R}^{m_{C} \times m_{N}}$ with the following semantics: If CON chooses action $a_{C} \in A_{C}$ and NAT chooses action $a_{N} \in A_{N}$, then the payoff for CON is $C\left(a_{C}, a_{N}\right)$ and the payoff for NAT is $-\boldsymbol{C}\left(a_{C}, a_{N}\right)$.

An optimal policy for a one-step game can then be computed by solving the following linear program.

$$
\begin{align*}
& \max v \\
& \text { s.t. } \\
& \qquad v \leqslant \sum_{a_{C} \in A_{C}} \vec{x}\left(a_{C}\right) C\left(a_{C}, a_{N}\right) \quad \forall a_{N} \in A_{N}  \tag{1.22}\\
& \sum_{a_{C} \in A_{C}} \vec{x}\left(a_{C}\right)=1 \\
& \vec{x} \geqslant \overrightarrow{0}
\end{align*}
$$

The result of this optimization problem is the value of the matrix game defined by $C$; the optimal policy is given implicitly in the decision vector $\vec{x}$. We observe that $\vec{x}$ does not necessarily have to define a Dirac distribution; hence, for general stochastic games policies may not necessarily be deterministic.

This result can be used in order to derive optimal policies for stochastic games with arbitrary finite horizons. In detail, knowing the optimal policy for future steps in step $n$ and the corresponding value $v\left(s^{\prime}, n+1\right)$ of all states $s^{\prime} \in S$ in the $n+1$ st step, the choice for players CON and NAT in state $s$ corresponds exactly to a one-step game with matrix $C_{n, s}$ which is defined by $C_{n, s}\left(a_{C}, a_{N}\right)=\sum_{s^{\prime} \in S} P\left(s, a_{C}, a_{N}, s^{\prime}\right) v\left(s^{\prime}, i+1\right)$.

For perfect information stochastic games, the structure of the optimization problem given in (1.22) becomes radically simpler. In CON-controlled states, the matrix $C$ has equal columns, and the optimal action is the one that chooses the row with the greatest value. In NAT-controlled states, $C$ has equal rows and, hence, $v$ will be the minimal value that can result from an action of NAT. In both cases, the resulting policies for CON and NAT are deterministic.

This gives rise to the following general algorithm inspired by Alg. 1.

```
Algorithm 5 Finite-horizon expected total reward optimization algorithm for stochastic
games
    function GAMEFINITEHORIZON \(\left(S, A_{C}, A_{N}, P, \vec{r}_{C}, \vec{r}_{N}, N\right)\)
        \(\vec{v}_{N} \leftarrow \vec{r}_{C}\)
        for \(i \in\{N-1, \ldots, 1\}\) do
            for \(s \in S\) do
                for \(\left(a_{C}, a_{N}\right) \in A_{C} \times A_{N}\) do
                    \(C\left(a_{C}, a_{N}\right) \leftarrow \sum_{s^{\prime} \in S} P\left(s, a_{C}, a_{N}, s^{\prime}\right) v\left(s^{\prime}, i+1\right)\)
            \(v^{\prime}, \vec{x}_{s, i} \leftarrow\) solution of LP in (1.22)
            \(\vec{v}_{i}(s) \leftarrow \vec{r}_{C}(s)+v^{\prime}\)
            \(\Pi_{i} \leftarrow\left(\vec{x}_{s, i}\right)_{s \in S}\)
        return \(\vec{v}_{1},\left(\Pi_{1}, \ldots, \Pi_{N-1}\right)\)
```

The runtime of this algorithm is polynomial in $|S|,\left|A_{C}\right|,\left|A_{N}\right|$, and $N$.

The expected discounted reward criterion For the expected discounted reward criterion, we can apply the same reasoning we used in the preceding discussion. The optimality criterion is defined by

$$
\begin{equation*}
v_{C, \gamma}\left(f_{C}, f_{N}\right)=\operatorname{Ex}\left[\sum_{i=1}^{\infty} \gamma^{i-1} r_{C, i}\left(f_{C}, f_{N}\right)\right] . \tag{1.23}
\end{equation*}
$$

Analogously, we obtain an algorithm that computes optimal value vectors.

```
Algorithm 6 Finite-horizon expected total reward optimization algorithm for stochastic
games
    function GAMEDISCOUNTING(S, \(\left.A_{C}, A_{N}, P, \vec{r}_{C}, \vec{r}_{N}, \gamma\right)\)
        \(\vec{v}, \vec{u} \leftarrow \overrightarrow{0}\)
        while \(\delta>\frac{\varepsilon(1-\gamma)}{2 \gamma}\) do
            for \(s \in S\) do
            for \(\left(a_{C}, a_{N}\right) \in A_{C} \times A_{N}\) do
                \(C\left(a_{C}, a_{N}\right) \leftarrow \sum_{s^{\prime} \in S} P\left(s, a_{C}, a_{N}, s^{\prime}\right) \vec{v}\left(s^{\prime}\right)\)
            \(\delta \leftarrow \max _{s \in S}|\vec{v}(s)-\vec{u}(s)|\)
            \(v^{\prime}, \vec{x}_{s} \leftarrow\) solution of LP in (1.22)
            \(\vec{u}(s) \leftarrow \vec{r}_{C}(s)+\gamma v^{\prime}\)
            \(\Pi \leftarrow\left(\vec{x}_{s}\right)_{s \in S}\)
            \(\vec{v} \leftarrow \vec{u}\)
        return \(\vec{v}, \Pi\)
```

Again, the convergence of this algorithm can be shown with Banach's fixed point theorem: The convergence rate of the value vectors is $\gamma$, and we can again apply the argument in Theorem 6.3.1 from [Put94] to show the error bound of $\frac{\varepsilon}{2}$. However, there do not exist superior algorithms. Optimization of infinite-horizon stochastic games, even perfect-information stochastic games, is a major open problem [BV07] related to other "game-like" problems such as parity games [Obd06] or mean-payoff games [ZP96], and it is still unclear whether it can be done in polynomial time independently of the discount factor $\gamma$. It is known that optimization of discounted perfect-information zero-sum two-player stochastic games is in NP $\cap$ coNP [Con92], which is supposed to be generally "easier" than NP-hard problems, but no polynomial-time results are known.

The average total reward criterion This criterion is defined by

$$
\begin{equation*}
v_{C, \infty}^{\left(f_{C}, f_{N}\right)}=\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{Ex}\left[\sum_{i=1}^{N} r_{C, i}\left(f_{C}, f_{N}\right)\right] . \tag{1.24}
\end{equation*}
$$

In analogy to Markov decision processes, our approach is to consider the expected discounted reward criterion for a sequence of discount factors $\gamma_{1}, \gamma_{2}, \ldots$ with $\gamma_{1}<\gamma_{2}<$ $\ldots$ and $\lim _{i \rightarrow \infty} \gamma_{i}=1$. It can be shown [MN81] that the sequence of resulting policies converges; furthermore, the convergence holds also for the value vectors multiplied by $(1-\gamma)$. This results in the following algorithm.

```
Algorithm 7 Optimal policies for the expected average reward criterion, general scheme
    function GAMEDISCOUNTINGLIMIT( \(S, A_{C}, A_{N}, P, \vec{r}_{C}, \vec{r}_{N}\) )
        \(i \leftarrow 0, \vec{v} \leftarrow \infty\)
        while \(\delta>\varepsilon\) do
            \(\gamma \leftarrow 1-2^{-i}\)
            \(\vec{u}, \Pi \leftarrow \operatorname{GAMEDISCOUNTING}\left(S, A_{C}, A_{N}, P, \vec{r}_{C}, \vec{r}_{N}, \gamma\right)\)
            \(\vec{v}^{\prime} \leftarrow(1-\gamma) \vec{u}\)
            \(\delta \leftarrow\left\|\vec{v}-\vec{v}^{\prime}\right\|\)
            \(\vec{v} \leftarrow \vec{v}^{\prime}\)
            \(i \leftarrow i+1\)
        return \(\vec{v}, \Pi\)
```

However, this algorithm amounts to iterative computation of Algorithm 6. Furthermore, the current upper bound for the computation of the value (and thus, the optimal policy) of a general zero-sum stochastic game is in EXPTIME [CMH08], which is a very pessimistic estimate. Hence, we describe a specialized algorithm for perfect information zero-sum stochastic games which also yields pure policies [LL69]. It is ideologically similar to the policy iteration scheme given in Alg. 3. The idea behind it is technically simple: If one player, say, CON, has already committed to the policy, then from the perspective of NAT the problem reduces to optimizing a Markov decision process. The same happens if the players are switched, as the scenario is symmetrical, and the decisions are not simultaneous. This allows us to optimize the policies for each of the players independently. Intuitively, the algorithm alternates between computation of the optimal policy for CON and NAT with $\gamma \rightarrow 1$ until the policies do not change.

```
Algorithm 8 Optimal policies for the expected average reward criterion, perfect information
version
    function PI-GAMEDISCOUNTINGLIMIT \(\left(S=S_{C} \uplus S_{N}, A_{C}, A_{N}, P, \vec{r}_{C}, \vec{r}_{N}\right)\)
        \(i \leftarrow 0, v \leftarrow \infty\)
        \(\pi_{C}, \pi_{N} \leftarrow \overrightarrow{0} \quad \triangleright\) Initialize arbitrary policies
        while \(\delta>\varepsilon\) do
            \(\gamma \leftarrow 1-2^{i}\)
            \(\pi_{C} \leftarrow \arg \max _{\pi} v_{C, \gamma}^{\left(\pi, \pi_{N}\right)}, \pi_{N} \leftarrow \arg \max _{\pi} v_{N, \gamma}\left(\pi_{C}, \pi\right)\)
            \(v^{\prime} \leftarrow(1-\gamma) v_{C, \gamma}^{\left(\pi_{C}, \pi_{N}\right)}\)
            \(\delta \leftarrow\left|v-v^{\prime}\right|\)
            \(v \leftarrow v^{\prime}, i \leftarrow i+1\)
        return \(\left(\pi_{C}, \pi_{N}\right)\)
```


### 1.7 Multi-objective optimization

A significant part of this work deals with properties of multi-objective problems. Prior to this, we give an overview of this topic. In many optimization problems in the engineering context, one seeks to optimize several measures, such as costs and time, simultaneously. Mathematically speaking, one may say that the optimization problem has a formulation

$$
\begin{align*}
& \quad \max c(x) \\
& \text { s.t. }  \tag{1.25}\\
& x \in X
\end{align*}
$$

where $X$ is a subset of $\mathbb{R}^{n}$ and $c: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a vector-valued function. Often, $X$ is given by an indirect definition, such as

$$
X=\left\{x \in \mathbb{R}^{n} \mid g(x) \geqslant 0\right\}
$$

where $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a problem-specific constraint function.
This immediately implies further questions. As the set of values of $c$ is vector-valued and not totally ordered, it is unclear what to consider a maximum. Hence, the problem (1.25) is not well-defined unless there are further assumptions.

The Pareto frontier Given a multi-objective optimization problem such as (1.25), one can proceed mathematically and observe that since the element-wise order relation $\leqslant$ on $\mathbb{R}^{m}$ is not total, then there is a set $P \subseteq X$ with the property that for each $x \in P$, there is no other $x^{\prime} \in$ $X$ with a better goal function value $c\left(x^{\prime}\right)$, i. e., $P=\left\{x \mid \nexists x^{\prime} \in X: c\left(x^{\prime}\right) \geqslant c(x) \wedge c\left(x^{\prime}\right) \neq c(x)\right\}$. The set $P$ is then called the non-dominated set or Pareto frontier. Then, the problem (1.25) can be interpreted as the task of finding the set $P$.

The complexity of computing the set $P$ is, however, dependent on its size. It is easy to see that if there is an exponential number of non-dominated values, then the complexity of finding $P$ is also at least exponential. However, this is a very coarse approach. For problems with large output sizes, there has been proposed a finer classification [PY00].

- If it is possible to enumerate the desired set $P=\left\{x_{1}, \ldots, x_{N}\right\}$ in such a way that the computation of the $i+1$ st element $x_{i+1}$ takes only polynomial time in terms of problem size, given the elements $x_{1}, \ldots, x_{i}$, then the complexity of enumerating $P$ is polynomial delay (PD).
- If it is possible to enumerate the desired set $P=\left\{x_{1}, \ldots, x_{N}\right\}$ in such a way that the computation of the $i+1$ st element $x_{i+1}$ takes only polynomial time in terms of problem size and $i$, given the elements $x_{1}, \ldots, x_{i}$, then the complexity of enumerating $P$ is incremental polynomial time (IPT).

The focus on enumeration problems in this classification is motivated by practice: In most cases, even if the Pareto frontier is exponentially large, to compute at least a subset in polynomial time in order to give the decision maker useful options is considered useful; if the enumeration problem is at least in IPT, then the corresponding algorithm can be stopped after a sufficient number of solutions has been generated, without having to wait until the exponentially large Pareto frontier has been fully computed.

Canonical problem Another approach to a multi-objective problem such as (1.25) may be to define a value $y$ and ask to find a value $x \in X$ such that $c(x) \geqslant y$. This is known as the canonical optimization problem. In many cases, the canonical optimization problem is NP-hard even if optimizing every single component of $c$ is easy, as the function $c$ can be designed in such a way that it captures multiple components of a problem in a sufficiently structured way [Ehr05].

Scalarization A structurally simple way of dealing with a multi-objective optimization problem lies in converting it into a single-objective one by assigning weights $\vec{w}=$ $\left(w_{1}, \ldots, w_{m}\right) \in \mathbb{R}^{m}$ to the individual components of the objective function and optimizing $\vec{w} c(x)$. This approach is especially fruitful for linear problems. Furthermore, as for each vector $\vec{w}$ the solution of the scalarized problem lies in the Pareto frontier, then one may also consider finding all possible solutions of the scalarized problem with the weighting vector as a free parameter. It is easy to see that the resulting set $W$ is a subset of the Pareto frontier; furthermore, one can see that in the objective function space, the values of $W$ span the convex hull of $P$. A visualization of the relation between $P$ and $W$ can be seen in Fig. 1.2: the dots are the images of $P$, and the line spans the images of $W$. For multi-objective linear problems, there exists a generic "off-the-shelf" algorithm that computes the set $W$ of the extreme points on the convex hull [Ben98]. We note that, unfortunately, in our setting, it is not applicable, as most of the problems considered in this thesis are non-linear.


Figure 1.2: The solution space of a multi-objective optimization problem

## Theory of parametric models

## Nothing is more practical than a good theory.

— Kurt Lewin

IN this chapter, we discuss the properties of models that arise when the standard MDP model as described in [Put94] is extended with parameter uncertainty in transition probabilities and, possibly, rewards. First, we discuss known previous work on parametric models. It turns out that the model introduced in [GLD00] which is called bounded-parameter Markov decision processes is practical to use as a base for further extensions. Then, we explain known properties of this model, including the interval value iteration algorithm for the expected discounted reward criterion. Proceeding to own work, we first show partial equivalence to stochastic games, which also solves the problem of finding an optimal policy for the expected average reward criterion and then turn to the finite-horizon reward criterion. Dealing further with the model, we consider multi-objective problems that arise in its context and their complexity-theoretic properties.

Concerning the structure of this chapter, we introduce the formalism, survey known results and discuss possible alternatives to it in Section 2.1. Then, in Sections 2.2 and 2.3, we consider alternative optimality models to the expected discounted reward criterion. In Section 2.4, we discuss a related multi-objective optimization problem and respective solution approaches, and, finally, Section 2.5 introduces and analyses more general models of parameter uncertainty.

This chapter is based on the publications [Sch15, SBHH17, BS17a].

### 2.1 Background

The main motivation in the uncertainty models we discuss in this chapter is the insight that the parameters (and, most notably, the transition probabilities) in a Markov decision process are derived from empirical data and are therefore subject to loss of precision. Reasoning about this, a valid idea is to consider stochastic processes that may have varying parameters, or, speaking in terms of mathematical optimization, of an uncertainty set of parameters. This leads us into the domain of robust optimization, optimization of a function where we control only a part of the input while the rest of it is controlled by an adversary that tries to counter our optimization effort. If solved, such a problem will yield a pessimistic solution that is always feasible and optimal for each decision of a potential adversary.

However, adversaries do not need to play optimally. When modeling the environment as an adversary, we have to keep in mind that it does not inherently want to minimize our objective function, and therefore, a pessimistic solution may be too conservative. This may lead us to the question of finding policies that are "nearly always good"; however, this is a very vague term. In the following discussion, we consider two alternative definitions that try to capture this idea. The first is the concept of percentile optimization, that assumes
a probability distribution on the uncertainty set and declares the goal to optimize the probability of reaching a given objective. While being intuitive, this definition implies optimization of volumes, which is an inherently hard problem. Another option is to consider performance in different scenarios as individual goal functions and optimize them all. The latter approach leads to multi-objective optimization, where the optimal solution is not necessary unique and optimality may not be a total order, leading to a (possible exponentially large) solution set. To evade this, one can consider a weighted sum of the goal functions, which together yields a stochastic multi-scenario optimization problem. This multi-scenario problem can be considered for several MDPs with shared state and action spaces which are grouped together in a concurrent MDP, and extended to the BMDP setting with the pessimistic and optimistic solution as (partial) objective functions. In both cases, the goal is to optimize a weighted sum of resulting value vectors.

### 2.1.1 Basic formalisms

In our further discussion, we use the uncertainty model introduced in [GLD00], the bounded-parameter Markov decision process. The formalism describes a set of Markov decision processes that is given by upper and lower bounds on transition probabilities. The original publication [GLD00] also included bounds on rewards on the formalism; in this work, we consider the rewards to be certain.

Definition 2.1.1 (Bounded-Parameter Markov decision/reward process [GLD00]). Given a set of states $S=[n]$, a pair of matrices $\boldsymbol{P}_{\uparrow}=\left(\boldsymbol{P}_{\downarrow}, \boldsymbol{P}_{\uparrow}\right)$, an initial distribution $\vec{q} \in \mathbb{R}^{n}$, and a reward vector $\vec{r} \in \mathbb{R}^{n}$, a bounded-parameter Markov reward process is a tuple $\left(S, P_{\uparrow}, \vec{r}, \vec{q}\right)$ that defines a set of Markov reward processes $\left\{(S, \boldsymbol{P}, \vec{r}, \vec{q}) \mid \boldsymbol{P}_{\downarrow} \leqslant \boldsymbol{P} \leqslant \boldsymbol{P}_{\uparrow}\right\}$.

Analogously, for a set of states $S=[n]$, actions $A=[m]$, a reward vector $\vec{r} \in \mathbb{R}^{n}$, an initial distribution $\vec{q} \in \mathbb{R}^{n}$, and $m$ pairs of transition matrices $T_{\uparrow}=\left\{\boldsymbol{P}_{\hat{\downarrow}}^{1}, \ldots, \boldsymbol{P}_{\downarrow}^{m}\right\} \subset \mathbb{R}^{n \times n}$, a bounded-parameter Markov decision process $M_{\uparrow}=\left(S, A, T_{\imath}, \vec{r}, \vec{q}\right)$ is a set of Markov decision processes

$$
\left\{(S, A, T, \vec{r}, \vec{q}) \mid T=\left\{\boldsymbol{P}^{1}, \ldots, \boldsymbol{P}^{m}\right\}, \boldsymbol{P}_{\downarrow}^{a} \leqslant \boldsymbol{P}^{a} \leqslant \boldsymbol{P}_{\uparrow}^{a} \wedge \boldsymbol{P}^{a} \overrightarrow{1}=\overrightarrow{1}, a \in A\right\} .
$$

As previously noted, this definition assumes that the rewards are certain, in contrast to the definition in [GLD00]. We argue that this does not reduce modeling power with the following construction. We introduce, for each state $s$ three states, a low-reward state $s_{\downarrow}$, a high-reward state $s_{\uparrow}$, and a non-determinism state $\tilde{s}$ where for every action $a$, the probability bounds for transitioning to a state $\tilde{t}$ in $s_{\downarrow}$ and $s_{\uparrow}$ are identical to the probability bounds for transitioning from $s$ to $t$ under $a$ and the probability bounds intervals for transitioning from $\tilde{s}$ to $s_{\downarrow}$ and $s_{\uparrow}$ are $[0,1]$ for every action. This way, the states $s_{\downarrow}$ and $s_{\uparrow}$ can model uncertain rewards.

In this work, we talk about the "average performance" of bounded-parameter Markov decision processes; to do this, we need to extend the original formalism with a probability measure on the set of possible transition matrices. This probability measure will be mostly used to compute $\mathrm{Ex}_{M \in M_{\uparrow}}\left[P^{a}\right]$, the expected value of the transition matrices over the whole uncertainty set which produces an "average" MDP $M_{\times}=\operatorname{Ex}_{M \in M_{\uparrow}}[M]$. Extending the formalism, we arrive at the following definition.

Definition 2.1.2 (Stochastic BMRP, BMDP [SBHH17]). For a bounded-parameter Markov reward process $\left(S, P_{\downarrow}, \vec{r}, \vec{q}\right)$ and a probability density function $p$ on the set

$$
\tilde{P}=\left\{\boldsymbol{P} \mid \boldsymbol{P}_{\downarrow} \leqslant \boldsymbol{P} \leqslant \boldsymbol{P}_{\uparrow} \wedge \boldsymbol{P} \overrightarrow{1}=\overrightarrow{1}\right\}
$$

a stochastic bounded-parameter Markov reward process (SBMDP) is the tuple $\left(S, \boldsymbol{P}_{\imath}, \vec{r}, \vec{q}, p\right)$. In a similar fashion, adding a probability measure on the transition matrices for each action we can define a stochastic bounded-parameter Markov decision process $\left(S, A, T_{\imath}, \vec{r}, \vec{q}, p\right)$ where $p$ is a probability density measure on

$$
\hat{P}=\underset{a \in A}{X}\left\{\boldsymbol{P}^{a} \mid \boldsymbol{P}_{\downarrow}^{a} \leqslant \boldsymbol{P}^{a} \leqslant \boldsymbol{P}_{\uparrow}^{a} \wedge \boldsymbol{P}^{a} \overrightarrow{1}=\overrightarrow{1}\right\} .
$$

An SBMDP induces an "average" MDP $M_{\times}=\left(S, A, T_{\times}, \vec{r}, \vec{q}\right)$ with $T_{\times}=\left\{\boldsymbol{P}^{1}, \ldots, \boldsymbol{P}^{m}\right\}$ and

$$
\left(\boldsymbol{P}^{1}, \ldots, \boldsymbol{P}^{m}\right)=\operatorname{Ex}_{p}[P \in \hat{P}]=\int_{\hat{P}} P P(P) \mathrm{d} P
$$

Given an uncertainty set of possible models, the main question is now to devise a notion of optimality for a policy. In the most trivial case, one could optimize policies for the average MDP $M_{\times}$; however, there is not much mathematical value in the problem, as computing an expected value and optimizing an MDP is possible with well-known mathematical methods.

Hence, we consider the complete uncertainty set $M_{\uparrow}$ of Markov decision processes and seek for policies that are, with respect to the chosen optimality criterion, either

- optimal for all realizations of an MDP $M \in M_{\hat{\jmath}}$ or
- optimal if $M \in M_{\uparrow}$ optimizes the reward criterion, too.

Mathematically speaking, we search for policies $f_{\downarrow}, f_{\uparrow}$ which fulfill

$$
\begin{align*}
& f_{\downarrow}=\arg \max _{f} \min _{M \in M_{\uparrow}} \vec{v}^{(f)}(M), \\
& f_{\uparrow}=\arg \max _{f} \max _{M \in M_{\downarrow}} \vec{v}^{(f)}(M) . \tag{2.1}
\end{align*}
$$

for a value function $\vec{v}^{(f)}(M)$ that maps the policy $f$ and the MDP $M$ to the value of $f$ in $M$. For convenience, we designate by $\vec{v}_{\downarrow}^{(f)}, \vec{v}_{\times}^{(f)}, \vec{v}_{\uparrow}^{(f)}$ the value vectors

$$
\min _{M \in M_{\downarrow}} \vec{v}^{(f)}(M), \vec{v}^{(f)}\left(M_{\times}\right), \max _{M \in M_{\downarrow}} \vec{v}^{(f)}(M)
$$

We call these values the worst case, average case, and best case, respectively; in some cases alternative terms such as pessimistic and optimistic value are used for the lower bound and the upper bound terms.

Furthermore, we consider the multi-scenario optimization setting. There, the uncertainty set is discrete and consists of finitely many scenarios which may occur when the policy is executed. Mathematically, it translates into a set of several MDPs which have common action and state spaces but different transition probabilities and rewards.
Definition 2.1.3. For $K \in \mathbb{N}$, let $\mathcal{M}=\left\{M_{1}, \ldots, M_{K}\right\}$ be a set of $K$ MDPs with a common state space $S$ and action space $A$. We call $\mathcal{M}$ a concurrent Markov decision process. We designate its transition probability matrices by $\boldsymbol{P}_{k}^{a}$ and its reward vectors by $\vec{r}_{k}$ where $k \in[K]$ is the index of the MDP $M_{k} \in \mathcal{M}$ and $a \in A$ the corresponding action. For a policy $f$ we write

$$
\vec{v}_{1}^{(f)}, \ldots, \vec{v}_{K}^{(f)}=\vec{v}^{(f)}\left(M_{1}\right), \ldots, \vec{v}^{(f)}\left(M_{K}\right)
$$

for the value vectors resulting from $f$ in the MDPs $M_{1}, \ldots, M_{K}$.

### 2.1.2 Similar models

One may encounter different notions of uncertainty in MDPs in literature. One of the earliest extensions the Markov decision process formalism with uncertainty can be found in the work of Silver [Sil63]. The author considers a perspective where the transition probabilities are uncertain with a given probability distribution and tries to infer the true transition probabilities and optimize the outcomes from runtime behaviour.

The robust perspective, building on Silver's foundations, has been introduced by Satia and Lave [SL73]. They considered Silver's model with convex uncertainties (Markov decision processes with imprecise probabilities, MDP-IP) over the transition probabilities and formulated the robust optimization problem in the framework of stochastic games introduced by Shapley [Sha53]. Also, a policy iteration procedure for the expected discounted reward criterion has been proposed in this work. Later, White and El-Deib [WED94] developed a value iteration procedure for the same problem and showed its convergence. In these works, uncertainty is being assumed to be convex, that is, for a state $s$ and action $a$, the uncertainty set $U_{s}^{a}$ for the transition probability vector $\boldsymbol{P}^{a}(s \bullet)$ is assumed to be convex. This work is also important from the perspective that it (at least implicitly) states the main assumption in the uncertainty model: The uncertainty sets are independent across different states and actions. This assumption, better known as the rectangularity property, has been discussed in the work of Iyengar [Iye05].

More work on the rectangularity property has been done by Wiesemann et al. [WKR13]. There, the authors describe a more general rectangularity property where the uncertainty sets for the transition probabilities from a given state can depend on the chosen action in this state but not on other states. This property is motivated by the perspective of modeling uncertain Markov decision processes from long-time observation of a system behaviour under varying policies. The methods of Wiesemann et al. allow one to derive an uncertainty region with given confidence from historical observations and compute a robust policy for it; the efficiency of the provided algorithms varies depending on the shape of the uncertainty set.

A different approach to deriving MDPs from historic data has been undertaken by Nilim and El Ghaouli [NG05] where a likelihood function on the transition frequency matrix has been defined. Given a likelihood threshold which serves as a lower bound for the likelihood function, it is possible to define an uncertainty set in this setting and to compute corresponding robust policies.

From the application perspective, robust MDP models have been applied in a discussion of multi-armed bandit problems [CD15] and product line design problems with model uncertainty [BM17].

Several works are related to concurrent MDPs. A more general notion is a Markov decision process with coupling constraints, which is often motivated by combining several MDPs into one. An ILP formulation of specially constrained MDPs can be found in the paper of Dolgov and Durfee [DD05]; an approach to merge MDPs to control several parallel tasks with constraints on the action space can be observed in [SC97]. For MDPs with coupling constraints, mathematical relaxations of the exact optimization problems have been considered by Hawkins [Haw03] and Adleman and Merserau [AM08] where the global optimization problem is decomposed into smaller sub-problems, based on the coupling constraints. A tighter upper bound for the decomposition approach has been given by Bertsimas and Mišić [BM16]. A further coupled MDP formalism are multi-agent models where agents perform a joint task on a shared state space and the reward function depends on the combined decision of all agents [GKP01].

There exist also several applications of multi-scenario stochastic models which are not directly related to Markov decision models [RW91]. Examples include product line design problems [BM17] and healthcare decision making [BST16] where different scenarios of system evolution are defined and optimization of a compromise strategy is performed.

The framework of Givan et al. [GLD00] we are using here is derived from a state aggregation approach [DGL97, BDFS17] and assumes interval-like uncertainties. In theory, the algorithms for the robust optimization problem for BMDPs are computationally not much less complex than those for MDP-IPs, and in our further discussion we use BMDPs while keeping in mind that the same approach is in most cases transferable to the MDP-IP model.

Recently, there has been some effort in the direction of percentile optimization [DM10] for uncertain MDP models. In a way, we may perceive this as the continuation of work began by Silver, however, percentile optimization is inherently a hard problem that can be solved only for very specific probability distributions.

The multi-objective perspective for MDPs has been explored largely in the context of Markov decision processes with multi-objective rewards. White shows in [Whi82] a value iteration-based method to compute the Pareto frontier for MDPs with vector-valued rewards, which, however, may yield non-stationary policies; this approach has been extended to stochastic games by [CMH08]. A policy iteration-based IPT algorithm to enumerate the Pareto frontier is presented in [WdJ07], which, however, has been shown to work only with deterministic Markov decision processes. Different scalarization approaches that formalise the notion of a "compromise policy" have been explored by [PW10]. Following up on this, a large body of work exists on computing all compromise policies for a given scalarization metric [BN08, RSS ${ }^{+}$14, RWO13]. Further research concerns itself with complex Boolean queries for policies that yield minimal or maximal rewards [ $\mathrm{HHH}^{+}$17].

Our work, as stated, uses mostly the model of Givan et al. and the concurrent MDP model. However, other ideas (such as convexity of the uncertainty set or the existence of a probability distribution over the uncertainty set) are considered in this chapter. Furthermore, we see in Sec. 2.5 what happens if we depart from the rectangularity assumption.

### 2.1.3 Interval value iteration

The work [GLD00] makes an important contribution to BMDP theory by developing an algorithm that computes $f_{\downarrow}$ and $f_{\uparrow}$ for the expected discounted reward criterion. Here, we present the algorithm as well as the arguments for correctness. In later discussion, we infer the same properties by showing a fully general (partial) equivalence result.

The core of the algorithm (Alg. 9) is a modified value iteration with an additional optimization step inside the value iteration. For better readability, the extra part is highlighted as an additional function IntervalValue in lines 13-27 which is dependent on the parameter $b \in\{\downarrow, \uparrow\}$. This parameter steers the bound that is computed: if $b=\downarrow$, then we compute the optimal lower bound (and, implicitly, the optimal policy for it), i. e., $f_{\downarrow}$ and $\vec{v}_{\downarrow}^{(f)}$. If $b=\uparrow$, we compute, respectively, $f_{\uparrow}$ and $\vec{v}_{\uparrow}^{(f)}$.

Looking more carefully at the interval value iteration algorithm, we see that the function INTERVALVALUE computes, depending on $b$,

$$
\text { opt }_{\vec{p}: \vec{p} \cdot \overrightarrow{1}=1, \boldsymbol{P}_{\downarrow}(s \bullet) \leqslant \vec{p} \leqslant \boldsymbol{P}_{\uparrow}(s \bullet)}(\vec{p} \cdot \vec{v}),
$$

where opt $=\min$, if $b=\downarrow$, and opt $=\max$ otherwise. We note here that this procedure is very similar to the value iteration algorithm for perfect-information stochastic games; later, we elaborate on this more. What we also see here is that the policy computed by this algorithm is stationary and deterministic, and the algorithm itself relies on the convergence of $\vec{v}$ until a pre-defined precision is reached. The convergence holds by application of Banach's fixed point theorem; the convergence rate can be shown to be $\gamma$ and the optimal policy is independent of $\vec{q}$ [GLD00]; this allows one again to argue, similarly to the argument for the MDP value iteration algorithm, that the difference between the computed vector $\vec{v}$ and the value vector of the optimal policy will be at most $\frac{\varepsilon}{2}$.

```
Algorithm 9 Interval value iteration
    function \(\operatorname{INTERVALVALUEITERATION}\left(S, A, T_{\imath}, \vec{r}, \gamma, b \in\{\downarrow, \uparrow\}\right)\)
        \(\delta \leftarrow \infty\)
        \(\pi \leftarrow \overrightarrow{0} \in A^{S}\)
        \(\vec{v} \leftarrow \overrightarrow{0}\)
        while \(\delta>\frac{\varepsilon(1-\gamma)}{2 \gamma}\) do
            for \(s \in S\) do
                \(a \leftarrow \max _{a \in A} \operatorname{INTERVALVALUE}\left(s, \boldsymbol{P}_{\downarrow}^{a}, \boldsymbol{P}_{\uparrow}^{a}, \vec{r}, \gamma, \vec{v}, b\right)\)
                \(\overrightarrow{v^{\prime}}(s) \leftarrow \operatorname{INTERVALVALUE}\left(s, \boldsymbol{P}_{\downarrow}^{a}, \boldsymbol{P}_{\uparrow}^{a}, \vec{r}, \gamma, \vec{v}, b\right)\)
                \(\pi(s) \leftarrow a\)
            \(\delta \leftarrow \max _{s \in S}\left|\overrightarrow{v^{\prime}}(s)-\vec{v}(s)\right|\)
            \(\vec{v} \leftarrow \overrightarrow{v^{\prime}}\)
        return \(\vec{v}, \pi\)
    function INTERVALVALUE \(\left(s, \boldsymbol{P}_{\downarrow}^{a}, \boldsymbol{P}_{\uparrow}^{a}, \vec{r}, \gamma, \vec{v}, b\right)\)
        if \(b=\downarrow\) then
            \(\left(s_{1}, s_{2}, \ldots, s_{n}\right) \leftarrow\) ascending order of states with respect to \(\vec{v}\)
        else
            \(\left(s_{1}, s_{2}, \ldots, s_{n}\right) \leftarrow\) descending order of states with respect to \(\vec{v}\)
        \(\vec{p} \leftarrow \boldsymbol{P}_{\downarrow}(s \bullet) \in \mathbb{R}^{n} \quad \triangleright\) Initialize transition probability vector
        \(r \leftarrow 1-\vec{p} \cdot \overrightarrow{1}\)
        for \(s^{\prime} \in\left(s_{1}, \ldots, s_{n}\right)\) do
            if \(r>0\) then
                \(m \leftarrow \boldsymbol{P}_{\uparrow}\left(s, s^{\prime}\right)-\vec{p}\left(s^{\prime}\right)\)
                \(d \leftarrow \min \{m, r\}\)
                \(\vec{p}\left(s^{\prime}\right) \leftarrow \vec{p}\left(s^{\prime}\right)+d\)
                \(r \leftarrow r-d\)
        \(v \leftarrow \vec{p} \cdot \vec{v}\)
        return \(\vec{r}(s)+\gamma v\)
```

It is worth noting that, since the algorithm relies on convergence with the rate $\gamma$, its runtime is polynomial if $\gamma$ is constant. The time complexity of Algorithm 9 is, to be precise, $\mathcal{O}\left(|S|^{2} \log |S||A| \frac{\log \varepsilon-\log \vec{r} \mid}{\log \gamma}\right)$. In general, this running time complexity is not polynomial and one could ask oneself if there are faster algorithms that find optimal policies for the expected discounted reward in BMDPs. Later on, we derive results that answer this question, at least partially.

### 2.2 Finite-horizon properties

Previous results on uncertain MDPs are mostly concerned with the expected discounted reward measure. However, there are at least two more different optimality criteria we are interested in. For now, we consider the finite-horizon expected total reward. In particular, we show that it is, in contrast to optimization problems for "stationary" criteria such as expected discounted reward, computationally hard to find optimal policies. The reason for it lies in the observation that optimal policies for the finite-horizon total reward criterion are local, while the choice of one specific MDP from the uncertainty set is global.

We consider the complexity of the following problem: Given a bounded-parameter Markov decision process $M_{\uparrow}$ and a number of steps $N \in \mathbb{N}$ in binary encoding, what is the optimistically optimal policy for the total reward over the finite horizon $N$ ? For a hardness result, we reformulate this question into a decision problem.

Theorem 2.2.1. For a constant numerical precision, a given minimum reward $\vec{u} \in \mathbb{R}^{n}$, and a given horizon $N \in \mathbb{N}$ (in binary encoding), deciding if the optimistically optimal policy in a given bounded-parameter Markov decision process $M_{\downarrow}$ with $n$ states has expected total reward of at least $\vec{u}$ in $N$ time steps is NP-complete.

Before proving the statement above, we provide an intuition for the hardness of the problem. The problem basically asks for an optimistic Markov decision process from a set of MDPs given by a bounded-parameter Markov decision process. The problematic aspect is time: As we specifically consider a finite time horizon, at different time steps different actions in one state may lead to better performance. However, as we have to find one globally optimal MDP, the usual approach of considering each time step individually, beginning from the last one, may lead to inconsistent assignments of transition probabilities across different states. Hence, the usual dynamic programming approach does not work. On the other hand, exploiting the dependencies in the same state between different time steps leads to the desired hardness result.

Proof. We show NP-hardness first. Intuitively, our result relies on the need, for any algorithm that solves the given problem, to enforce equal parameter values in the optimistic Markov decision process at all time steps. This adds sufficient structure to the problem to encode global constraints that make NP-hard problems so hard.

We perform a reduction from the directed Hamiltonian path problem (DHP) which is known to be NP-complete [GJ79]. Let a graph $G=(V, E)$ be an instance of DHP. We construct an intermediate graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ as follows: $V^{\prime}$ is obtained from $V$ by adding two special vertices $s$ and $t$, and $E^{\prime}$ is obtained from $E$ by adding for each vertex $v \in V$ two edges, $(s, v)$ and $(v, t)$. Having defined $G^{\prime}$, we derive a bounded-parameter Markov decision process $M_{\uparrow}^{G+}$ from $G$ by using $V^{\prime}$ as the state set, defining a single action $a$ for each state, making $t$ an absorbing state and setting the intervals for the transition probabilities to [ 0,1$]$ wherever an edge in $E^{\prime}$ exists.

The reward function is defined as follows. We introduce transition-dependent rewards, as an MDP with transition-dependent rewards can, by construction in subsection 1.5.2, be transformed into an MDP with state-dependent rewards. For each edge in $E$, the reward is 1 . For all outgoing edges $(s, v) \in E^{\prime}$ from $s$, the reward is 0 , and for all edges $(v, t) \in E^{\prime}$ from $V$ to $t$, the reward is 1.5 ; for the edge $(t, t)$, the reward is 0 . It is easy to see that this is a polynomial-time construction.


Figure 2.1: A visualization of the reduction from DHP
We observe that there exists a directed Hamiltonian path in the graph $G^{\prime}$ if and only if there is a directed Hamiltonian path in the graph $G$ : the only possibility to construct a directed Hamiltonian path in $G^{\prime}$ is to start at $s$, construct a directed Hamiltonian path in $G$, and end in $t$. We also see that if there exists a directed Hamiltonian path in $G^{\prime}$, then it is possible to derive a Markov decision process $M \in M_{\hat{\downarrow}}^{G+}$ with expected total reward $|V|+\frac{1}{2}$ over time horizon $|V|+1$ by setting the transition probabilities to form a Hamiltonian path in $G^{\prime}$.

If there is no directed Hamiltonian path in $G^{\prime}$, then the expected reward is strictly less than $|V|+\frac{1}{2}$. To show this, we first note that no path of length $|V|+1$ that starts in $s$ can yield a reward greater than $|V|+\frac{1}{2}$, since, after reaching $t$, no further reward can be gained and before reaching $t$, one has only $|V|-1$ transitions to gain nonzero reward which can be only 1 per transition. It follows now that in order to achieve expected reward $|V|+\frac{1}{2}$, all paths of nonzero probability have to return a reward of $|V|+\frac{1}{2}$. But, if this is the case, and no directed Hamiltonian path exists, every path of nonzero probability must contain a loop. If there exists a path $p=(s, \ldots, t)$ with a loop $\left(v_{1}, v_{2}, \ldots, v_{1}, v_{k}\right)$, then there must be also a shorter path $p^{\prime}$ that can be obtained from $p$ by contracting the loop to a simple subpath $\left(v_{1}, v_{k}\right)$ and extending it at the sink state $t$. So, another path is created which, by construction, has nonzero probability and yields a reward strictly less than $|V|+\frac{1}{2}$. Thus, the expected total reward is less than $|V|+\frac{1}{2}$ which is a contradiction to the initial conjecture.

We complete the proof by showing that the problem belongs to NP. Since the precision is constant, the number of bits that describe the distribution for the transition probabilities is at most polynomial in the input length, and thus, it is possible to non-deterministically guess the transition probability matrices $\boldsymbol{P}_{1}, \ldots, \boldsymbol{P}_{m}$ in polynomial time. To verify that the expected total reward will be at least $R$, one can use dynamic programming to compute the rewards iteratively for the time steps $N, N-1, \ldots, 1$.

The construction from Theorem 2.2.1 makes stronger statements possible. It is easy to observe that the construction from Theorem 2.2.1 did not rely on multiple possible actions, thus transforming the bounded-parameter Markov decision process into a boundedparameter Markov reward process or a bounded-parameter Markov decision process with a fixed policy.
Corollary 2.2.2. For a given $B M D P M_{\uparrow}$ with $n$ states, $N \in \mathbb{N}, \vec{u} \in \mathbb{R}^{n}$, and a given policy $f$, deciding if the optimistic expected total reward over a finite horizon $N$ under $f$ is at least $\vec{u}$ is NP-complete.

The idea from Theorem 2.2.1 allows us to show a lower bound for the complexity of determining a pessimistically optimal policy.

Theorem 2.2.3. Given a reward $\vec{u} \in \mathbb{R}^{n}$, and a finite horizon $N \in \mathbb{N}$, deciding if a given BMDP $M_{\downarrow}$ with $n$ states has a lower reward bound of at most $\vec{u}$ in $N$ time steps is NP-complete.

Proof. We present a construction similar to the one shown in Theorem 2.2.1. We construct a BMDP $M_{\hat{\downarrow}}^{G-}$ analogously to $M_{\hat{\downarrow}}^{G+}$, but with an extra state $t^{\prime}$ and differences in rewards: The rewards for the transitions from $s$ to $v \in G$ are $1 / 2$. The rewards inside $G$ and from $G$ to $t$ are set to $1 / 2$, the reward for the transition from $t$ to $t^{\prime}$ is 0 and the reward for transitioning from $t^{\prime}$ to $t^{\prime}$ is 1 . The only possible transition from $t$ leads to $t^{\prime}$. It is easy to see that if there is a directed Hamiltonian path in $G$, then there is an MDP $M \in M_{\hat{\imath}}^{G-}$ that follows this path with probability 1 and gets a reward $1 / 2 \cdot|V|$ for the time horizon $|V|+2$, starting from $s$. Conversely, if there is an MDP $M \in M_{\hat{\downarrow}}^{G-}$ that has expected reward at most $1 / 2 \cdot|V|$ over time horizon $|V|+2$, then it must contain a deterministic path from $s$ to $t$ with $|V|+2$ vertices; otherwise the reward will be either at least $\frac{|V|+1}{2}$ if the MDP induces a loop inside the graph $G$ and at least $\frac{|V|}{2}+1$ if the path ends in the vertex $t^{\prime}$ prematurely. The rest follows analogously from the arguments used in Theorem 2.2.1.

Since the decision problem of finding a lower bound for all policies is at least as hard as finding a lower bound for one fixed policy, we infer the NP-hardness of finding a "worstcase" MDP for a finite time horizon. This implies optimization hardness of a given BMDP over a finite time horizon.

Corollary 2.2.4. For a given $B M D P M_{\downarrow}$ with $n$ states, $\vec{u} \in \mathbb{R}^{n}$, and a given finite time horizon $h \in \mathbb{N}$, it is NP-hard to decide either if

- there is a policy $f$ such that there is an MDP $M \in M_{\imath}$ such that the expected total reward over the horizon $h$ under $f$ is at least $\vec{u}$ or
- there is a policy $f$ such that for all MDPs $M \in M_{\mathfrak{\imath}}$, the expected total reward over the horizon $h$ under $f$ is at least $\vec{u}$.

We sketch the proof. Since it is NP-hard to decide if a BMDP $M_{\uparrow}$ with a (possibly nonstationary) policy $f$ has a lower reward bound of at least $R$ or at most $R-3 \varepsilon$ after $h$ steps, starting from a state $s$, we construct a BMDP $M_{\uparrow}^{\prime}$ that has the following structure: In a special state $q$, one can perform two actions, $a$ and $b$. If $a$ is taken, we certainly transition to the state $s$ of $M_{\uparrow}$ with reward 0 . Starting from $s$, the policy $f$ is applied. If $b$ is taken, we transition to a sink state $t$ with reward $R-2 \varepsilon$. Thus, a policy $f^{\prime}$ in $M_{\hat{\imath}}^{\prime}$ that yields a worst-case reward of at least $R-\varepsilon$ after $h+1$ steps would imply a lower bound on the reward in $M_{\downarrow}$ under $f$ of at least $R$.

Upper bound for the pessimistic optimization problem It is easy to see that a $\Sigma_{2}^{p}$ algorithm can decide if there is a policy that gives a reward of at least $R$ for all MDPs $M \in M_{\uparrow}$ : First, we non-deterministically guess a policy $f$. Then, we non-deterministically decide if, for all MDPs $M \in M_{\uparrow}$ the expected total reward in $M$ under $f$ is at least $R$. This, however, leaves a gap between NP and $\Sigma_{2}^{p}$ and leads to the question of the exact complexity of the problem. Here, we close this gap and show that the discussed problem is "just" NP-complete.

Theorem 2.2.5. Given a $B M D P M_{\uparrow}$ with $n$ states, a finite time horizon $N \in \mathbb{N}$, and a value vector $\vec{u} \in \mathbb{R}^{n}$, deciding if, over the time horizon $N$, the robust policy for $M_{\downarrow}$ yields a reward of at most $\vec{u}$ is NP-complete.

Proof. Since NP-hardness follows from Theorem 2.2.3, we only have to show that there exists a non-deterministic polynomial-time algorithm which decides the desired property.

First, we observe that deciding if there is an MDP $M \in M_{\downarrow}$ such that an optimal policy for $M$ yields a reward of at most $\vec{u}$ can be done in non-deterministic polynomial time: After guessing a Markov decision process $M$, we can find an optimal finite-horizon policy $f$ for $M$ and decide if $f$ yields a reward of at most $\vec{u}$ in polynomial time with a standard dynamical programming algorithm [Put94].

To prove correctness of this construction, we observe that if there exists a Markov decision process $M \in M_{\uparrow}$ with value of at most $\vec{u}$ for an optimal policy $f$, then the pessimistically optimal policy $f^{*}$ will yield a reward of at most $\vec{u}$ on $M$. Minimizing over $M \in M_{\imath}$, we conclude that the pessimistically optimal policy $f^{*}$ will also yield at most $\vec{u}$ for the pessimistic MDP.

### 2.3 Stochastic games and limit-average reward properties

We observe that the BMDP formalism has several intuitive similarities with the general notion of stochastic games. In this section, we discuss these similarities and derive an equivalence result. This result allows us to reason about a wide class of optimality criteria and transfer established algorithms for stochastic games to the BMDP model. Furthermore, we establish complexity lower bounds for some problems for bounded-parameter MDPs by showing a relation to problems for stochastic games.

First of all, we can, reasoning on an intuitive level, interpret a bounded-parameter Markov decision process as a stochastic game where the reward vectors $\vec{r}_{C}, \vec{r}_{N}$ conform to either

- $\vec{r}_{N}=\vec{r}_{C}=\vec{r}$, if we seek to optimize the optimistic performance measure or
- $\vec{r}_{N}=-\vec{r}_{C}=-\vec{r}$, if we seek to optimize the pessimistic performance measure.

Then, the set of possible Markov decision processes that is described by a boundedparameter Markov decision process $M_{\uparrow}=\left(S, A, T_{\imath}, \vec{r}, \vec{q}\right)$ can be interpreted as an action space for NAT while the original action space $A$ of a bounded-parameter Markov decision process can be interpreted as an action space for CON in a perfect-information stochastic game. Moreover, the action space for NAT can be reduced even further, as in most cases it is easier to deal with discrete action spaces and the action space $A$ for CON is, in most applications, also discrete. For each action $a \in A$ and each state $s \in S$, the possible transition probability matrix rows $\boldsymbol{P}^{a}(s \bullet)$ are constrained by the stochasticity condition $\boldsymbol{P}^{a}(s \bullet) \cdot \overrightarrow{1}=1$ and by the inequality conditions $\boldsymbol{P}_{\downarrow}^{a}(s \bullet) \leqslant \boldsymbol{P}^{a}(s \bullet) \leqslant \boldsymbol{P}_{\uparrow}^{a}(s \bullet)$. From a geometric point of view, these conditions form together a polytope of possible values for $\boldsymbol{P}^{a}(s \bullet)$. This implies that there are points $\vec{p}_{1}^{a}, \ldots, \vec{p}_{k}^{a}$ such that $P^{a}(s \bullet)$ can be written as a convex combination $\sum_{i=1}^{k} \lambda_{i} \vec{p}_{i}^{a}, \sum_{i=1}^{k} \lambda_{i}=1$. We can interpret this property in a way that, if CON chooses the action $a$, there are $k$ actions $b_{1}^{a}, \ldots, b_{k}^{a}$ available for NAT such that the transition probability distribution vector for $b_{i}^{a}$ is $\vec{p}_{i}^{a}$, for $i \in[k]$. By allowing NAT to choose a randomized policy, we can model the complete polytope of feasible values for $\vec{p}$. We note here that this construction is not complete; below we explain it in a more detailed way.

Having established the similarities between bounded-parameter Markov decision processes and stochastic games, we point out the main difference: In a general stochastic game, NAT does not need to follow a stationary policy and, hence, the transition probabilities from the same NAT-controlled state can be different after every transition; in contrast, in a bounded-parameter Markov decision process, the policy of NAT is stationary. This difference indirectly affects several results in this work, making some problems harder to solve from a computational complexity point of view. We already have seen that on the one hand, upper and lower bounds for the expected total reward after $N$ steps in a BMDP are computationally hard to find. However, we see in this section that this difference does not play a significant role for "stationary" reward measures such as the expected discounted reward measure or the expected average total reward measure.

Although some of the results and methods for general stochastic games will not be applicable in the BMDP scenario, we can easily observe that bounded-parameter Markov decision processes and other similar formalisms are similar to stochastic games: more precisely, a bounded-parameter Markov decision process is a perfect-information stochastic game where NAT has to choose a stationary policy before the game is played. Thus, we can (where applicable) use the stochastic game formalism in order to reuse results and algorithms that find optimal policies.

This observation can be formalized as follows.
Theorem 2.3.1. Let $C: X \times Y^{*} \rightarrow X^{*}$ be a mapping with $C\left(X,\left(y_{1}, \ldots, y_{l}\right)\right)=\left(y_{k}\right)_{k \in[l], y_{k} \in X}$ which restricts a sequence to a subsequence of values from a given set $X$.

For a given bounded-parameter Markov decision process $M_{\uparrow}=\left(S, A, T_{\imath}, \vec{r}, \vec{q}\right)$ there exists a perfect-information stochastic game $G$ with state space $S_{G}=S \uplus S_{N}$, action spaces $A_{C}=A$ for CON resp. $A_{N}$ for NAT, such that for each Markov decision process $M \in M_{\downarrow}$ there exists a stationary policy $\tau(M)$ for NAT with the following properties.

1. The probability distribution of sequences of states under any BMDP policy $f: S^{+} \times A \rightarrow$ $[0,1]$ in $M$ is equivalent to the probability distribution of sequences of CON-controlled states under the policy pair $\left(f_{G}, \tau(M)\right)$ with $f_{G}\left(\left(s_{1}, \ldots, s_{l}\right), a\right)=f\left(C\left(S,\left(s_{1}, \ldots, s_{l}\right)\right)\right.$, a) where the sequence $C\left(S,\left(s_{1}, \ldots, s_{l}\right)\right)=\left(s_{i}\right)_{i \in[l], s_{i} \in S}$ is the sequence $\left(s_{1}, \ldots, s_{l}\right)$ limited to CON-controlled states only and $s_{1} \in S$.
2. For any policy $f_{G}: S_{G}^{+} \times A_{C} \rightarrow[0,1]$ and any state $s_{1} \in S$, the probability distribution of sequences of CON-controlled states under the policy pair $\left(f_{G}, \tau(M)\right)$ is equivalent to the probability distribution of sequences of states under the policy $f$ in $M$ where $f$ is defined by $f\left(\zeta=\left(s_{1}, s_{2}, \ldots, s_{l}\right), a\right)=f_{G}\left(\xi=\left(s_{1}, \ldots, s_{2}, \ldots, s_{l}\right), a\right)$ where $s_{i} \in S$ for all $i$ and $\zeta=C(S, \xi)$.

Proof. We start with defining $G$. As already stated, $G$ has the state space $S_{G}=S \uplus S_{N}$ with $S_{N}=S \times A$ and the action space $A$ for CON. The transition from $s \in S$ with actions $a \in A$ will lead directly to $(s, a) \in S_{N}$. For NAT, we construct the action space as follows. For each state $s \in S$ and action $a \in A$, we define the transition polytope

$$
\begin{equation*}
P^{s, a}=\left\{\vec{p} \mid \boldsymbol{P}_{\downarrow}^{a}(s \bullet) \leqslant \vec{p} \leqslant \boldsymbol{P}_{\uparrow}^{a}(s \bullet), \vec{p} \overrightarrow{1}=\overrightarrow{1}\right\} . \tag{2.2}
\end{equation*}
$$

By definition, $P^{s, a}$ is a convex, bounded polytope. Let $\vec{p}_{1}^{s, a}, \ldots, \vec{p}_{m_{s, a}, a}^{s, a}$ be the extreme points of $P^{s, a}$. Since $P^{s, a}$ is bounded, it is $P^{a}=\operatorname{conv}\left(\vec{p}_{1}^{s, a}, \ldots, \vec{p}_{m_{s, a}}^{s, a}\right)$ where $\operatorname{conv}\left(\vec{p}_{1}, \ldots, \vec{p}_{k}\right)$ is the convex hull of the points $\vec{p}_{1}, \ldots, \vec{p}_{k}$. Finally, we set $A_{N}$, the action space for NAT, to be $A_{N}=\left[\max \left\{m_{s, a} \mid s \in S, a \in A\right\}\right]$, and set the transition probability $P_{G}$ to

$$
P_{G}\left(s, a_{C}, a_{N}, s^{\prime}\right)= \begin{cases}1 & s \in S, a_{C} \in A, s^{\prime}=\left(s, a_{C}\right)  \tag{2.3}\\ \vec{p}_{a^{\prime}}^{s^{*}, b}\left(s^{\prime}\right) & s=\left(s^{*}, b\right) \in S \times A, a^{\prime}=\min \left(m_{s^{*}, b}, a_{N}\right) \\ 0 & \text { otherwise }\end{cases}
$$

We now show the existence of the mapping $\tau$ from an arbitrary $M \in M_{\uparrow}$ to stationary policies of NAT. Let $M \in M_{\uparrow}$. Then, in each state $s \in S$, for each action $a \in A$ of the controller, the row of the transition probability matrix $P^{a}(s \bullet)$ is a convex combination of $\vec{p}_{1}^{s, a}, \ldots, \vec{p}_{m_{s, a}, a}^{s, a}$, i. e., $\boldsymbol{P}^{a}(s \bullet)=\sum_{i=1}^{m_{s, a}} \vec{\lambda}_{s, a}(i) \vec{p}_{i}^{s, a}$ with $\vec{\lambda}_{s, a} \cdot \overrightarrow{1}=1$. This corresponds to a stationary policy of NAT in $G$; indeed, it is easy to see that the stationary policy $\tau(M)$ of NAT in $G$ that is defined by the distribution vectors $\vec{\lambda}_{s, a}$ in state $s$ and CON action $a$ yields, by construction, exactly the same transition probabilities to the next CON-controlled state, yielding, by the Markov property, identical distributions on sequences of CON-controlled states. Extending the result to randomized policies yields the first part of the statement.

As for the second part of the statement, we show that the policy $f$ yields the same transition probabilities. By construction of $P_{G}$, any policy pair $\left(f_{G}, \tau\right)$ in $G$ yields sequences of states $s_{1}, s_{2}, \ldots \in S_{G}^{+}$where each CoN-controlled state $s_{i}$ is followed by a NAT-controlled state $s_{i+1}$ and vice versa. We compute now the probability $\operatorname{Pr}_{G}\left[s^{\prime} \mid s, a\right]$ of landing in the state $s^{\prime} \in S$ after CON selects action $a \in A$ in state $s \in S$. It is $\operatorname{Pr}_{G}\left[s^{\prime} \mid s, a\right]=\operatorname{Pr}_{G}\left[s^{\prime} \mid\right.$ $(s, a), \tau(M)] \cdot \operatorname{Pr}_{G}[(s, a) \mid s, a]=\operatorname{Pr}_{M}\left[s^{\prime} \mid s, a\right] \cdot 1=\operatorname{Pr}_{M}\left[s^{\prime} \mid s, a\right]$ where $\operatorname{Pr}_{M}$ is the probability to arrive in $s^{\prime}$ after selecting $a$ in $s$ in the MDP $M$ and $\operatorname{Pr}_{G}$ is the transition probability in $G$. Together with the Markov property, this yields the second statement.

It follows furthermore that, if we set

$$
\vec{r}_{C}(s)= \begin{cases}\vec{r}(s) & s \in S_{C}  \tag{2.4}\\ 0 & \text { otherwise }\end{cases}
$$

then, the probability distribution of the reward sequences in CON-controlled states will be identical to the reward sequence in the MDP. Furthermore, since each play will alternate between CON-controlled states and NAT-controlled states, the reward sequences for CON will predictably depend on the reward sequence in the MDP.

This proof serves as a vehicle to use the stochastic game approach wherever it yields stationary policies for NAT. Note, however, that the rewards for NAT are not defined yet;
to finalize the construction and introduce rewards for NAT, we transfer the two robust optimization scenarios we have introduced in the BMDP model to the stochastic games setting.
max-min scenario The min-max scenario corresponds to optimizing a policy subject to the pessimistic realization of a BMDP. It is easy to see that this scenario corresponds to setting the rewards in the stochastic game to $r$ for CON, and $-r$ for NAT whenever the reward is $r$ in the BMDP, and, hence, to the competitive stochastic game scenario.
max-max scenario The max-max scenario corresponds to optimizing both the MDP and a policy such that both yield maximal rewards. This scenario corresponds to rewards fulfilling the property $\vec{r}_{C}=\vec{r}_{N}=\vec{r}$ wherever the BMDP reward vector is $\vec{r}$. However, the max-max scenario can also be seen as an MDP since the goal functions for both players are indistinguishable.

In both scenarios, we set $\vec{r}_{C}(s)=\vec{r}_{N}(s)=0$ for NAT-controlled states $s \in S_{N}$.
Since stochastic games in these two scenarios are symmetrical (for sufficiently wellbehaved optimality criteria, that is, for reward criteria that are symmetrical for CON and NAT), the existence of optimal stationary policies for NAT also implies the existence of optimal stationary policies for CON; this means that any optimality criterion for which optimal stationary policies exist in stochastic games will also yield optimal stationary policies for BMDPs. Hence, we can use the following results from [LL69, FV97].

Theorem 2.3.2 (Theorem 1, [LL69]). For any zero-sum two-player perfect-information stochastic game, there exists an optimal policy pair $(\pi, \tau)$ for the expected average reward criterion such that $\pi$ and $\tau$ are pure policies of CON and NAT, respectively.

Theorem 2.3.3 ([Sha53], Theorem 3.1.1, [FV97]). For any zero-sum two-player stochastic game, there exists an optimal policy pair $(\Pi, \Theta)$ for the expected discounted reward criterion such that $\Pi$ and $\Theta$ are stationary policies of CON and NAT, respectively. If the game has the perfect information property, then there also exist pure optimal policies $\pi, \tau$ for this criterion.

We note that for these optimality criteria, we have to take care of the reward distribution. As the rewards are being generated only in CON-controlled states, the corresponding distribution changes, and with it, the value of the aggregated reward measure. We have to formally show that these changes do not affect the order of policies with respect to the optimality criteria.

Lemma 2.3.4. The mapping in Theorem 2.3.1 and (2.4) is monotone with respect to the expected average reward objective function. With respect to the expected discounted reward goal function, monotonicity can be maintained by adjusting the discount factor $\gamma$ to $\gamma^{\prime}=\sqrt{\gamma}$.

Proof. We note that the values of the rewards are kept, but in each play of the game, the rewards are generated only in every second state. Then, we can derive for the two given optimality criteria the following arguments.

Expected average reward It is easy to see that the expected average reward in the game for CON will be exactly the half of the expected average reward in the BMDP.

Expected discounted reward Let $\left(r_{i}\right)_{i \in \mathbb{N}}$ and $\left(s_{i}\right)_{i \in \mathbb{N}}$ be sequences of rewards in the BMDP. For the expected discounted reward measure, we observe that

$$
\begin{aligned}
\sum_{i=1}^{\infty} \gamma^{i-1} r_{i} & \geqslant \sum_{i=1}^{\infty} \gamma^{i-1} s_{i} \Leftrightarrow \\
\sum_{i=1}^{\infty}\left(\sqrt{\gamma}^{2}\right)^{i-1} r_{i} & \geqslant \sum_{i=1}^{\infty}\left(\sqrt{\gamma}^{2}\right)^{i-1} s_{i} \Leftrightarrow \\
\sum_{i=1}^{\infty} \gamma^{\prime 2 i-2} r_{i} & \geqslant \sum_{i=1}^{\infty} \gamma^{\prime 2 i-2} s_{i}
\end{aligned}
$$

which means that the order of the expected discounted reward measures in the derived stochastic game is kept.

These results yield, with the help of Theorem 2.3.1, the following results. The first result concerns itself with the expected discounted reward criterion and can also be found in other publications, such as [GLD00]. However, the proof there required more technical work, that, in a sense, has already been done. Here, we can abstract away from the nature of the solution procedure, and rely on existing results for stochastic games.

Corollary 2.3.5. For any BMDP, there exists a pure optimal policy $\pi$ for the expected discounted reward criterion in the min-max and the max-max scenarios.

The second result directly translates Theorem 2.3.2 to the BMDP scenario.
Corollary 2.3.6. For any BMDP, there exists a pure optimal policy $\pi$ for the expected average reward criterion in the min-max and the max-max scenarios.

It is possible to automatically derive an optimization procedure from this result. In the most naïve case, we can use Theorem 2.3.1 to transform a given BMDP to a stochastic game and compute an optimal policy for it. The complexity of this approach depends on the complexity of the transformation and the complexity of computing an optimal policy for a stochastic game. The complexity of computing an optimal policy for the expected average and expected discounted reward optimality criteria in a stochastic game is still not fully determined; the best known upper bound is sub-exponential and the corresponding decision problem is known to be in NP $\cap$ coNP [BV07]. The complexity of the transform itself depends on the size of the resulting stochastic game, most importantly on $\left|A_{C}\right|=\max _{s \in S, a \in A} m_{s, a}$. This value depends on the number of vertices of the polytope given by Eq. (2.2). This polytope is known in the literature as the intersection between a hyperplane (in our case, the stochasticity constraint) and a hypercube (in our case, given by the upper and lower bounds) and there exist upper bounds on the number of its vertices. In [O'N71] the upper bound is established to be $K(n)=(n-\lfloor n / 2\rfloor)\binom{n}{\lfloor n / 2\rfloor}$; furthermore, this bound is tight. Unfortunately, this number is exponential in $n$ and we are interested in finding a better suited method. We show now how to keep the action space for NAT in an implicit representation, without having to compute $\left|A_{N}\right|$ stochastic vectors $\vec{p}_{1}^{s, a}, \ldots, \vec{p}_{m_{s, a}}^{s, a}$ explicitly.

For the expected discounted reward criterion, we observe that the value iteration procedure in a perfect-information stochastic game relies only on computing the value

$$
\min _{a_{N} \in A_{N}} \vec{r}_{N}(s)+\sum_{s^{\prime} \in S} P\left(s, \cdot, a_{N}, s^{\prime}\right) \vec{v}\left(s^{\prime}\right) .
$$

Rephrasing this expression in terms of linear operators, the optimization problem looks like $\min _{a_{N} \in A_{N}} \vec{r}_{N}(s)+\vec{p}^{s, a_{N}} \cdot \vec{v}$ for transition probability vectors $\vec{p}^{s, a_{N}}$ that describe the transition probability from a NAT-controlled state $s$ if NAT picks the action $a_{N}$. Here, we see that we optimize a linear function over all vectors $\vec{p}^{s, a_{N}}$. If the set of vectors is given implicitly by some linear inequality $A \vec{p} \geqslant \vec{b}$, the complexity of this optimization step is still polynomial. Hence, the value iteration procedure for the expected discounted reward criterion can be performed efficiently.

For the expected average reward criterion, the approach we show is a straightforward application of policy iteration for zero-sum stochastic games with perfect information [BR14] ${ }^{1}$. The approach in [BR14] relies on iterative policy improvements for MDPs; here, we show that it can be performed efficiently, even if $A_{N}$ is given implicitly, as in our case, by a set of linear constraints. In the loop of the policy iteration procedure, we first choose a policy $\pi$ for CON that is optimal under the current policy $\tau$ of NAT. Then, we choose a policy $\tau^{\prime}$ that optimizes the actions of NAT under $\pi$. This reduces the problem to finding an optimal policy for an MDP under the expected average reward criterion. In [Vei66, Put94], Algorithm 4 is proposed as a policy iteration procedure for MDPs.

Note that in the optimization steps (1.7) and (1.8), there is no need to iterate over all possible decision rules. In step (1.7), $\vec{g}$ is fixed, and $\boldsymbol{P}_{\pi}$ is variable; in step (1.8), analogously, $\vec{h}$ is fixed, and $\boldsymbol{P}_{\pi}$ together with $\vec{r}_{\pi}$ are variable. Both optimizations are, in fact, linear programs, which means that the optimization steps can be performed in polynomial time depending on the number of overall constraints. Since the number of constraints that define the action space for NAT is polynomial, it is possible to efficiently implement policy iteration to optimize the expected average reward for BMDPs. The resulting procedure is depicted in Algorithm 10. It is easy to see that the optimization steps in (2.5) and (2.6) can be performed efficiently, as the optimization problem amounts to a linear program with a polynomial number of constraints and variables.

```
Algorithm 10 Policy iteration for expected average reward in BMDPs
    function BMDPAVERAGEPOLICYITERATION \(\left(M_{\downarrow}\right.\), opt \(\left.\in\{\max , \min \}\right)\)
        \(n \leftarrow 0\), select an arbitrary MDP \(M_{0} \in M_{\downarrow}\).
        repeat
            \(\pi_{n} \leftarrow \operatorname{MDPAVERAGEPOLICYITERATION}(M)\)
            Compute \(\vec{g} \in \mathbb{R}^{n}, \vec{h} \in \mathbb{R}^{n}\) such that \(\boldsymbol{P}_{\pi_{n}}^{M} \vec{g}=\vec{g}, \vec{r}_{\pi_{n}}-\vec{g}+\left(\boldsymbol{P}_{\pi_{n}}^{M}-\boldsymbol{I}\right) \vec{h}=\overrightarrow{0}\)
            Choose a \(M_{n+1}\) that satisfies
```

$$
\begin{equation*}
M_{n+1} \in \arg \operatorname{opt}_{M} \boldsymbol{P}_{\pi_{n}}^{M} \vec{g}, \tag{2.5}
\end{equation*}
$$

keeping $M_{n+1}=M_{n}$, if possible.
if $M_{n+1}=M_{n}$ then
Choose a $M_{n+1}$ that satisfies

$$
\begin{equation*}
M_{n+1} \in \arg \operatorname{opt}_{M}\left(\vec{r}_{\pi_{n}}+\boldsymbol{P}_{\pi_{n}}^{M} \vec{h}\right), \tag{2.6}
\end{equation*}
$$

keeping $M_{n+1}=M_{n}$, if possible. $n \leftarrow n+1$
until $M_{n}=M_{n-1}$
return $\pi_{n}$

[^0]Lower bounds for BMDP problems In the preceding discussion, we have successfully transferred results on stochastic games to bounded-parameter MDPs. However, we already have noted that the complexity of the policy optimization problems for stochastic games we have relied on is not known to be polynomial [BV07]. A question arises if it is possible to do better, to derive an algorithm that performs asymptotically better, exploiting some structure of BMDPs. We show now that this is not the case, that is, every stochastic game can be transformed into a bounded-parameter Markov decision process with a sufficiently similar probability distribution on state and reward sequences.

Theorem 2.3.7. Let $G=\left(S_{G}, A_{C}, A_{N}, P, \vec{r}_{C}, \vec{r}_{N}, \vec{q}\right)$ be a perfect-information zero-sum stochastic game. Then there exists a bounded-parameter MDP $M_{\uparrow}=\left(S_{M} \supseteq S_{G}, A, T_{\uparrow}, \vec{q}\right)$ and an isomorphic mapping $E$ from policies for CON in $G$ to policies in $M_{\uparrow}$ such that for every stationary policy $\tau$ of NAT, an MDP $M=M(\tau) \in M_{\downarrow}$ with the following property exists.

For every policy pair $(f, \tau)$ with $f: S_{G}^{+} \times A_{C} \rightarrow[0,1]$ a policy of CON in $G$, the policy $E(f): S_{M}^{+} \times A \rightarrow[0,1]$ yields the same distribution of sequences of states from $S_{G}$ in the MDP $M(\tau)$.

To prove the statement, we present a construction that transforms actions of NAT into parameter uncertainty in the bounded-parameter MDP.

Proof. We present a BMDP $M_{\uparrow}$ with $\mathcal{O}\left(\left|A_{N}\right| \cdot\left|S_{G}\right|\right)$ states and an action space $A=A_{C}$. The idea of the construction is to allow for the uncertainty in the BMDP to represent the action space of NAT. To do this, we introduce additional states $\bar{S}=S_{N} \times A_{N}$ where $S_{N} \subseteq S_{G}$ are the NAT-controlled states. Furthermore, for each CoN-controlled state $s_{C} \in S$, we introduce an additional state $\hat{s}_{C}$. The transition probability intervals in the BMDP are defined by

$$
\begin{aligned}
\boldsymbol{P}^{a}\left(s,\left(s, a_{N}\right)\right) & \in[0,1] & & \text { if } s \in S_{N}, a \in A_{C}, a_{N} \in A_{N} \\
P^{a}\left(\left(s, a_{N}\right), s^{\prime}\right) & =P\left(s, \cdot, a_{N}, s^{\prime}\right) & & \text { if } s \in S_{N}, a \in A_{C}, a_{N} \in A_{N}, s^{\prime} \in S_{G} \\
\boldsymbol{P}^{a}(s, \hat{s}) & =1 & & \text { if } s \in S_{C}, a \in A_{C} \\
\boldsymbol{P}^{a}\left(\hat{s}, s^{\prime}\right) & =P\left(s, a, \cdot, s^{\prime}\right) & & \text { if } s \in S_{C}, s^{\prime} \in S_{G}, a \in A_{C}
\end{aligned}
$$

An illustration of the construction can be seen in Fig. 2.2. Furthermore, we define the reward vector $\vec{r}(s)$ by

$$
\vec{r}(s)= \begin{cases}\vec{r}_{C}(s) & s \in S_{G} \\ 0 & \text { otherwise }\end{cases}
$$

We observe that each stationary policy for NAT can be transformed into a realization of the interval uncertainty by choosing the corresponding transition probabilities from states $s_{N} \in S_{N}$. Furthermore, we observe, by analogy to Theorem 2.3.1, that the probability distribution of state sequences is preserved. For two states $s, s^{\prime} \in S_{G}$ we have the following two cases.

Case 1 If $s \in S_{C}$, then the transition probability to $s^{\prime}$ is $P\left(s, a, \cdot, s^{\prime}\right)$. In the BMDP $M_{\downarrow}$, the transition probability from $s$ to $s^{\prime}$ is $\boldsymbol{P}^{a}(s, \hat{s}) \cdot \boldsymbol{P}^{a}\left(\hat{s}, s^{\prime}\right)=1 \cdot P\left(s, a, \cdot, s^{\prime}\right)$.

Case 2 If $s \in S_{N}$, then the transition probability to $s^{\prime}$ is $\sum_{a \in A_{N}} f(s, a) P\left(s, \cdot, a, s^{\prime}\right)$ for a stationary policy $f$ with $\sum_{a \in A_{N}} f(s, a)=1$ for all $s \in S_{N}$. Then there exists an MDP $M \in M_{\uparrow}$ with transition probability $\boldsymbol{P}^{a}(s,(s, a))=f(s, a)$ and $\boldsymbol{P}^{a}\left((s, a), s^{\prime}\right)=P\left(s, \cdot, a, s^{\prime}\right)$. By law of total probability, it is $\operatorname{Pr}\left[s^{\prime} \mid s, f\right]=\sum_{a \in A_{N}} f(s, a) P\left(s, \cdot, a, s^{\prime}\right)$ in $M$.
Together, this yields the statement.
Theorem 2.3.7 allows us now to derive the following results.


Figure 2.2: Construction from Theorem 2.3.7

Corollary 2.3.8. The problem of computing an optimal policy for the expected discounted reward criterion for bounded-parameter Markov decision processes is polynomially reducible to the problem of computing an optimal policy for the expected discounted reward criterion in zero-sum perfectinformation stochastic games and vice versa; hence, the problems are equivalent under polynomialtime reductions.

Corollary 2.3.9. The problem of computing an optimal policy for the expected average reward criterion for bounded-parameter Markov decision processes is polynomially reducible to the problem of computing an optimal policy for the expected average reward criterion in zero-sum perfectinformation stochastic games and vice versa; hence, the problems are equivalent under polynomialtime reductions.

The construction above helps to prove both results, but in each case we need a slightly different argument. For both optimality criteria, we observe that each sequence of $l$ states in a play of the game yields a sequence of $2 l$ states in the BMDP, where every second state comes from $S_{G}$ with the corresponding rewards and all other states yield reward zero. Now we differentiate between the optimality criteria.

Proof of Corollary 2.3.8. For the expected discounted reward measure, the construction requires changes to the discount factor, in analogy to the discussion above. Setting the discount factor to $\gamma^{\prime}=\sqrt{\gamma}$ in the BMDP yields the equivalence with respect to the reward measure and thus, equivalence with respect to policy optimality.

Proof of Corollary 2.3.9. For the expected average reward criterion, we see that this yields a factor of exactly $\frac{1}{2}$ in the reward measure, which means equivalence with respect to optimality.

### 2.4 Multi-objective approaches

In this section, we consider a different perspective on bounded-parameter MDPs. We have seen that BMDPs themselves define robust optimization problems. Here, we take the perspective that has also been explored in [KKST13] which connects research on robust optimization with research on multi-objective problems. The work in [KKST13] has discussed general robust linear programs; here, we apply similar ideas to (non-linear) BMDP problems. Concerning optimality criteria, we consider here only the expected discounted reward measure with a given discount factor $\gamma \in[0,1)$. Knowing that the reward measure
is non-ambiguous, here we use $\vec{v}$ for the reward vector instead of $\vec{v}_{\gamma}$ to reduce notation load.

Our discussion here starts with the observation that each policy $\pi$ for a given BMDP $M_{\downarrow}$ yields at least two value vectors, $\vec{v}_{\downarrow}^{(\pi)}$ and $\vec{v}_{\uparrow}^{(\pi)}$ for the (policy-dependent) minimal and maximal MDPs $M_{\downarrow}{ }^{(\pi)}, M_{\uparrow}(\pi) \in M_{\uparrow}$, respectively. Later in this section, we consider stochastic BMDPs that introduce, following the same considerations, a third value vector $\vec{v}_{\times}^{(\pi)}$ that corresponds to the performance of $\pi$ in the "expected" MDP $M_{\times} \in M_{\uparrow}$.

This observation yields a further perspective with respect to applications. In previous sections, we consider only lower and upper bounds, resulting in computation of policies that are optimal in the "best case" and the "worst case". Yet, in an uncertainty setting, rarely the worst or best case scenarios actually happen; hence, if the controller chooses the robust policy, she will likely miss the opportunity to attain higher rewards, and if she chooses the optimistic policy, she will likely lose in the long run. Hence, knowing that all scenarios are possible, the controller might be then interested in a "compromise" policy $\pi$ that yields acceptable value vectors $\vec{v}_{\downarrow}^{(\pi)}, \vec{v}_{\uparrow}^{(\pi)}$ for both scenarios.

From this discussion, several problems arise: First, how can the resulting value vectors be aggregated? Second, is it possible to compute optimal policies with respect to this aggregation function and what is the structure of the resulting optimization problem?

In this section, we consider the theoretical properties of the raised problems. That is, we derive here general complexity results and/or point to exact algorithms which might be not too efficient. In Chapter 3, we consider practical, mostly heuristic, implementations and present empirical results from experiments. This section is based on the publications [SBHH17, BS17a].

### 2.4.1 Initial considerations

Before we discuss further details, we explain specific properties of the raised problems. In the introductory chapter, we have discussed general properties of multi-objective optimization and we have formulated solution approaches for Markov decision processes; in the beginning of this chapter, we have discussed bounded-parameter Markov decision processes. For this section, we present a model that is slightly more general model than bounded-parameter MDPs.

Stochastic BMDPs Our motivation to extending the BMDP model lies in the requirement to capture the "average" performance of a system. While a BMDP can deliver upper and lower performance bounds, often also the expected case is of interest. Here, we use the SBMDP model we have introduced in the beginning; knowing the expected-case MDP in the SBMDP, we can derive, for a policy $\pi$, not only the bounds $\vec{v}_{\downarrow}^{(\pi)}$ and $\vec{v}_{\uparrow}^{(\pi)}$, but also the average value $\vec{v}_{\times}^{(\pi)}$. Intuitively, this model expansion does not add to the hardness of the general optimization problem yet extends the model to capture more applications.

Problem formulations From the discussion in Sec. 1.5, we can see that the optimal policy is non-linear in the value vector. Furthermore, this shows that additional constraints on the policy, such as equality of actions in different states, cannot be incorporated into the LP easily and without considerable costs in terms of additional complexity. This observation will be important when we consider the stochastic optimization problem. But prior to discussion of problem properties, we define the problems we discuss here precisely.

Definition 2.4.1 (Multi-objective SBMDP problems). Given a stochastic bounded-parameter $\operatorname{MDP}\left(S=[n], A, T_{\uparrow}, \vec{r}, \vec{q}, p\right)$, we define the following problems.

Canonical multi-objective decision problem Given vectors $u_{\downarrow}, u_{\times}, u_{\uparrow} \in \mathbb{R}^{n}$, decide if a policy $f$ exists such that it is

$$
\begin{equation*}
\vec{v}_{\downarrow}^{(f)} \geqslant u_{\downarrow}, \vec{v}_{x}^{(f)} \geqslant u_{\times}, \vec{v}_{\uparrow}^{(f)} \geqslant u_{\uparrow} . \tag{2.7}
\end{equation*}
$$

Stochastic optimization decision problem Given a value $u \in \mathbb{R}$ and a weight vector $\vec{w}=$ $\left(w_{\downarrow}, w_{\times}, w_{\uparrow}\right) \in \mathbb{R}^{3}$, decide if there is a policy $f$ such that it is

$$
\begin{equation*}
\sum_{s \in S} \vec{q}(s)\left(w_{\downarrow} \vec{v}_{\downarrow}^{(f)}(s)+w_{\times} \vec{v}_{\times}^{(f)}(s)+w_{\uparrow} \vec{v}_{\uparrow}^{(f)}(s)\right) \geqslant u \tag{2.8}
\end{equation*}
$$

Stochastic optimization problem For a given weight vector $\vec{w}=\left(w_{\downarrow}, w_{\times}, w_{\uparrow}\right)$, compute a policy $f$ such that

$$
\begin{equation*}
f=\arg \max _{f} \sum_{s \in S} \vec{q}(s)\left(w_{\downarrow} \vec{v}_{\downarrow}^{(f)}(s)+w_{\times} \vec{v}_{\times}^{(f)}(s)+w_{\uparrow} \vec{v}_{\uparrow}^{(f)}(s)\right) \tag{2.9}
\end{equation*}
$$

Pareto frontier enumeration problem Compute the set of policies $F$ such that

$$
\begin{align*}
& \forall f \in F: \nexists f^{\prime}: S^{*} \times A \rightarrow[0,1]: \vec{v}_{\downarrow}^{\left(f^{\prime}\right)} \geqslant \vec{v}_{\downarrow}^{(f)} \wedge \vec{v}_{\times}^{\left(f^{\prime}\right)} \geqslant \vec{v}_{\times}^{(f)} \wedge \vec{v}_{\uparrow}^{\left(f^{\prime}\right)} \geqslant \vec{v}_{\times}^{(f)} \wedge \\
& \quad\left(\vec{v}_{\downarrow}^{\left(f^{\prime}\right)} \neq \vec{v}_{\downarrow}^{(f)} \vee \vec{v}_{\times}^{\left(f^{\prime}\right)} \neq \vec{v}_{\times}^{(f)} \vee \vec{v}_{\uparrow}^{\left(f^{\prime}\right)} \neq \vec{v}_{\uparrow}^{(f)}\right) . \tag{2.10}
\end{align*}
$$

The resulting set $F$ is also called the Pareto frontier.
Convex hull enumeration problem Compute all policies $H$ such that every policy in $H$ is the solution of the stochastic optimization problem.

For the practical part of this work, we are interested in pure optimal policies, reducing the search space to a finite (yet still exponentially large) set. For this special case, we introduce additional notation. The Pareto frontier of pure policies is designated by $\mathcal{P}_{\text {Pareto }}$ and the corresponding set of value vectors is designated by $\mathcal{V}_{\text {Pareto }}$.

As for the complexity discussion, we consider mixed stationary policies, as additional constraints on the search space may artificially harden the problem, as it is the case, for example, in linear programming.

### 2.4.2 Canonical decision problem

First, we establish complexity bounds for the canonical optimization problem. We prove that it is NP-complete when we restrict ourselves to pure policies and NP-hard in the general case.

It has been shown by [CMH06] that the corresponding decision problem is NP-hard for multi-objective MDPs which have a multi-objective reward. The following theorem shows that the hardness result also holds for SBMDPs even if rewards do not depend on the chosen action and even if only two objectives are constrained by the decision problem.

Theorem 2.4.1. The canonical multi-objective decision problem for pure policies is NP-complete.
Proof. The stated problem is obviously in NP because a policy for an SBMDP can be evaluated in polynomial time. As for NP-hardness, we show a reduction from the subset sum problem. Given a subset sum instance $M=\left\{m_{1}, \ldots, m_{n}\right\}$, we construct an SBMDP and two
vectors $\vec{v}_{1}, \vec{v}_{2}$ such that there is a policy $\pi$ with $\vec{v}_{\downarrow}^{(\pi)} \geqslant \vec{v}_{1}, \vec{v}_{\times}^{(\pi)} \geqslant \vec{v}_{2}$ if and only if there is a subset $I \subseteq[n]$ such that $\sum_{i \in I} m_{i}=\frac{1}{2} \sum_{i=1}^{n} m_{i}$.

The SBMDP which we construct will have an arbitrary nonzero discount factor $\gamma \in$ $(0,1), 4 n+1$ states which have the identifiers $t$ and $q_{i}, s_{\times i}, s_{\downarrow i}, s_{\uparrow i}$ for $i \in[n]$. The general idea of the reduction is the following: The SBMDP proceeds through all states $q_{i}$ and ends up in the absorbing state $t$. In the state $q_{i}$, it is possible to choose between the (adjusted for the discount factor) reward pairs $\left(0,2 m_{i}\right)$ and ( $m_{i}, m_{i}$ ) with the first component being the pessimistic and the second component being the average (in the SBMDP sense) reward. This way, a pure policy $\pi$ will induce a subset $I \subseteq[n]$ such that the expected total rewards, if one starts in state $q_{1}$, will be $\vec{v}_{\downarrow}^{(\pi)}\left(q_{1}\right)=\sum_{i \neq I} m_{i}$ and $\vec{v}_{\times}^{(\pi)}\left(q_{1}\right)=\sum_{i=1}^{n} m_{i}+\sum_{i \in I} m_{i}$. Technically, we model this by enabling two actions in states $q_{i}, a$ and $b$. These actions do not generate rewards, but lead to different outcomes: The action $a$ leads to either $s_{\downarrow i}$ or $s_{\uparrow i}$, with probability in the interval $[0,1]$ and the expected value for this probability being $1 / 2$; all actions from these two states lead, in turn, to $q_{i+1}$ (or $t$, if $i=n$ ), and the difference between the states $s_{\downarrow i}$ and $s_{\uparrow i}$ lies in the reward: the reward in $s_{\downarrow i}$ is 0 , the reward in $s_{\uparrow i}$ is $\frac{4 m_{i}}{\gamma^{2 i-1}}$. The action $b$ leads to the state $s_{\times i}$ unconditionally with reward 0 , and all actions from $s_{\times i}$ lead to the state $q_{i+1}$, if $i<n$, or $t$, if $i=n$, with reward $\frac{m_{i}}{\gamma^{2 i-1}}$.

Finally, we define the expected discounted rewards we would like to get with a pure policy $\pi$. It should be $\frac{1}{2} \sum_{i \in[n]} m_{i}$ in the worst case and $\frac{3}{2} \sum_{i \in[n]} m_{i}$ in the average case.


Figure 2.3: Construction from Theorem 2.4.1

It is easy to see that the construction can be done in polynomial time. We show now its correctness. For every subset $I \subseteq[n]$ we define a policy $\pi_{I}$ with $\pi_{I}\left(q_{i}\right)=a$ if $i \in I$ and $\pi_{I}\left(q_{i}\right)=b$ if $i \notin I$. The expected discounted total reward for policy $\pi_{I}$ in state $q_{1}$ will then be

$$
\sum_{i \in I} 2 \gamma^{2 i-1} \cdot \frac{m_{i}}{\gamma^{2 i-1}}+\sum_{i \in[n] \backslash I} \gamma^{2 i-1} \cdot \frac{m_{i}}{\gamma^{2 i-1}}=\sum_{i \in[n]} m_{i}+\sum_{i \in I} m_{i}
$$

in the average case and $\sum_{i \in[n] \backslash I} \gamma^{2 i-1} \cdot \frac{m_{i}}{\gamma^{2 i-1}}=\sum_{i \in[n] \backslash I} m_{i}$ in the pessimistic case. If there is a subset $I \subseteq[n]$ such that $\sum_{i \in I} m_{i}=\sum_{i \in[n] \backslash I} m_{i}$, then there is a policy $\pi_{I}$ that yields the requested expected discounted rewards. Furthermore, as any pure policy $\pi$ induces a subset $I \subseteq[n]$ by defining $i \in I \Leftrightarrow \pi\left(q_{i}\right)=a$, the existence of a pure policy $\pi$ with the requested expected discounted rewards implies the existence of a subset with sum $\frac{1}{2} \sum_{i \in[n]} m_{i}$.

It is easy to see that the proof technique can also be applied to the combination of optimistic and expected-case measures, and optimistic and pessimistic measures.

For the general stationary case, we consider a slightly different construction.
Theorem 2.4.2. The canonical multi-objective decision problem is NP-complete for general stationary policies.

Proof. We perform a similar reduction from the subset sum problem. Now, our SBMDP will have $4 n+1$ states

$$
S=\left\{q_{i} \mid i \in[n]\right\} \uplus\left\{s_{\downarrow i} \mid i \in[n]\right\} \uplus\left\{s_{\uparrow i} \mid i \in[n]\right\} \uplus\left\{s_{\times i} \mid i \in[n]\right\} \uplus\{s\}
$$

with the following properties. For $m_{i}^{\prime}=m_{i}\left(1-\gamma^{2}\right)$, the rewards are zero in states $s, s_{\downarrow i}, q_{i}$, and $2 m_{i}^{\prime}$ in states $s_{\uparrow i}$, and $m_{i}^{\prime}$ in states $s_{\times i}$ for $i \in[n]$. Again, we have two actions, $a$ and $b$, which differ only in states $q_{i}$ : It is

$$
\begin{array}{r}
\boldsymbol{P}_{\downarrow}^{\prime}\left(s, q_{i}\right)=\boldsymbol{P}_{\times}\left(s, q_{i}\right)=\boldsymbol{P}_{\uparrow}\left(s, q_{i}\right)=\frac{1}{n}, \\
\boldsymbol{P}_{\downarrow}^{\prime}\left(s_{\uparrow i}, q_{i}\right)=\boldsymbol{P}_{\times}^{\prime}\left(s_{\uparrow i}, q_{i}\right)=\boldsymbol{P}_{\uparrow}\left(s_{\uparrow i}, q_{i}\right)=1, \\
\boldsymbol{P}_{\downarrow}\left(s_{\downarrow i}, s_{\downarrow i}\right)=\boldsymbol{P}_{\times}\left(s_{\downarrow i}, s_{\downarrow i}\right)=\boldsymbol{P}_{\uparrow}\left(s_{\downarrow i}, s_{\downarrow i}\right)=1, \\
\boldsymbol{P}_{\downarrow}^{b}\left(q_{i}, s_{\times i}\right)=\boldsymbol{P}_{\times}^{b}\left(q_{i}, s_{\times i}\right)=\boldsymbol{P}_{\uparrow}^{b}\left(q_{i}, s_{\times i}\right)=1,
\end{array}
$$

and

$$
\begin{gathered}
\boldsymbol{P}_{\downarrow}^{a}\left(q_{i}, s_{\downarrow i}\right)=\boldsymbol{P}_{\downarrow}^{a}\left(q_{i}, s_{\uparrow i}\right)=0, \\
\boldsymbol{P}_{\times}^{b}\left(q_{i}, s_{\downarrow i}\right)=\boldsymbol{P}_{\times}^{b}\left(q_{i}, s_{\uparrow i}\right)=1 / 2, \\
\boldsymbol{P}_{\uparrow}^{b}\left(q_{i}, s_{\downarrow i}\right)=\boldsymbol{P}_{\uparrow}^{b}\left(q_{i}, s_{\uparrow i}\right)=1,
\end{gathered}
$$

as depicted in Fig. 2.4. We now show the properties of the reduction. If the given subset sum instance allows for a subset $I \subseteq[n]$ such that $\sum_{i \in I} m_{i}=\frac{1}{2} \sum_{i \in[n]} m_{i}$, then the induced pure policy $\pi_{I}$ which selects action $a$ in $s_{i}$ iff $i \in I$ will yield an expected discounted reward of $\frac{\gamma^{2}}{n}\left(\sum_{i \in I} 2 m_{i}+\sum_{i \in[n] \backslash I} m_{i}\right)=\frac{3 \gamma^{2}}{2 n} \sum_{i \in[n]} m_{i}$ in the best case and $\frac{\gamma^{2}}{n} \sum_{i \in[n] \backslash I} m_{i}=\frac{\gamma^{2}}{2 n} \sum_{i \in[n]} m_{i}$ in the worst case in state $s$.

Conversely, for any stationary policy $f$ we have in state $q_{i}$ a probability $p_{i}$ to choose action $b$. Then, for the worst-case expected discounted reward $\vec{v}_{\downarrow}\left(q_{i}\right)$ in this state will hold

$$
\begin{aligned}
& \vec{v}_{\downarrow}\left(q_{i}\right)=p_{i} \gamma\left(m_{i}^{\prime}+\gamma \vec{v}_{\downarrow}\left(q_{i}\right)\right) \Leftrightarrow \\
& \vec{v}_{\downarrow}\left(q_{i}\right)=\frac{p_{i} \gamma m_{i}^{\prime}}{1-p_{i} \gamma^{2}}
\end{aligned}
$$

which, derived with respect to $p_{i}$, yields

$$
\frac{\partial \vec{v}_{\downarrow}\left(q_{i}\right)}{\partial p_{i}}=\frac{\gamma m_{i}^{\prime}}{\left(1-p_{i} \gamma^{2}\right)^{2}}
$$

For the best-case expected discounted reward, we have, analogously,

$$
\begin{aligned}
\vec{v}_{\uparrow}\left(q_{i}\right) & =\frac{\left(2-p_{i}\right) \gamma m_{i}^{\prime}}{1-\gamma^{2}} \\
\frac{\partial \vec{v}_{\uparrow}\left(q_{i}\right)}{\partial p_{i}} & =-\frac{\gamma m_{i}^{\prime}}{1-\gamma^{2}}
\end{aligned}
$$

Considering the sum of the values, we observe that

$$
\frac{\partial\left(\vec{v}_{\uparrow}\left(q_{i}\right)+\vec{v}_{\downarrow}\left(q_{i}\right)\right)}{\partial p_{i}}=\gamma m_{i}^{\prime}\left(\frac{-1}{1-\gamma^{2}}+\frac{1}{\left(1-p_{i} \gamma^{2}\right)^{2}}\right) .
$$

Setting the derivative to zero, we have

$$
\begin{aligned}
1-\gamma^{2} & =\left(1-p_{i} \gamma^{2}\right)^{2} \Rightarrow \\
\sqrt{1-\gamma^{2}} & =1-p_{i} \gamma^{2} \Leftrightarrow \\
\frac{1-\sqrt{1-\gamma^{2}}}{\gamma^{2}} & =p_{i}
\end{aligned}
$$

where the first implication follows from $\gamma \in[0,1), p_{i} \in[0,1]$. Furthermore, substituting $t:=1-\gamma^{2}$, we have

$$
p_{i}=\frac{1-\sqrt{t}}{1-t}=\frac{1}{1+\sqrt{t}}
$$

for $t \in(0,1]$. It is easy to see that this implies $0<p_{i} \leqslant 1$, so a possible maximum may lie between zero and one. However, considering the second derivative, we observe that

$$
\frac{\partial^{2}\left(\vec{v}_{\uparrow}\left(q_{i}\right)+\vec{v}_{\downarrow}\left(q_{i}\right)\right)}{\partial p_{i}^{2}}=\frac{2 \gamma^{3} m_{i}^{\prime}}{\left(1-\gamma^{2}\right)^{3}}
$$

which is positive and implies a local minimum. This means that the maximal values of $\sum_{i \in[n]} \vec{v}_{\uparrow}\left(q_{i}\right)+\vec{v}_{\downarrow}\left(q_{i}\right)$ lie at $p_{i} \in\{0,1\}$. This means that a policy can achieve

$$
\vec{v}_{\uparrow}(s) \geqslant \frac{\gamma^{2}}{2 n} \sum_{i \in[n]} m_{i}, \vec{v}_{\downarrow}(s) \geqslant \frac{3 \gamma^{2}}{2 n} \sum_{i \in[n]} m_{i}
$$

only if there exists a subset $I \subseteq[n]$ with $\sum_{i \in I} m_{i}=1 / 2 \sum_{i \in[n]} m_{i}$.

### 2.4.3 Stochastic optimization and the multi-scenario problem

In this section, we consider the stochastic optimization problem applied to the multiobjective perspective on CMDPs and SBMDPs. More formally, the problem statement for stochastic bounded-parameter MDPs sounds like this: Given a stochastic BMDP $\left(S=[n], A=[m], P_{\uparrow}, \vec{r}, \vec{q}, p\right)$ and a weighting vector $\vec{w}=\left(w_{\downarrow}, w_{\times}, w_{\uparrow}\right)$ for the individual performance metrics, we seek to optimize $\vec{q} \boldsymbol{V}^{(\pi)} \vec{w}$ where $\boldsymbol{V}^{(\pi)}=\left(\vec{v}_{\downarrow}^{(\pi)}, \vec{v}_{\times}^{(\pi)}, \vec{v}_{\uparrow}^{(\pi)}\right) \in \mathbb{R}^{n \times 3}$ is the matrix that is built from the value vectors that result from applying the policy $\pi$ and computing the optimistic, average, and pessimistic rewards.

We have seen in the proof of Theorem 2.4.2 that the stochastic optimization problem is NP-hard for stationary policies. We formally capture this result.


Figure 2.4: Construction from Theorem 2.4.2

Corollary 2.4.3. The stochastic optimization decision problem for stationary and pure policies in BMDPs is NP-complete.

Proof. We consider the same construction that has been used in the proof of Theorem 2.4.2. From the properties of the problem shown above, the condition $\frac{\vec{v}_{\downarrow}(s)+\vec{v}_{\uparrow}(s)}{2} \geqslant \frac{\gamma^{2}}{n} \sum_{i \in[n]} m_{i}$ is equivalent to the existence of a subset $I \subseteq[n]$ with $\sum_{i \in I} m_{i}=\frac{1}{2} \sum_{i \in[n]} m_{i}$.

By carefully studying the stochastic optimization problem, it is possible to see that solving it also means solving a related but not exactly equal problem in multi-scenario optimization. That is, given a set $\mathcal{M}=\left\{M_{1}, \ldots, M_{K}\right\}$ of MDPs, one looks for a policy that performs well on all of them, using as performance measure a scalarization metric. However, the stochastic optimization problem for BMDPs seems to be slightly harder than the stochastic multi-scenario optimization for two MDPs. The reason for this assumption is the following: In the stochastic multi-scenario setting, the MDPs for which a shared policy has to be found and optimized are already known. In contrast, in the stochastic BMDP setting, there not only are coupling constraints on actions in different states, but there also is a task to simultaneously compute the MDPs which optimize the value vector for the computed policy in different directions. This means optimization of a two-stage min max (or max min, depending on the formulation) problem, with potential integer or non-linear constraints.

However, even in the seemingly easier multi-scenario case for concurrent Markov decision processes, we can show a hardness result. For it, we formalize the problem.

Definition 2.4.2. Given a concurrent Markov decision process $\mathcal{M}=\left\{M_{1}, \ldots, M_{K}\right\}$, and a weight vector $\vec{w} \in \mathbb{R}^{K}$, we call the optimization problem

$$
\max _{f} \sum_{k \in[K]} \vec{w}(k) \vec{v}_{k}^{(f)}
$$

the multi-scenario stochastic optimization problem. The set of policies may be restricted to general stochastic or pure policies.

The problem turns out to lose the structure of the usual MDP problems, especially, the unimodality property is lost. This means that a locally optimal policy may not be globally
optimal, and, furthermore, this also means that the optimal policy may not be pure. This can be seen in the following example.

Let us consider a concurrent MDP $\mathcal{M}=\left\{M_{1}, M_{2}\right\}$ with $S=[2], A=\{a, b\}$. We define the reward vectors to be $\vec{r}_{1}=(0,3)^{\top}, \vec{r}_{2}=(3,9)^{\top}$. For the transition probability matrices, we set

$$
\boldsymbol{P}_{1}^{a}=P_{2}^{b}=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right) \text { and } \boldsymbol{P}_{1}^{b}=P_{2}^{a}=\left(\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right)
$$

where the matrix $P_{1}^{a}$ corresponds to the action $a$ in the first MDP and so on. The discount factor is $\gamma=0.9$ and the weights are $\vec{w}=(7 / 10,3 / 10), \vec{q}=(2 / 3,1 / 3)^{\top}$. We observe that the weighted sum for the policy $\pi_{a a}=(a, a)$ is 26.5 , for the policy $\pi_{a b}=(a, b)$ it is 24.8 , and for the policy $\pi_{b a}=(b, a)$ it is 25.3. This means that $\pi_{a a}$ is locally optimal. However, the policy $\pi_{b b}=(b, b)$ yields a weighted sum of rewards of 29.2, which is the global maximum for pure policies.

Having seen that the stochastic optimization problem for concurrent MDPs does not have the unimodality property, we show its theoretical hardness.

Definition 2.4.3 (Multi-scenario stochastic optimization decision problem). Given a concurrent MDP $\mathcal{M}$ and real (represented with $\mathcal{O}(N M K)$ bits) vectors and numbers $\vec{w} \in \mathbb{R}^{K}, g \in \mathbb{R}$, decide if there is a stationary policy $f \in \mathcal{P}$ such that $\sum_{k=1}^{K} \vec{w}(k)\left(\sum_{s \in S} \vec{q}(s) \vec{v}_{k}^{(f)}(s)\right) \geqslant g$.

The first part of our NP-completeness proof is to show that the given problem is, in fact, in NP. One can see that the representation of a stationary policy is polynomial as long as the representation of a real number is assumed to consume $\mathcal{O}(N M K)$ bits. Then one can define a non-deterministic algorithm that guesses a policy by guessing $\mathcal{O}(N M K \times N M)$ bits that represent $N M$ real numbers which define a stationary policy $f$ and then verifies that $f$ fulfills the relation above.

Now we can prove the more interesting part of the completeness statement.

## Theorem 2.4.4. The decision problem defined in Def. 2.4.3 is NP-complete.

Proof. We perform a reduction from 3-SAT. Given a 3-SAT instance with $n$ variables $x_{1}, \ldots, x_{n}$ and $m$ clauses $C_{1}, \ldots, C_{m}$ where each clause contains three literals, we construct a concurrent MDP $\mathcal{M}=\left\{M_{1}, M_{2}\right\}$ consisting of two MDPs, a vector $\vec{w} \in \mathbb{R}^{2}$ and a real number $g \in \mathbb{R}$ such that the instance will be satisfiable if and only if there is a stationary policy $f$ for concurrent MDP that yields the value $g$.

The first part of our construction are the states. They are arranged in three groups.

- First, we create specially designated sink states $s_{0}, s_{1}$ that yield 0 resp. 1 reward units in both MDPs.
- Then, we transfer the variables of the Boolean satisfiability problem into states of the MDPs: for each variable $x$ we create two states $s_{x}, s_{x}^{\prime}$ in both MDPs. The reward is 0 in states $s_{x}$ and 1 in states $s_{x}^{\prime}$.
- Last, we create states for clauses: for each clause $C$, a state $s_{C}$ is created. Again, the reward in $s_{C}$ is zero for all clauses.

The second part of the construction are the actions. We create three actions $\mathcal{A}=\{1,2,3\}$ with the following semantics.

- In the sink state $s_{0}$, it is $P_{k}^{a}\left(s_{0}, s_{0}\right)=1$ for all $a \in \mathcal{A}$ and $M_{k} \in \mathcal{M}$.
- In the variable states, we define

$$
\boldsymbol{P}_{1}^{1}\left(s_{x}, s_{x}^{\prime}\right)=\boldsymbol{P}_{1}^{2}\left(s_{x}, s_{0}\right)=\boldsymbol{P}_{1}^{3}\left(s_{x}, s_{0}\right)=1
$$

and

$$
\boldsymbol{P}_{2}^{1}\left(s_{x}, s_{0}\right)=\boldsymbol{P}_{2}^{2}\left(s_{x}, s_{x}^{\prime}\right)=\boldsymbol{P}_{2}^{3}\left(s_{x}, s_{x}^{\prime}\right)=1,
$$

that is, we define actions in $s_{x}$ to lead to different outcomes in the MDPs. The motivation is to force a mutually exclusive choice of values for the Boolean variables in the concurrent MDP. In the auxiliary variable states, it is $P_{k}^{a}\left(s_{x}^{\prime}, s_{x}\right)=1$ for all actions $a \in \mathcal{A}$ and MDPs $k \in \mathcal{M}$; the idea behind these states is to exploit non-linearity of the problem. The construction is visualized in Fig. 2.5 where the upper part corresponds to the first MDP $M_{1}$ and the lower part corresponds to the second MDP $M_{2}$ in $\mathcal{M}$.

- In the clause states, we define actions as follows. In a clause $C=L_{1} \vee L_{2} \vee L_{3}$, the chosen action represents the literal that evaluates to true. Hence, we define $P_{k}^{a}(C, s)$ by setting $P_{k}^{a}(C, s)=1$ in the cases

$$
\begin{aligned}
& -L_{a}=x, k=1, s=s_{x} \\
& -L_{a}=\neg x, k=1, s=s_{0} \\
& -L_{a}=\neg x, k=2, s=s_{x} \\
& -L_{a}=x, k=2, s=s_{0}
\end{aligned}
$$

A graphical sketch of this setup can be seen in Fig. 2.6. Again, the upper part of the drawing corresponds to the first MDP in $\mathcal{M}$ while the lower part corresponds to the second MDP.

The idea behind this construction is to infer functions $\beta:\{1, \ldots, n\} \rightarrow\{0,1\}$ that map variables to values and $v:\{1, \ldots, m\} \rightarrow\{1,2,3\}$ that map the clauses to the satisfying variables. This is done to create a mapping from policies to variable assignments in the SAT problem. Furthermore, we define the initial distribution $\vec{q}$ with $\vec{q}\left(s_{C}\right)=1 / m$ for all clauses $C$ for both MDPs and weights $\vec{w}=(1 / 2,1 / 2)$. Concerning the value, we set an auxiliary constant $\alpha:=\frac{1}{1-\gamma^{2}}$ and the required value $g:=\frac{\gamma^{2} \alpha}{2}$ where $\gamma \in(0,1)$ is a non-zero discount factor in the concurrent MDP.


Figure 2.5: The variable gadget
We prove the validity of the reduction. First, we show that if there is an assignment $\beta:\{1, \ldots, n\} \rightarrow\{0,1\}$ that satisfies the SAT instance, then there also exists a pure policy $\pi: S \rightarrow A$ such that $\sum_{k=1}^{K} \vec{w}(k) \sum_{s \in S} \vec{q}(s) \vec{v}_{k}^{(f)}(s) \geqslant g$. We construct the policy in two steps. In the first step, we set $\pi\left(s_{x}\right)=1 \Leftrightarrow \beta(x)=1$ for all variables $x$. In the second step, it follows from the existence of a satisfying assignment that in each clause, a literal is satisfied, defining a function $v:\{1, \ldots, m\} \rightarrow\{1,2,3\}$ that defines the number of a satisfied literal in every clause. Thus, we set $\pi\left(s_{C}\right)=a \Leftrightarrow v(C)=a$.


Figure 2.6: The clause gadget

We verify that the constructed policy yields the given value. As in each clause the satisfying literal is chosen, the value of this state will be 0 in one MDP and $\gamma^{2} \alpha$ in the other one.

Now we show that if there is no satisfying assignment, then the value of the concurrent MDP will be lower than $g$. Given any assignment $\beta$ and any assignment $v$, the induced policy will lead from at least one clause state to the sink state $s_{0}$ with nonzero probability in both MDPs, yielding a lower value. However, we must take care of stationary but not pure policies that still might induce the desired value. One can observe that if the stationary policy is not pure in a state $s_{x}$ for a variable $x$, then the cumulative discounted reward in this state is $\frac{p \gamma}{1-p^{2} \gamma^{2}}$ for some real $0<p<1$. Deriving the value of a clause state from which one can arrive to this variable state, we get a summand

$$
\frac{1}{2}\left(\frac{p \gamma^{2}}{1-p^{2} \gamma^{2}}+\frac{(1-p) \gamma^{2}}{1-(1-p)^{2} \gamma^{2}}\right)
$$

Let $f(p)=\frac{p}{1-p^{2} \gamma^{2}}+\frac{1-p}{1-(1-p)^{2} \gamma^{2}}$. Computing the derivative, we obtain

$$
f^{\prime}(p)=\frac{2 \gamma^{2} p}{\left(1-\gamma^{2} p^{2}\right)^{2}}-\frac{2 \gamma^{2}(1-p)^{2}}{\left(1-\gamma^{2}(1-p)^{2}\right)^{2}}+\frac{1}{1-\gamma^{2} p^{2}}-\frac{1}{1-\gamma^{2}(1-p)^{2}}
$$

which has its roots at

$$
\frac{1}{2}, \frac{1 \pm \sqrt{1-4 \gamma^{-2}+4 \gamma^{-2} \sqrt{4-\gamma^{2}}}}{2}, \frac{1 \pm i \sqrt{1-4 \gamma^{-2}+4 \gamma^{-2} \sqrt{4-\gamma^{2}}}}{2}
$$

The only roots of interest are the real ones, and thus, we investigate the pair

$$
\begin{equation*}
\frac{1 \pm \sqrt{1-4 \gamma^{-2}+4 \gamma^{-2} \sqrt{4-\gamma^{2}}}}{2} \tag{2.11}
\end{equation*}
$$

It can be seen that for $0<\gamma<1$, the value $\sqrt{4-\gamma^{2}}$ is at least $\sqrt{3}>1$, and the root term in (2.11) is thus greater than one. This means that the whole term (2.11) is either greater than one or negative. Hence, the possible extreme points of $f$ in $[0,1]$ may lie at 0,1 , or $1 / 2$. We can see that $f(0)=f(1)=q$ while $f(1 / 2)=\frac{1}{1-1 / 4 \gamma^{2}}<q$. Hence, a non-pure policy in a variable state will have a lower cumulative discounted reward. Concerning the clause states, we observe that a non-pure policy cannot yield higher rewards than a pure one, as the expected discounted reward in a clause state is linear in the expected discounted rewards in the following variable states; the clause states are not visited again.

### 2.4.4 Finding pure Pareto-optimal policies

We conclude the discussion on multi-objective perspectives on BMDPs by deriving an algorithm that computes the set $\mathcal{P}_{\text {Pareto }}$ exactly. The algorithm is based on policy iteration and works as follows: For each currently computed policy, neighbour policies with a Hamming distance of 1 are computed, and those policies that are not worse than the policy they are derived from are kept. This continues for $|S|$ steps, and the resulting non-dominated policies are the Pareto frontier.

The correctness of this approach is shown by proving the following lemma on the structure of $\mathcal{P}_{\text {Pareto }}$. Intuitively, we show that for each policy, there exists a "path" of policies to any policy on the Pareto frontier on which any policy is not worse than its predecessor in all components, i.e., there always is at least a partial improvement. The proof is a consequence of general MDP and stochastic game theory.

Lemma 2.4.5. Let $\mathcal{P}=\left(S, A, T_{\imath}, \vec{r}, \vec{q}, p\right)$ be a $S B M D P$. Let furthermore $\pi, \pi^{\prime}$ be two pure policies where $\pi^{\prime}$ lies on the Pareto frontier. Then there exists a finite sequence of pure policies $\pi=\pi_{0}, \pi_{1}, \ldots, \pi_{N}=\pi^{\prime}$ where $d\left(\pi_{i}, \pi_{i+1}\right)=1, \vec{v}^{\left(\pi_{i}\right)} \ngtr \vec{v}^{\left(\pi_{i+1}\right)}$ and, additionally, $N \leqslant|S|$.

Proof. We provide a proof by induction on $d\left(\pi, \pi^{\prime}\right)$. For $d\left(\pi, \pi^{\prime}\right) \in\{0,1\}$, the statement holds obviously.

For $d\left(\pi, \pi^{\prime}\right)=c>1$, the induction hypothesis is that the statement holds for $c-1$. This means that for each policy $\pi_{1}$ with distance $d\left(\pi_{1}, \pi^{\prime}\right)=c-1$ there exists a sequence of policies $\pi_{1}, \pi_{2}, \ldots, \pi_{c}=\pi^{\prime}$ such that for any two adjacent policies $\pi_{i}, \pi_{i+1}$ it is $\vec{v}\left(\pi_{i}\right) \ngtr$ $\vec{v}^{\left(\pi_{i+1}\right)}$.

To show the induction step, we must infer the statement for $d\left(\pi, \pi^{\prime}\right)=c$. Suppose now for the sake of contradiction that it is not the case. We observe that under this assumption, for each state $s \in S$, the policy $\pi^{\left(s, \pi^{\prime}(s)\right)}$ that results from changing $\pi$ in state $s$ to choose action $\pi^{\prime}(s)$ results in a value vector that is dominated by $\vec{v}(\pi)$, i. e., $\vec{v}(\pi)>\vec{v}^{\left(\pi^{\left(s, \pi^{\prime}(s)\right)}\right) \text {. Let }}$ us now consider a restricted SBMDP $\mathcal{P}{ }^{\left[\pi, \pi^{\prime}\right]}=\left(S, A^{\left[\pi, \pi^{\prime}\right]}, T_{\hat{\downarrow}}^{\left[\pi, \pi^{\prime}\right]}, \vec{r}, \vec{q}, p^{\left[\pi, \pi^{\prime}\right]}\right)$ where the available actions are only those used in either $\pi$ or $\pi^{\prime}$, that is, $A^{\left[\pi, \pi^{\prime}\right]}=\{a, b\}$ and the matrices $\boldsymbol{P}$ in $T_{\downarrow}^{\left[\pi, \pi^{\prime}\right]}$ are constructed with

$$
\begin{aligned}
& \boldsymbol{P}_{\downarrow}^{\left[\pi, \pi^{\prime}\right] a}(s \bullet)=\boldsymbol{P}_{\downarrow}^{\pi(s)}(s \bullet), \boldsymbol{P}_{\uparrow}^{\left[\pi, \pi^{\prime}\right] a}(s \bullet)=\boldsymbol{P}_{\downarrow}^{\pi(s)}(s \bullet), \\
& \boldsymbol{P}_{\downarrow}^{\left[\pi, \pi^{\prime}\right] b}(s \bullet)=\boldsymbol{P}_{\downarrow}^{\pi^{\prime}(s)}(s \bullet), \boldsymbol{P}_{\uparrow}^{\left[\pi, \pi^{\prime}\right] b}(s \bullet)=\boldsymbol{P}_{\downarrow}^{\pi^{\prime}(s)}(s \bullet)
\end{aligned}
$$

The reward vector is kept.
It is easy to see that the policies $\pi$ and $\pi^{\prime}$ can be executed in the new SBMDP $\mathcal{P}\left[\pi, \pi^{\prime}\right]$. As all action changes from $\pi$ lead to smaller value vectors in each component, we can see that $\pi$ is locally optimal for each component, and thus, $\pi$ is optimal for all components. Hence, $\pi$ is an optimal policy in $\mathcal{P}^{\left[\pi, \pi^{\prime}\right]}$. Furthermore, $\pi^{\prime}$ is then dominated by $\pi$ in all states and all components in $\mathcal{P}\left[\pi, \pi^{\prime}\right]$ as well as in $\mathcal{P}$. Consequently, $\pi^{\prime}$ cannot lie on the Pareto frontier, which contradicts the initial assumption.

As we have arrived at a contradiction, we it follows that there must exist a state $s$ where it is $\vec{v}(\pi) \ngtr \vec{v}^{\left(\pi^{\left(s, \pi^{\prime}(s)\right)}\right)}$, and, since $d\left(\pi^{\left(s, \pi^{\prime}(s)\right)}, \pi^{\prime}\right)=c-1$ and $d(\cdot, \cdot)$ can never exceed $|S|$, there exists, by induction hypothesis, a sequence of policies $\pi^{\left(s, \pi^{\prime}(s)\right)}=\pi_{1}, \pi_{2}, \ldots, \pi_{c}=\pi^{\prime}$ for which it is $\vec{v}\left(\pi_{i}\right) \ngtr \vec{v}^{\left(\pi_{i+1}\right)}$. As $d\left(\pi, \pi^{\left(s, \pi^{\prime}(s)\right)}\right)=1$, this concludes the proof.

This result directly leads to Algorithm 11 which is, as already said, based on policy iteration and (partially) breadth-first search.

It remains now to prove correctness of Algorithm 11.

```
Algorithm 11 Exact computation of \(\mathcal{P}_{\text {Pareto }}\) and \(\mathcal{V}_{\text {Pareto }}\)
    function PURE-OPT-EXACT \(\left(\mathcal{P}=\left(S, A, T_{\uparrow}, \vec{r}, p\right), \gamma\right)\)
        \(P_{0} \leftarrow\{\) arbitrary policy \(\} \quad \triangleright\) initialize current policy set
        \(F \leftarrow P_{0} \quad \triangleright\) initialize the Pareto frontier
        for \(i \in[|S|]\) do
            \(P_{i} \leftarrow \cup \pi \in P_{i-1}\left\{\pi^{\prime} \mid d\left(\pi, \pi^{\prime}\right)=1, \vec{v}^{\pi} \ngtr \vec{v}^{\pi^{\prime}}\right\}\)
            \(F \leftarrow P O\left(F \cup P_{i}\right)\)
        return \(F\)
```

Theorem 2.4.6. Algorithm 11 correctly computes $\mathcal{P}_{\text {Pareto }}$.
Proof. The correctness of this algorithm is guaranteed by Lemma 2.4.5. In detail, Algorithm 11 stores a set $P$ of policies. In the $i$-th step, the set $P$ is updated with policies that have distance 1 from already computed policies in $P$ and distance $i$ from $\pi_{0}$; a further constraint restricts the policies to be non-dominated by their "parent" in $P$. This way, after $i$ steps $P$ contains all policies with distance $i$ from $\pi_{0}$ that follow a non-dominated path. By computing the non-dominated subset of currently found policies in line 6 , we maintain a set of mutually non-dominated policies that are reachable on a non-dominated path from $\pi_{0}$. By Lemma 2.4.5, this captures all policies from $\mathcal{P}_{\text {Pareto }}$.

### 2.5 Extending the model

In this section, we consider possible extensions of the bounded-parameter model, including different reward measures. Motivated by the assumption that the dimension of the uncertainty set is less than the number of states, we propose a formalism that introduces a parameter space with dimension $k<|S|$ along with a mapping from the parameter space to an uncertainty set $\mathcal{M}$ of MDPs and consider several reward measures on it.

Specifically, we assume that an uncertainty set of Markov decision processes $\mathcal{M}$ is extended by a probability distribution in form of a probability density function

$$
p: \mathcal{M} \rightarrow \mathbb{R}, \int_{\mathcal{M}} p(M) \mathrm{d} M=1
$$

and, similar to our approach in Sec. 2.4, we search for a trade-off policy $f$. However, now $f$ should optimize the probability of a given value vector $\vec{v}$ with respect to $p$. More generally, the problem can be stated as follows [DM10].

Definition 2.5.1 (Percentile optimization). Let $\mathcal{M}$ be a set of MDPs with $n$ states and a shared action space, $p$ a probability density function on $\mathcal{M}, \vec{v} \in \mathbb{R}^{n}$ and $f$ a policy. We call $(\mathcal{M}, p)$ an stochastic MDP.

The worst-case set $\dot{M}_{\vec{v}, f} \subseteq \mathcal{M}$ is the set of all Markov decisison processes $M \in \mathcal{M}$ for which the value vector $\vec{v}^{(f)}(M)$ in $M$ under $f$ fulfills $\vec{v}^{(f)}(M) \geqslant \vec{v}$.

For a given probability $q \in[0,1]$ and a given value vector $\vec{v} \in \mathbb{R}^{n}$, the percentile optimization problem is the problem of deciding if a worst-case set $\dot{M}_{\vec{v}, f}$ with $\int_{\dot{M}_{\vec{v}, f}} p(M) \mathrm{d} M \geqslant q$ exists.

It is easy to see that for arbitrary probability density functions $p$ this problem can get arbitrarily hard, and a hardness result for such an unrestricted problem may not be surprising. Thus, we restrict the problem to a more handy subclass we have hinted at in the beginning of this section.

Definition 2.5.2 (Parameterized MDP). For a state set $S=[n]$, an action set $A=[m]$, and a reward vector $\vec{r}$, a parameterized Markov decision process is a set $\tilde{\mathcal{M}}$ of Markov decision processes with common state space $S$, action space $A$, reward vector $\vec{r}$, a probability distribution $p:[0,1]^{k} \rightarrow \mathbb{R}$, and a surjective mapping $F:[0,1]^{k} \rightarrow \tilde{\mathcal{M}}$ with the following properties.

- $p$ is a uniform distribution on $[0,1]^{k}$.
- The mapping $F$ maps values $\lambda_{1}, \ldots, \lambda_{k} \in[0,1]^{k}$ to transition probability matrices affinely, that is, $F$ has the form $F:[0,1]^{k} \times A \rightarrow \mathbb{R}_{\geqslant 0}^{n \times n}$ and can be represented by $(k+1)|A|$ real matrices

$$
\left\{\left(\boldsymbol{P}_{0}^{a}, \Delta_{1}^{a}, \ldots, \Delta_{k}^{a}\right) \mid a \in A\right\}
$$

where the base matrices $P_{0}^{a}$ are stochastic matrices for all $a \in A$ and for the influence matrices $\Delta_{i}^{a}$ the constraints

$$
\begin{array}{rr}
\Delta_{i}^{a} \overrightarrow{1}=\overrightarrow{0} & \forall a \in A, i \in[k] \\
\min _{\lambda_{1}, \ldots, \lambda_{k} \in[0,1]^{k}}\left(P_{0}^{a}\left(s, s^{\prime}\right)+\sum_{i=0}^{k} \lambda_{i} \Delta_{i}^{a}\left(s, s^{\prime}\right)\right) \geqslant 0 & \forall a \in A, s \in S, s^{\prime} \in S \tag{2.13}
\end{array}
$$

hold. Then $F$ can be represented by

$$
F\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}, a\right)=P_{0}^{a}+\sum_{i=1}^{k} \lambda_{i} \Delta_{i}^{a}
$$

The arguments of $F$ in this setting are called parameters.
Analogously, one can define parameterized Markov reward processes.
The constraint (2.13) requires that any affine combination of the base matrix and the influence matrices is a non-negative matrix, the constraint (2.12) implies that each such affine combination will have row sum 1 . This constaint implies that the influence and base matrices are dependent on each other; by doing this, this constaint ensures that for any choice of parameters $\lambda_{1}, \ldots, \lambda_{k} \in[0,1]^{k}$, the resulting transition probability matrix $F\left(\lambda_{1}, \ldots, \lambda_{k}, a\right)$ will be stochastic. The constraint (2.13) is equivalent to

$$
\boldsymbol{P}_{0}^{a}\left(s, s^{\prime}\right)+\sum_{i=0}^{k} \min \left(0, \Delta_{i}^{a}\left(s, s^{\prime}\right)\right) \geqslant 0
$$

for all $s, s^{\prime} \in S$, which makes it easy to verify.
To provide an intuition for parameterized MDPs, we provide an example first. Consider a two-state two-action model with $S=[3], A=[2]$, reward vector $\vec{r}=(1,3,2)^{\top}$ and the following transition probability matrices, written as functions of parameters $\lambda_{1}, \lambda_{2} \in[0,1]$.

$$
\begin{aligned}
& F\left(\lambda_{1}, \lambda_{2}, 1\right)=\boldsymbol{P}^{1}\left(\lambda_{1}, \lambda_{2}\right)=\left(\begin{array}{ccc}
\lambda_{1} & 1-\lambda_{1} & 0 \\
1 / 2+\lambda_{1} / 2 & 0 & 1 / 2-\lambda_{1} / 2 \\
1 / 2+\lambda_{1} / 6-\lambda_{2} / 4 & 1 / 4-\lambda_{1} / 6 & 1 / 4+\lambda_{2} / 4
\end{array}\right), \\
& F\left(\lambda_{1}, \lambda_{2}, 2\right)=\boldsymbol{P}^{2}\left(\lambda_{1}, \lambda_{2}\right)=\left(\begin{array}{ccc}
1 / 2+\lambda_{1} / 2 & 1 / 2-\lambda_{1} / 2 & 0 \\
\lambda_{2} & 1-\lambda_{2} & 0 \\
1-\lambda_{1} & \lambda_{1} / 2 & \lambda_{1} / 2
\end{array}\right)
\end{aligned}
$$

In the representation defined above, it is

$$
\begin{aligned}
& \boldsymbol{P}_{0}^{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 / 2 & 0 & 1 / 2 \\
1 / 2 & 1 / 4 & 1 / 4
\end{array}\right), \Delta_{1}^{1}=\left(\begin{array}{ccc}
1 & -1 & 0 \\
1 / 2 & 0 & -1 / 2 \\
1 / 6 & -1 / 6 & 0
\end{array}\right), \Delta_{2}^{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 / 4 & 0 & 1 / 4
\end{array}\right), \\
& P_{0}^{2}=\left(\begin{array}{ccc}
1 / 2 & 1 / 2 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right), \Delta_{1}^{2}=\left(\begin{array}{ccc}
1 / 2 & -1 / 2 & 0 \\
0 & 0 & 0 \\
-1 & 1 / 2 & 1 / 2
\end{array}\right), \Delta_{2}^{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & -1 & 0 \\
0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

What we can see in this example is that one parameter can steer the behaviour of the model in arbitrarily many states and actions. Generalizing this observation, we can say that the PMDP formalism reduces the number of dimensions in the uncertainty model, however, it adds complexity in the form of additional constraints. The intuition is that a parameter $\lambda_{i}$ can influence several transitions in different states; that is, we cannot rely on dynamic programming, as the assumption of independence of different states and actions, the rectangularity property [Iye05], does not hold. This means that a local maximization or minimization of a parameter does not necessarily imply a global maximization or minimization of all components in the value vector. This perspective is somewhat similar to the reasoning behind the hardness result in Theorem 2.2.1. Here, we show that even for a mathematically simpler performance measure, the expected discounted total reward, computing bounds and performing percentile optimization is computationally hard. The presented hardness results are worst case results, which means that the PMDP model allows for hard instances to be constructed. In the cases where the rectangularity property holds, it is still possible to apply suitable efficient algorithms; however, the generality of the model also allows one to construct instances which are as computationally complex as instances for NP-hard problems.

### 2.5.1 Hardness of robust optimization

First, we show that in the most general case, computation of lower and upper bounds is NP-complete.

Theorem 2.5.1. For a given parameterized Markov reward process and a vector $\vec{v}$, deciding if the maximal expected total discounted reward is greater than $\vec{v}$ is NP-complete.

Proof. We describe a reduction from 3-SAT. Given a 3-SAT instance $\phi=C_{1} \wedge \cdots \wedge C_{m}$ with $m$ clauses $C_{i}, i \in[m]$ and variables $x_{1}, \ldots, x_{n}$, we construct a PMRP with $m+5 n+2$ states $\left\{s_{1}, \ldots, s_{m}, s_{+}, s_{-}\right\} \cup\left\{q_{j}^{i} \mid j \in[5], i \in[n]\right\}$, an arbitrary discount factor $\gamma \in(0,1)$, and $n$ parameters $\lambda_{1}, \ldots, \lambda_{n}$. The states $s_{+}$and $s_{-}$are absorbing; the only nonzero reward is generated in state $s_{+}$and is defined to be 1. For the transition probabilities, we set $\operatorname{Pr}\left[s_{-} \mid s_{i}, C_{i}=L_{1} \vee L_{2} \vee L_{3}\right]=p_{1}+p_{2}+p_{3}$ where

$$
p_{j}= \begin{cases}\frac{1}{3}-\frac{1}{3} \lambda_{t} & L_{j}=\neg x_{t} \\ \frac{1}{3} \lambda_{t} & L_{j}=x_{t}\end{cases}
$$

and $\operatorname{Pr}\left[s_{+} \mid s_{i}, C_{i}=L_{1} \vee L_{2} \vee L_{3}\right]=q_{1}+q_{2}+q_{3}$ where

$$
q_{j}= \begin{cases}\frac{1}{3} \lambda_{t} & L_{j}=\neg x_{t} \\ \frac{1}{3}-\frac{1}{3} \lambda_{t} & L_{j}=x_{t}\end{cases}
$$

for $j \in\{1,2,3\}$; an illustration can be observed in Fig. 2.7. It is easy to see that if $\lambda_{i} \in[0,1]$ for all $i \in[n]$, the constraints $0 \leqslant p_{1}+p_{2}+p_{3} \leqslant 1$ and $0 \leqslant q_{1}+q_{2}+q_{3} \leqslant 1$ hold, satisfying (2.13).


Figure 2.7: First part of the reduction in Theorem 2.5.1

One can immediately observe that if there exists a satisfying assignment for $\phi$, then there also exists an assignment for $\lambda_{1}, \ldots, \lambda_{k}$ such that $\lambda_{i} \in\{0,1\}$ and the expected total discounted reward $\vec{v}^{*}$ is at least $\frac{1}{3} \cdot \frac{\gamma}{1-\gamma}$ in states $s_{i}, i \in[n]$. Conversely, if $\phi$ is unsatisfiable, then there exists no assignment for $\lambda_{1}, \ldots, \lambda_{k}$ such that $\lambda_{i} \in\{0,1\}$ and $\vec{v}^{*} \geqslant \vec{v}$. However, this disregards the possibility for the parameters to be fractional, and one can immediately see that setting $\lambda_{1}=\lambda_{2}=\ldots=\lambda_{n}=\frac{1}{2}$ delivers a total expected discounted reward of $\frac{1}{2} \cdot \frac{1}{1-\gamma} \cdot(\gamma, \ldots, \gamma, 1,0)^{\top}$. To disallow this, we add, for each $i \in[n]$, a gadget as depicted in Figure 2.8. The only nonzero reward in this gadget is in state $q_{5}^{i}$, which is reached with probability $1-\lambda_{i}+\lambda_{i}^{2}=1-\lambda_{i}\left(1-\lambda_{i}\right)$ which is maximal if $\lambda_{i}$ is either 1 or 0 ; by requiring the expected discounted total reward in state $q_{1}^{i}$ to be exactly $\gamma^{2} \cdot \frac{1}{1-\gamma}$ we can effectively restrict $\lambda_{i}$ to $\{0,1\}$, which completes the argument.


Figure 2.8: A gadget forcing $\lambda_{i} \in\{0,1\}$
Completeness follows analogously from the arguments in Theorem 2.2.1.

### 2.5.2 Hardness of percentile optimization

We observe that optimizing the expected discounted rewards for parameterized Markov decision processes can be considered a subclass of the polynomial optimization problem which is also NP-hard [MK87]. This yields an intuitive argument that the percentile optimization problem is at least as hard. Formally, we show via a reduction that deciding if the worst-case set is not empty is NP-hard.

Theorem 2.5.2. The optimization of the probability of reaching a certain minimal expected discounted total reward in a parameterized Markov decision process is NP-hard, even if the transition probabilities for each action depend on at most one parameter.

Proof. We show a reduction from 3-SAT. Given a 3-SAT instance $\phi$ consisting of $k$ variables and $n$ clauses $\mathcal{C}=\left\{C_{1}, \ldots, C_{n}\right\}$ such that the clause $C_{i}$ contains literals $L_{1}^{i}, L_{2}^{i}, L_{3}^{i}$, we construct a PMDP with $n+2$ states $S=\{u, d\} \uplus \mathcal{C}$ and $k$ parameters $\lambda_{1}, \ldots, \lambda_{k}$. In the following, we use the same symbols to describe both states and clauses; the meaning will be in each case given by the context. The states $u$ and $d$ are both absorbing with exactly one action; the reward in $u$ is 1 and the reward in $d$ is 0 . In any other state $C_{i} \in \mathcal{C}$, there are three available actions that correspond to the three literals $L_{1}^{i}, L_{2}^{i}, L_{3}^{i} \in C_{i}$; the reward in $C_{i}$ is 1 . As
before, we overload the meaning of symbols and, dependent on context, describe actions or literals with the same symbols. Additionally, we assume that the instance contains clauses of the form $x_{i} \vee \neg x_{i}$ for each variable $x_{i}$.

The transition probabilities are as follows: For state $C_{i}$ and action $L_{j}^{i}$, the probability of the next state being $u$ is either
Case $1 \lambda_{r}$, if $L_{j}^{i}$ is a positive literal that corresponds to the variable $x_{r}$ or
Case $21-\lambda_{r}$, if $L_{j}^{i}$ is a negative literal that corresponds to the variable $x_{r}$.
The probability of the next state being $d$ is set to the respective inverse, either
Case $11-\lambda_{r}$, if $L_{j}^{i}$ is a positive literal that corresponds to the variable $x_{r}$ or
Case $2 \lambda_{r}$, if $L_{j}^{i}$ is a negative literal that corresponds to the variable $x_{r}$.
Before we complete the reduction, we observe: The expected discounted total reward will be maximized in all states if the policy $f$ leads to $u$ with a high probability; however, to do this, $f$ must imply a consistent variable assignment for the underlying 3-SAT instance.

We set the discount factor to $\gamma=1 / 2$ and a minimal discounted total reward vector $\vec{u}$ to be 2 in state $u, 0$ in state $d$ and $5 / 3$ in all other states. Now we show that the probability of gaining a reward of at least $\vec{u}$ is positive if and only if the instance for 3-SAT is satisfiable.
$" \Leftarrow "$ Suppose the given instance for $3-$ SAT is satisfiable. Then, there is a satisfying assignment $\alpha:\{1, \ldots, k\} \rightarrow\{0,1\}$. In every clause $C_{i} \in \mathcal{C}$ we can then choose a literal $L_{j}^{i}$ such that $\alpha \models L_{j}^{i}$ and thus, we can choose the corresponding action $L_{j}^{i}$ in the corresponding state $C_{j}$; this way, the probability over the parameters $\lambda_{1}, \ldots, \lambda_{k}$ for the transition probability from $C_{i}$ to $u$ to be at least $2 / 3$ is $1 / 3$, and thus, there exists a parameter set with nonzero measure where the expected discounted total reward of $1+2 / 3 \cdot \gamma \cdot 2=5 / 3$ is reached.
$" \Rightarrow$ " Suppose the given instance for $3-$ SAT is unsatisfiable. Then, no deterministic policy $f$ can induce a consistent assignment and there will be two states $C_{i}, C_{i^{\prime}}$ with actions corresponding to literals $x_{j}$ in $C_{i}$ and $\neg x_{j}$ in $C_{i^{\prime}}$. It is easy to see that for every value of $\lambda_{j}$, either the probability to transition from $C_{i}$ to $u$ is less than $\frac{2}{3}$ or the probability to transition from $C_{i^{\prime}}$ to $u$ is less than $\frac{2}{3}$. Then, the worst-case set where a reward of at least $\vec{u}$ is gained is empty.
For randomized policies, we compute the measure of the induced worst-case sets and show that it will be smaller than the worst-case set in the case if a satisfying assignment exists. Suppose that for variable $x_{i}$, the probability that the action corresponding to $\neg x_{i}$ is chosen is $0<p<1$. Then to maximise the worstcase set measure, the corresponding action in the clause $x_{i} \vee \neg x_{i}$ has to be chosen also with probability $p$; then, the projection of the worst-case set on $\lambda_{i}$ is given by $\Lambda_{i}=\{\lambda \mid(1-p) \lambda+p(1-\lambda) \geqslant 2 / 3\} \cap[0,1]$. The inequalities can be transformed into $\lambda(1-2 p) \geqslant 2 / 3-p$. For $p<1 / 2$, we derive $1 \geqslant \lambda \geqslant \frac{2 / 3-p}{1-2 p}=\frac{1}{2}+\frac{1}{6} \cdot \frac{1}{1-2 p}$ and the measure $\mu^{-}(p)=\min \left(0, \frac{1}{2}-\frac{1}{6} \cdot \frac{1}{1-2 p}\right)$. For $p>1 / 2$, it is analogously $\mu^{+}(p)=$ $\min \left(0, \frac{1}{2}+\frac{1}{6} \cdot \frac{1}{1-2 p}\right)$. The derivatives (in the differentiable part) are zero or

$$
\frac{\mathrm{d} \mu^{-}}{\mathrm{d} p}=-\frac{1}{6} \cdot\left(-\frac{-2}{(1-2 p)^{2}}\right)=-\frac{1}{3} \cdot \frac{1}{(1-2 p)^{2}}<0, \frac{\mathrm{~d} \mu^{+}}{\mathrm{d} p}=\frac{1}{3} \frac{1}{(1-2 p)^{2}}>0
$$

yielding maximal values for $\mu^{ \pm}$at $p \in\{0,1\}$. This implies that the maximal possible measure of the worst-case set of $\frac{1}{3^{k}}$ is not reachable if the given instance is unsatisfiable.


Figure 2.9: (Incomplete) construction for Theorem 2.5.2

It is easy to see that this result relies on the possibility to cut the $k$-dimensional parameter space with hyperplanes in an exponential number of regions. For a fixed number of parameters this idea cannot work, at least not in its unmodified form, because, if the number of dimensions is fixed, the space can be cut only in a polynomial number of segments (more precisely, $n$ planes can dissect $\mathbb{R}^{k}$ in $\mathcal{O}\left(n^{k}\right)$ regions). Now, we show that even for a constant number of dimensions (at least 2) yet their influence is unconstrained, the percentile optimization problem is NP-hard.

Theorem 2.5.3. Deciding if reaching a certain minimal expected discounted total reward is possible with a given probability $p$ in a parameterized Markov decision process is NP-hard in the general case, if there are at least two parameters.

Proof. We again construct a reduction to $3-$ SAT. As before, we assume a $3-$ SAT instance $\phi$ consisting of $k$ variables $\mathcal{X}=\left\{x_{1}, \ldots, x_{r}\right\}$ and $n$ clauses $\mathcal{C}=\left\{C_{1}, \ldots, C_{s}\right\}$ such that the clause $C_{i}$ contains literals $L_{1}^{i}, L_{2}^{i}, L_{3}^{i}$. Without limitation of generality we assume that $\phi$ contains, for each variable $x_{i}$, a clause $x_{i} \vee \neg x_{i} \vee x_{i}$; this is a technical requirement that will be useful in the proof of the reduction. We generate a PMDP with two parameters $\lambda_{1}, \lambda_{2}$ and $2 k+n+2$ states, $n$ of which correspond to the clauses in $\phi$.

The general idea is, again, to use the actions to encode both the satisfying assignment and its verification. Similarly to the proof of Theorem 2.5.2, we construct a PMDP with a value vector; the constraints for the parameters that follow from the construction will describe a polygon of known size such that by choosing a value of a variable $x_{i}$ to be either 0 or 1 , one would simultaneously choose one of two adjacent boundaries of the polygon, as shown in Figure 2.10. In a simple case of a $4 k$-gon, choosing 0 or 1 for $x_{i}$ will yield one of the two hyperplanes $\lambda_{1} \cos \alpha+\lambda_{2} \sin \alpha \leqslant \frac{1}{4}+\frac{1}{2}(\cos \alpha+\sin \alpha)$ or $\lambda_{1} \cos \beta+\lambda_{2} \sin \beta \leqslant$ $\frac{1}{4}+\frac{1}{2}(\cos \beta+\sin \beta)$ with $\alpha=\frac{2 \cdot(4 i+1) \pi}{4 k}$ and $\beta=\frac{2 \cdot(4 i+2) \pi}{4 k}$, respectively. Other boundaries will be forced by additional states with exactly one action. This way, an assignment will translate to $k$ boundaries of a regular $4 k$-gon, while the other $2 k$ boundaries will be enforced. A policy will describe, as in Theorem 2.5.2, a (possibly contradictory) assignment that satisfies all clauses.

It is easy to see that, if the assignment is non-contradictory, the area of the polygon will equal to the area of the regular $4 k$-gon with inner radius $1 / 4$ plus $k$ times the area of the gray triangle in Figure 2.10. Applying basic trigonometry, we derive this area to be

$$
4 r\left(\frac{1}{4}\right)^{2} \tan \frac{\pi}{4 r}+r \cdot\left(\frac{1}{4}\right)^{2} \tan ^{2} \frac{\pi}{4 r} \tan \frac{\pi}{2 r}=\frac{r}{4} \tan \frac{\pi}{4 r}+r \cdot\left(\frac{1}{4}\right)^{2} \tan ^{2} \frac{\pi}{4 r} \tan \frac{\pi}{2 r}
$$



Figure 2.10: Main proof idea of Theorem 2.5.3

Now we construct the PMDP that enforces a similar construction. Since it is technically nontrivial to describe arbitrary hyperplanes of the form $\left\{\vec{x} \mid \vec{c}^{\top} \vec{x}=d\right\}$ with arbitrary coefficients in $\vec{c}$ when only non-negative coefficients $0 \leqslant \lambda_{1}, \lambda_{2} \leqslant 1$ with an upper bound of 1 are allowed, we use a slightly different polygon. Furthermore, the structure of the underlying satisfiability instance has to be encoded in the MDP problem.

- Two states, $u$ and $d$, are absorbing such that the cumulative reward in $u$ is 1 and in $d$, respectively, 0 .
- For $i \in[k]$, we define values

$$
\begin{aligned}
\alpha_{i}^{-} & :=\frac{2 \cdot(4 i+1) \pi}{16 k} \\
\alpha_{i}^{+} & :=\frac{2 \cdot(4 i+2) \pi}{16 k}, \\
\psi_{i}^{-} & :=\frac{2 \cdot(4 i) \pi}{16 k} \\
\psi_{i}^{+} & :=\frac{2 \cdot(4 i+3) \pi}{16 k}
\end{aligned}
$$

We observe that these values lie in the interval $[0, \pi / 2]$, where the sine and cosine are both positive; we also see that this construction describes the first quadrant of a regular $16 k$-gon; it is easy to see that the main properties of this figure are the same.

- For $i \in[k]$, we construct states $a_{i}, b_{i}$. The states $a_{i}$ and $b_{i}$ have only one action; the transition probabilities are

$$
\begin{aligned}
\operatorname{Pr}\left[u \mid a_{i}, \cdot\right] & =\frac{1}{\sqrt{2}}\left(\lambda_{1} \cos \psi_{i}^{-}+\lambda_{2} \sin \psi_{i}^{-}\right) \\
\operatorname{Pr}\left[u \mid b_{i}, \cdot\right] & =\frac{1}{\sqrt{2}}\left(\lambda_{1} \cos \psi_{i}^{+}+\lambda_{2} \sin \psi_{i}^{+}\right) \\
\operatorname{Pr}\left[d \mid a_{i}, \cdot\right] & =1-\frac{1}{\sqrt{2}}\left(\lambda_{1} \cos \psi_{i}^{-}+\lambda_{2} \sin \psi_{i}^{-}\right) \\
\operatorname{Pr}\left[d \mid b_{i}, \cdot\right] & =1-\frac{1}{\sqrt{2}}\left(\lambda_{1} \cos \psi_{i}^{+}+\lambda_{2} \sin \psi_{i}^{+}\right)
\end{aligned}
$$

The minimal discounted reward from $a_{i}$ and $b_{i}$ is set to $\frac{\gamma}{2 \sqrt{2}}$. The idea behind these states is to create the "static" boundaries of the figure which cannot be changed with a decision. In the visualization in Figure 2.10, these boundaries are on the sides of the polygon. Here, these constraints create boundaries in the parameter space of the form

$$
\begin{aligned}
\frac{\gamma}{\sqrt{2}}\left(\lambda_{1} \cos \psi_{i}^{+}+\lambda_{2} \sin \psi_{i}^{+}\right) & \geqslant \frac{\gamma}{2 \sqrt{2}} \Leftrightarrow \\
\lambda_{1} \cos \psi_{i}^{+}+\lambda_{2} \sin \psi_{i}^{+} & \geqslant \frac{1}{2}
\end{aligned}
$$

which corresponds to the space outside of the first quadrant of a regular 16 k -gon with radius $1 / 2$.

- For $j \in[n]$, we construct states $s_{j}$ that correspond to clauses in the 3-SAT instance. In each state $s_{j}$, three actions are available that correspond to the literals $L_{1}^{j}, L_{2}^{j}, L_{3}^{j}$ in the clause $C_{j}$. The transition probabilities are

$$
\operatorname{Pr}\left[u \mid s_{j}, L\right]= \begin{cases}\frac{1}{\sqrt{2}}\left(\lambda_{1} \cos \alpha_{i}^{+}+\lambda_{2} \sin \alpha_{i}^{+}\right) & L=x_{i} \\ \frac{1}{\sqrt{2}}\left(\lambda_{1} \cos \alpha_{i}^{-}+\lambda_{2} \sin \alpha_{i}^{-}\right) & L=\neg x_{i}\end{cases}
$$

In analogy to the preceding discussion, we install a minimal expected discounted reward of $\frac{\gamma}{2 \sqrt{2}}$. This ensures the constraint

$$
\frac{1}{2} \leqslant \begin{cases}\lambda_{1} \cos \alpha_{i}^{+}+\lambda_{2} \sin \alpha_{i}^{+} & L=x_{i} \\ \lambda_{1} \cos \alpha_{i}^{-}+\lambda_{2} \sin \alpha_{i}^{-} & L=\neg x_{i}\end{cases}
$$

We show now the correctness of this construction. If a policy yields a satisfying assignment, then the volume of the worst-case set will be at least $1-(4 k A+k S)$, where $A$ is the area of an isosceles triangle $T$ with top angle $\frac{2 \pi}{16 k}$ and side length $1 / 2$, and $S$ is the area of an isosceles triangle with base length $\sin \frac{\pi}{16 k}$ (which corresponds to the base length of $T$ ) and top angle $\pi-2 \alpha$. One can see that it is $A=\frac{1}{4} \sin \frac{\pi}{16 k} \cos \frac{\pi}{16 k}$ and $S=\frac{1}{4} \sin ^{2} \frac{\pi}{16 k} \cdot \tan \frac{\pi}{16 k}$.

If there is no satisfying assignment, then there are two cases that have to be considered.
Case 1 The policy is pure and implies a contradicting assignment. Then the volume of the worst-case set will be less than $1-(4 k A+k S)$, as the additional constraints will exclude one of the polygons of area $S$.

Case 2 The policy is not pure in one of the states that corresponds to a clause of the form $x_{i} \vee \neg x_{i} \vee x_{i}$. We compute the resulting area of the corresponding part of the polygon. As the worst-case set is defined by the difference of a part of a 16 k -gon and the unit rectangle, we compute the area of the parameter space which is excluded by the chosen policy. The constraint has then the form $\lambda_{1}\left(p d_{1}+(1-p) e_{1}\right)+\lambda_{2}\left(p d_{2}+(1-p) e_{2}\right) \geqslant z$ where $d_{1}, d_{2}$ and $e_{1}, e_{2}$ are the coordinates of $D$ resp. $E$ in Figure $2.11, p \in[0,1]$, and the resulting linear combination is the point $X$ in Figure 2.11. The constraint is represented in the figure by the line $\overline{Y Z}$. The point $X^{\prime}$ is the intersection of the constraint with the normal. It is easy to see that the distance $\left|O X^{\prime}\right|$ is equal to the distance $|O D|$ scaled by the inverse of the distance $|O X|$.
Our area of interest equals to the area of the polygon $O A Y Z C$ in Figure 2.11, which is the difference between the area of the triangles $O X^{\prime} Y^{\prime}$ and $O X^{\prime} Z^{\prime}$ and the area of the orange triangles $A Y Y^{\prime}$ and $C Z Z^{\prime}$. In order to compute the complete area, we compute first several important values.


Figure 2.11: Illustration of the geometrical figure in proof of Theorem 2.5.3

First, we observe that the figure depends on the radius $r_{0}=|O D|$ and the angles $\alpha$ and $\beta$. $\beta$ and $r_{0}$ are given, and the only variable value is $\alpha$. Knowing this, we can derive the different lengths and angles in the figure. The angle $\delta$ equals $\frac{\beta}{2}-\alpha$, and knowing this angle, we can derive the lengths $|O X|=\frac{|O D| \cos \frac{\beta}{2}}{\cos \delta}$ and $\left|O X^{\prime}\right|=|O D| \frac{|O D|}{|O X|}=\frac{r_{0} \cos \delta}{\cos \frac{\beta}{2}}$. This yields the sum of the areas of the triangles $O X^{\prime} Y^{\prime}$ and $O X^{\prime} Z^{\prime}$ to be

$$
\begin{aligned}
A_{0}(\delta) & =\frac{\left|O X^{\prime}\right|^{2} \tan (\beta+\delta)+\left|O X^{\prime}\right|^{2} \tan (\beta-\delta)}{2}=\frac{\left|O X^{\prime}\right|^{2}}{2}(\tan (\beta+\delta)+\tan (\beta-\delta)) \\
& =\frac{r_{0}^{2} \cos ^{2} \delta}{2 \cos ^{2} \frac{\beta}{2}}(\tan (\beta+\delta)+\tan (\beta-\delta))
\end{aligned}
$$

Now we compute the areas of the triangles $C Z Z^{\prime}$ and $A Y Y^{\prime}$. First, we compute the angles.

$$
\begin{aligned}
\Varangle Z^{\prime} C Z= & \Varangle Y A Y^{\prime}=\frac{\pi-\beta}{2} \\
& \npreceq A Y^{\prime} Y=\pi-\Varangle O X^{\prime} Y^{\prime}-\Varangle A O X^{\prime}=\pi-\frac{\pi}{2}-(\beta-\delta)=\frac{\pi}{2}-(\beta-\delta) \\
& \npreceq C Z^{\prime} Z=\frac{\pi}{2}-(\beta+\delta) \\
& \Varangle C Z Z^{\prime}=\pi-\Varangle Z^{\prime} C Z-\Varangle C Z^{\prime} Z=\pi-\frac{\pi-\beta}{2}-\left(\frac{\pi}{2}-(\beta+\delta)\right)=\frac{3 \beta}{2}+\delta \\
& \npreceq A Y Y^{\prime}=\frac{3 \beta}{2}-\delta .
\end{aligned}
$$

Then, we compute the lengths of the sides $\left|A Y^{\prime}\right|$ and $\left|C Z^{\prime}\right|$. It is

$$
\left|A Y^{\prime}\right|=\left|O Y^{\prime}\right|-|O A|=\frac{\left|O X^{\prime}\right|}{\cos (\beta-\delta)}-\frac{r_{0}}{\cos \frac{\beta}{2}}=\frac{r_{0} \cos \delta}{\cos (\beta-\delta) \cos \frac{\beta}{2}}-\frac{r_{0}}{\cos \frac{\beta}{2}}
$$

and, analogously,

$$
\left|C Z^{\prime}\right|=\frac{r_{0} \cos \delta}{\cos (\beta+\delta) \cos \frac{\beta}{2}}-\frac{r_{0}}{\cos \frac{\beta}{2}}
$$

The area of these two triangles is then

$$
\begin{aligned}
A_{1}(\delta) & =\frac{\left|A Y^{\prime}\right|^{2} \sin \frac{\pi-\beta}{2} \sin \left(\frac{\pi}{2}-(\beta-\delta)\right)}{2 \sin \left(\frac{3 \beta}{2}-\delta\right)}+\frac{\left|C Z^{\prime}\right|^{2} \sin \frac{\pi-\beta}{2} \sin \left(\frac{\pi}{2}-(\beta+\delta)\right)}{2 \sin \left(\frac{3 \beta}{2}+\delta\right)} \\
& =\frac{r_{0}^{2}}{2} \cdot\left(\frac{\cos \delta}{\cos (\beta-\delta) \cos \frac{\beta}{2}}-\frac{1}{\cos \frac{\beta}{2}}\right)^{2} \frac{\cos \frac{\beta}{2} \cos (\beta-\delta)}{\sin \left(\frac{3 \beta}{2}-\delta\right)}+ \\
& +\frac{r_{0}^{2}}{2} \cdot\left(\frac{\cos \delta}{\cos (\beta+\delta) \cos \frac{\beta}{2}}-\frac{1}{\cos \frac{\beta}{2}}\right)^{2} \frac{\cos \frac{\beta}{2} \cos (\beta+\delta)}{\sin \left(\frac{3 \beta}{2}+\delta\right)} \\
& =\frac{r_{0}^{2}}{2 \cos \frac{\beta}{2}} \cdot\left(\frac{(\cos \delta-\cos (\beta-\delta))^{2}}{\cos (\beta-\delta) \sin \left(\frac{3 \beta}{2}-\delta\right)}+\frac{(\cos \delta-\cos (\beta+\delta))^{2}}{\cos (\beta+\delta) \sin \left(\frac{3 \beta}{2}+\delta\right)}\right)
\end{aligned}
$$

Now we can derive the formula for the area of interest, which is $A(\delta)=A_{0}(\delta)-A_{1}(\delta)$. The derivative of this function is

$$
\begin{aligned}
\frac{\mathrm{d} A}{\mathrm{~d} \delta} \cdot \frac{2 \cos \frac{\beta}{2}}{r_{0}^{2}} & =\frac{-2 \cos (\delta)(\tan (\beta+\delta)+\tan (\beta-\delta)) \sin (\delta)}{\cos \left(\frac{\beta}{2}\right)} \\
& +\frac{\cos ^{2}(\delta)\left(\tan ^{2}(\beta+\delta)-\tan ^{2}(\beta-\delta)\right)}{\cos \left(\frac{\beta}{2}\right)} \\
& -\frac{2(\cos (\delta)-\cos (\beta-\delta))(-\sin (\delta)-\sin (\beta-\delta))}{\cos (\beta-\delta) \sin \left(\frac{3 \beta}{2}-\delta\right)} \\
& +\frac{(\cos (\delta)-\cos (\beta-\delta))^{2} \sin (\beta-\delta)}{\cos ^{2}(\beta-\delta) \sin \left(\frac{3 \beta}{2}-\delta\right)} \\
& -\frac{(\cos (\delta)-\cos (\beta-\delta))^{2} \cos \left(\frac{3 \beta}{2}-\delta\right)}{\cos (\beta-\delta) \sin ^{2}\left(\frac{3 \beta}{2}-\delta\right)} \\
& -\frac{2(\cos (\delta)-\cos (\beta+\delta))(-\sin (\delta)+\sin (\beta+\delta))}{\cos (\beta+\delta) \sin \left(\frac{3 \beta}{2}+\delta\right)} \\
& -\frac{(\cos (\delta)-\cos (\beta+\delta))^{2} \sin (\beta+\delta)}{\cos 2(\beta+\delta) \sin ^{2}\left(\frac{3 \beta}{2}+\delta\right)} \\
& +\frac{(\cos (\delta)-\cos (\beta+\delta))^{2} \cos \left(\frac{3 \beta}{2}+\delta\right)}{\cos (\beta+\delta) \sin ^{2}\left(\frac{3 \beta}{2}+\delta\right)}
\end{aligned}
$$

Computing the zeros of this function with Maple [Map14], we obtain

$$
\frac{\mathrm{d} A}{\mathrm{~d} \delta}(\delta)=0 \Leftrightarrow \delta \in\left\{0, \pm \frac{\pi}{2}, \pi\right\}
$$

All zeros besides 0 are outside of the range $\left[-\frac{\beta}{2}, \frac{\beta}{2}\right]$ for $\beta<\pi$, and the second derivative at $\frac{\beta}{2}$ is negative. This means that for $\delta=0$, the complement of the worstcase set is maximized, and the worst-case set itself is minimized. This concludes the proof.

The proofs allow us to derive results for the finite-horizon total reward measure. The idea is straightforward: As all paths in the parameterized Markov decision processes that occur in our constructions lead in a finite number of steps to an absorbing state, we can also consider the total reward over a finite horizon that is equal to the maximal path length to an absorbing state. This leads to the following corollary.

Corollary 2.5.4. Optimizing the probability of reaching a certain minimal expected total reward over a finite horizon in a parameterized Markov decision process is NP-hard in the worst case if either of the following statements is true.

- The number of parameters is at least two and the transition probabilities for each action depend on an unconstrained number of parameters.
- The transition probabilities for each action depend on at most one parameter, but the number of parameters is unconstrained and the number of nonzero rows in the corresponding influence matrices is unconstrained.

If the transition probabilities for each action and each state depend on at most one parameter and each parameter influences at most one state, then the rectangularity property holds and efficient algorithms for policy optimization for the expected discounted reward and the expected average reward measures exist.

Upper bounds Since percentile optimization involves solving function problems, upper bounds seem nontrivial. With an oracle that can compute the continuous distribution function for the value vector, percentile optimization can be performed with a NP algorithm by guessing a sufficiently good policy. For a constant discount factor and polynomial precision, even non-stationary policies can be represented in polynomial space; thanks to the oracle, verification of the policy can be done in polynomial time.

Corollary 2.5.5. Deciding if the probability of reaching a certain minimal expected total reward over a finite horizon in a PMDP can be surpassed with a policy is NP-complete under the conditions in Corollary 2.5.4 if there exists an oracle for the continuous distribution function on the PMDP.

### 2.5.3 Relevance to computational geometry

It is easy to see that Theorem 2.5.2 and Theorem 2.5.3 share a common idea and a common construction that is more general and can be applied outside of the usual Markov decision process context. It is possible to extract this idea in form of a corollary.
Definition 2.5.3. Let $\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{n}$ be finite sets of halfspaces which are bounded by hyperplanes in $\mathbb{R}^{k}$ and $V \in \mathbb{R}$ a real number. We call the problem of deciding if there is a set of halfspaces $P_{1}, \ldots, P_{n}$ such that $P_{i} \in \mathcal{P}_{i}$ and the volume of the intersection $\left\{x \mid x \in \cap_{i=1}^{n} P_{i}\right\}$ is at least $V$ the polytope volume optimization problem.

Corollary 2.5.6. The polytope volume optimization problem is NP-hard, even if at most one of two simplifying conditions is met:

- Each hyperplane is orthogonal to a basis vector $\vec{e}_{i}$.
- The number of dimensions $k$ is fixed and it is $k \geqslant 2$.

We furthermore can show that the conditions for NP-hardness are tight.
Theorem 2.5.7. For a constant number of dimensions $k$, if each hyperplane is orthogonal to a basis vector $\vec{e}_{i}$, then the polytope volume optimization problem can be solved in polynomial time.

Proof. The first observation on our way to the proof is that if each hyperplane that bounds a halfspace is orthogonal to a basis vector, then the resulting polytope will be a box, with the volume $\prod_{i=1}^{k}\left(u_{i}-l_{i}\right)$, where $u_{i}$ is the tightest upper bound for the $i$-th coordinate inside the box and $l_{i}$ is the respective tightest lower bound. This reduces the problem to optimizing each difference $u_{i}-l_{i}$ individually. We now show that there are only polynomially many options for the upper and lower bounds for each coordinate.

We compute, for all $i \in[k]$, the number $N_{i}$ of possible feasible intervals

$$
\mathcal{I}_{i}:=\left\{\left[l_{i}^{1}, u_{i}^{1}\right], \ldots,\left[l_{i}^{N_{i}}, u_{i}^{N_{i}}\right]\right\}
$$

for the coordinate $x_{i}$ : For any assignment of hyperplanes $\pi \in \mathcal{P}_{1} \times \cdots \times \mathcal{P}_{n}$, there will be one set $\mathcal{P}_{+}$that defines the tightest upper bound for $x_{i}$ and at most one set $\mathcal{P}_{-}$that defines the tightest lower bound for $x_{i}$; these bounds are defined solely by the selected hyperplane in the respective sets. Since in each set, there can be only polynomially many halfspaces, there can be at most $m:=\sum_{i=1}^{k}\left|\mathcal{P}_{i}\right|$ lower and $m$ upper bounds for each coordinate. Combining all sets and all coordinates together, we get an upper bound of $\left(\sum_{i=1}^{k}\left|\mathcal{P}_{i}\right|\right)^{k}$ for the total number of possible bounding polytopes, which is polynomial in the input size if $k$ is constant.

However, not every polytope $P \in\left\{I_{1}, \ldots, I_{k} \mid I_{i} \in \mathcal{I}_{i}, i \in[k]\right\}$ that results from a possible combination of intervals in $\mathcal{I}_{1}, \ldots, \mathcal{I}_{k}$ can be the result of a valid selection of halfspaces since the halfspaces can be taken from one set; thus, we will have to additionally check for feasibility, which can be done by keeping a data structure that maps upper and lower bounds to the respective pair of set $\mathcal{P}$ and halfspace.

This consideration delivers an algorithm to find the largest bounding polytope. First, we compute the sets $\mathcal{I}_{1}, \ldots, \mathcal{I}_{k}$ which can be done in time $\mathcal{O}(m \log m)$ and then, we can sort the set $\left\{I_{1}, \ldots, I_{k} \mid I_{i} \in \mathcal{I}_{i}, i \in[k]\right\}$ with respect to the volume of the polytope. This can be done in time $\mathcal{O}\left(k \cdot m^{k} \log m\right)$; then, we can check for every polytope beginning with the smallest if it corresponds to a valid assignment. The total time complexity is thus $\mathcal{O}\left(k \cdot m^{k} \log m\right)$ which is polynomial for fixed $k$; furthermore, the chosen perspective makes the polytope volume optimization problem fixed-parameter tractable.

### 2.5.4 The simple case: One-state one-parameter models

We finish this section with a discussion of a simple case of percentile optimization in stochastic MDPs. Here, we assume that there exists only one state where the transition probabilities are uncertain and $k=1$, i.e., that the set $T^{a}$ of all transition matrices can be expressed as $\left\{P_{0}^{a}+\lambda \vec{e}_{i} \vec{z}^{a} \mid \lambda \in[0,1]\right\}$ for some $i \in S$ where $\vec{z}^{a}$ is a row vector subject to $\vec{z}^{a} \overrightarrow{1}=0$ and $P_{0}^{a}(i \bullet)+\vec{z} \geqslant \overrightarrow{0}$. For the influence matrix $\Delta^{a}=\vec{e}_{i} \vec{z}^{a}$, it is rk $\Delta^{a}=1$ as $\Delta^{a}$ has only one nonzero row. Then, given a sum of expected discounted total rewards $d$, we compute a parameter value $\lambda$ such that the relation $d=\overrightarrow{1}^{\top}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}-\gamma \lambda \Delta^{a}\right)^{-1} \vec{r}$ holds. Using the result in [Mil81] and the fact that $\mathrm{rk} \Delta^{a}=1$, we obtain

$$
d=\overrightarrow{1}^{\top}\left(\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1}+\frac{\left(I-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1} \lambda \gamma \Delta\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1}}{1+\operatorname{tr}\left(\lambda \gamma \Delta^{a}\left(\boldsymbol{I}-\gamma \boldsymbol{P}^{a^{\prime \prime}}\right)^{-1}\right)}\right) \vec{r}
$$

By linearity of $\operatorname{tr}(\cdot)$ and general properties of linear operators, we can further simplify the term and solve it for $\lambda$.

$$
\begin{aligned}
d & =\overrightarrow{1}^{\top}\left(\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1}+\frac{\lambda \cdot\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1} \gamma \Delta^{a}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1}}{1+\lambda \gamma \operatorname{tr}\left(\Delta^{a}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1}\right)}\right) \vec{r} \\
& =\overrightarrow{1}^{\top}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1} \vec{r}+\frac{\lambda \gamma \overrightarrow{1}^{\top}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1} \Delta^{a}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1} \vec{r}}{1+\lambda \gamma \operatorname{tr}\left(\Delta^{a}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1}\right)}
\end{aligned}
$$

Introducing the variables

$$
\begin{aligned}
& \alpha=\gamma \overrightarrow{1}^{\top}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1} \Delta^{a}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1} \vec{r}, \\
& \beta=\overrightarrow{1}^{\top}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1} \vec{r}, \\
& g=\operatorname{tr}\left(\Delta\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{0}^{a}\right)^{-1}\right),
\end{aligned}
$$

we get

$$
\begin{align*}
d-\beta & =\alpha \cdot \frac{\lambda}{1+\lambda g} \Leftrightarrow \\
\lambda \alpha & =(d-\beta)+(d-\beta) \cdot \lambda g \Leftrightarrow  \tag{2.14}\\
\lambda(\alpha-(d-\beta) \cdot g) & =(d-\beta) \Leftrightarrow \\
\lambda & =\frac{d-\beta}{\alpha-(d-\beta) \cdot g^{\prime}}
\end{align*}
$$

thus inferring a term for the value of $\lambda$ from a given expected discounted total reward $d$. Using the fact that the mapping (2.14) is continuous and the values of $\alpha, \beta$, and $g$ are independent of $d$, we can establish the following for the cumulative probability $\operatorname{Pr}_{\mathcal{M}, p}\left[d \in\left[d^{-}, d^{+}\right]\right]:$

$$
\begin{align*}
\operatorname{Pr}_{\mathcal{M}, p}\left[d \in\left[d^{-}, d^{+}\right]\right] & =\operatorname{Pr}\left[x \in\left[\lambda\left(d^{-}\right), \lambda\left(d^{+}\right)\right]\right] \\
& =\int_{\lambda\left(d^{-}\right)}^{\lambda\left(d^{+}\right)} p_{\lambda}(x) \mathrm{d} x  \tag{2.15}\\
& =\int_{\frac{d^{-}-\beta}{\alpha-\left(d^{-}-\beta\right) \cdot g}}^{\frac{d^{+}-\beta}{\alpha-\left(d^{+}-\beta\right) \cdot g}} p_{\lambda}(x) \mathrm{d} x
\end{align*}
$$

where $p_{\lambda}$ is the continuous distribution function of the sole parameter $\lambda$, the values $\alpha, \beta$, and $g$ are as defined above and $d^{-}$and $d^{+}$are such that $\frac{x-\beta}{\alpha-(x-\beta) \cdot g} \in[0,1]$.
Example 2.5.1. We can compute the exact value of the integral (2.15) for several probability distributions. For the uniform distribution $\lambda \sim \mathcal{U}\left(\lambda^{-}, \lambda^{+}\right)$we have

$$
\begin{aligned}
\operatorname{Pr}_{\mathcal{M}, p}\left[d \in\left[d^{-}, d^{+}\right]\right] & =\int_{\frac{d^{-}-\beta}{\alpha-\left(d^{-}-\beta\right) \cdot g}}^{\frac{d^{+}-\beta}{\alpha-\left(d^{+}-\beta\right) \cdot g}} p_{\lambda}(x) \mathrm{d} x=\left.x\right|_{\frac{d^{-}-\beta}{\alpha-\left(d^{-}-\beta\right) \cdot g}} ^{\frac{d^{+}-\beta}{\alpha-\left(d^{+}-\beta\right) \cdot g}} \cdot \frac{1}{\lambda^{+}-\lambda^{-}} \\
& =\frac{1}{\lambda^{+}-\lambda^{-}} \cdot\left(\frac{d^{+}-\beta}{\alpha-\left(d^{+}-\beta\right) g}-\frac{d^{-}-\beta}{\alpha-\left(d^{-}-\beta\right) g}\right) .
\end{aligned}
$$

From an applied perspective, we might be interested in modeling uncertainty and thus, the distribution of $\lambda$ with a "practical" probability distribution such as the Beta distribution. Then, for parameters $a>0, b>0$ and $\lambda \sim \operatorname{Beta}(a, b)$ we get

$$
\begin{aligned}
\operatorname{Pr}_{\mathcal{M}, p}\left[d \in\left[d^{-}, d^{+}\right]\right]= & \int_{\frac{d^{-}-\beta}{\alpha-\left(d^{-}-\beta\right) \cdot g}}^{\frac{d^{+}-\beta}{\alpha-\left(d^{+}-\beta\right) \cdot g}} p_{\lambda}(x) \mathrm{d} x \\
& =\frac{B\left(\frac{d^{+}-\beta}{\alpha-\left(d^{+}-\beta\right) g} ; a, b\right)-B\left(\frac{d^{-}-\beta}{\alpha-\left(d^{-}-\beta\right) g} ; a, b\right)}{B(a, b)}
\end{aligned}
$$

where $B(a, b)=\frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)}$ is the beta function and

$$
B(x ; a, b)=\int_{0}^{x} t^{a-1}(1-t)^{b-1} \mathrm{~d} t
$$

is the incomplete beta function.
Using the method discussed above, we can now compute "almost robust" policies which are characterized by a minimal expected total discounted reward $d^{-}$if, for all policies, uncertainty occurs in at most one state and has a linear form. Furthermore, we consider a special case where the policy does not change with $\lambda$, if the action in state $s$ is constant. This can be done by extension of general MDP and BMDP methods as follows. From BMDP theory [GLD00], we know that the maximal and minimal values are observed at extreme values of $\lambda$, as the choice of $\lambda$ that maximizes or minimizes the value depends on the order of the values in the states. Hence, if $s$ is the state where the uncertainty can occur, then, for each action $a$ and the two extreme cases of the uncertainty, that is, $\lambda \in\{0,1\}$, we can compute the value $d_{a, \lambda}$ if $\lambda$ is fixed and the action in $s$ is set to $a$. Thus, we can compute, given $d^{-}$, the values

$$
q_{a}=\operatorname{Pr}_{\mathcal{M}, p}\left[d \in\left[d^{-}, \max \left(d_{a, 0}, d_{a, 1}\right)\right]\right],
$$

obtaining the optimal action $a^{*}=\arg \max _{a} q_{a}$. The whole procedure, takes $|A|$ MDP optimizations and $|A|$ evaluations of Eq. 2.15, which, given an integration oracle for the density function $p$, can be performed in polynomial time. Together, we obtain the following algorithm.

```
Algorithm 12 Percentile optimization in the simple case
    function PercentileOptimization \(\left(S, A, s,\left(\boldsymbol{P}_{0}^{a}\right)_{a \in A},\left(\Delta^{a}\right)_{a \in A}, \vec{r}, \gamma\right)\)
        for \(a \in A, \lambda \in\{0,1\}\) do
            \(\vec{v}_{a, \lambda} \leftarrow \vec{v}_{\gamma}\) with parameter \(\lambda\) and \(\pi(s)=a\)
            \(\pi_{a} \leftarrow\) optimal policy with \(\pi(s)=a\)
        for \(a \in A\) do
            \(q_{a} \leftarrow \operatorname{Pr}_{\mathcal{M}, p}\left[d \in\left[d^{-}, \max \left(d_{a, 0}, d_{a, 1}\right)\right]\right]\)
        \(a^{*} \leftarrow \arg \max _{a} q_{a}\)
        return \(\pi_{a}\) *
```


# Algorithms for multi-objective problems 

The difference between theory and practice is smaller in theory than in practice.<br>- Roger Pate

NOW we turn our attention to the practical part of our results. In particular, we consider the multi-objective problems mentioned in Chapter 2. We have seen there that they are theoretically hard to solve, but now we present algorithms that aim to be practically efficient. In the first part of this chapter, we consider different approaches to the multiscenario stochastic optimization problem for concurrent Markov decision processes which we have introduced in Sec. 2.4. Then, we consider the enumeration problem for the Pareto frontier for stochastic bounded-parameter MDPs. There, we consider algorithms that compute the Pareto frontier, i. e., the set of all non-dominated policies in value vector space. In both cases, we consider the expected discounted reward optimality measure with a given discount factor $\gamma \in[0,1)$.

The results are based on the findings in [SBHH17, BS17a]. Here, they have, in contrast to the results in the previous chapter, mostly empirical nature, as we consider algorithms for computationally hard problems. This means that we design heuristic algorithms and evaluate them empirically, by defining test cases, running in silico experiments, and describing the performance of different algorithmic approaches on the considered test cases.

### 3.1 Stochastic multi-scenario optimization

First, we discuss the stochastic multi-scenario optimization problem whose theoretical properties are discussed in the previous chapter. Here, we consider the practical possibilities to optimize the weighted sum of rewards in concurrent MDPs. We design and empirically compare several algorithms that optimize the weighted sum of rewards in several independent MDPs with shared state and action spaces under a shared policy. We concentrate ourselves on pure and stationary policy classes, as non-stationary policies are hard to store in practice.

In the previous chapter (Def. 2.1.3), we define a concurrent MDP to be a collection $\mathcal{M}$ of finitely many, $K \in \mathbb{N}$ MDPs with a common state space $S=[n]$, a common action space $A=[m]$, a common initial distribution $\vec{q} \in \mathbb{R}^{n}$, non-negative reward vectors $\left(r_{k}\right)_{k \in[K]}$ and transition probability matrices $\left(\boldsymbol{P}_{k}^{a}\right)_{a \in A, k \in[K]}$. In the following paragraphs, we solve the stochastic multi-scenario optimization problem as defined above. As Theorem 2.4.4 shows, the corresponding decision problem is NP-hard and there is little hope for a polynomial-time optimization algorithm. Hence, we turn to generic methods. In the following discussion, we apply generic-purpose methods for the stochastic optimization problem as described in Def. 2.4.2 and compare their performance empirically.

A QCLP formulation Before we consider more problem-specific formulations, we first derive a constrained mathematical program. Starting with a linear program for a single MDP as given in Eq. (1.9), we consider policy matrices $\Pi \in \mathbb{R}^{n \times m}$ where $\Pi(s, a)$ is the probability to choose action $a$ in state $s$ under a given stationary policy $\Pi$. We introduce the matrices $\boldsymbol{P}_{k}^{\Pi} \in \mathbb{R}^{n \times n}$ and $C_{k}^{\Pi} \in \mathbb{R}^{n \times n}$ with

$$
\boldsymbol{P}_{k}^{\Pi}\left(s, s^{\prime}\right)=\sum_{a \in A} \boldsymbol{\Pi}(s, a) \boldsymbol{P}_{k}^{a}\left(s, s^{\prime}\right)
$$

and

$$
C_{k}^{\Pi}=I-\gamma P_{k}^{\Pi}
$$

for $k \in[K]$, with which we define the following mathematical optimization program

$$
\begin{array}{lr}
\quad \max _{\Pi}\left(\min _{\vec{v}_{k}} \sum_{k \in[K]} \vec{w}(k) \vec{q}^{\top} \vec{v}_{k}\right) & \\
\text { s.t. } & \\
C_{k}^{\Pi} \vec{v}_{k} \geqslant \vec{r}_{k} & \forall k \in[K]  \tag{3.1}\\
\sum_{a \in A} \Pi(s, a)=1 & \forall s \in S \\
\Pi(s, a) \geqslant 0 & \forall s \in S, a \in A
\end{array}
$$

This formulation is a two-stage non-linear program with $2 \mathrm{Kn}+n m$ inequality constraints and $n$ equality constraints. The non-linearity can be explicitly seen in the first set of constraints, $C_{k}^{\Pi} \vec{v}_{k} \geqslant \vec{r}_{k}$, where the left hand side contains products of variables from $\Pi$ and $\vec{v}_{k}$.

To constrain non-linearity and generality of the program, we first get rid of the min-max term. To do so, we use the dual LP formulation (1.10) for the MDP optimization problem and obtain the following optimization problem.

$$
\begin{array}{lr} 
& \max _{\Pi}\left(\max _{\vec{x}_{k}} \sum_{k \in[K]} \vec{w}(k) \vec{x}_{k}^{\top} \vec{r}_{k}\right) \\
\text { s.t. } & \\
\left(C_{k}^{\Pi}\right)^{\top} \vec{x}_{k}=\vec{q} & \forall k \in[K]  \tag{3.2}\\
\sum_{a \in A} \Pi(s, a)=1 & \forall s \in S \\
\Pi(s, a) \geqslant 0 & \forall s \in S, a \in A
\end{array}
$$

Having got rid of the min-max goal, we can re-formulate the problem as a quadratically constrained linear program (QCLP) [BV04, ABZ07]. For this, we observe that the non-linear inequality constraints have a bilinear term on the left hand side. Defining the matrix

$$
\boldsymbol{A}_{s, k}=\left(\begin{array}{c}
\vec{e}_{s}-\gamma \boldsymbol{P}_{k}^{1}(s \bullet) \\
\vdots \\
\vec{e}_{s}-\gamma \boldsymbol{P}_{k}^{m}(s \bullet)
\end{array}\right)
$$

and observing that

$$
C_{k}^{\Pi 1}=\left(\begin{array}{c}
\Pi(1 \bullet) A_{1, k} \\
\vdots \\
\Pi(n \bullet) A_{n, k}
\end{array}\right)
$$

we can represent each inequality constraint as

$$
\begin{equation*}
\sum_{s^{\prime} \in S} \vec{x}_{k}\left(s^{\prime}\right) \sum_{a \in A} \boldsymbol{\Pi}\left(s^{\prime}, a\right) A_{s^{\prime}, k}(a, s)=\sum_{s^{\prime} \in S} \vec{x}_{k}\left(s^{\prime}\right) \boldsymbol{\Pi}\left(s^{\prime} \bullet\right) A_{s^{\prime}, k}(\bullet s) \leqslant \vec{w}(k) \vec{q}(s) . \tag{3.3}
\end{equation*}
$$

All these inequality constraints are at most bilinear in the variables $\vec{x}_{k}$ and $\Pi$, and can thus be represented as a quadratic constraint in the following way. For a combined variable vector $\vec{y}_{k}=\left(\boldsymbol{\Pi}(1 \bullet), \ldots, \Pi(n \bullet), \vec{x}_{k}^{\top}\right) \in \mathbb{R}^{(m n+n) \times 1}$ and a combined objective vector $\vec{c}_{k}=$ $\left(0, \ldots, 0, \vec{r}_{k}^{\top}\right)$ we define matrices $\boldsymbol{F}_{s, k}$ for which the constraint (3.3) can be represented with $\frac{1}{2} \vec{y}_{k} F_{s, k} \vec{y}_{k}^{\top} \leqslant \vec{w}(k) \vec{q}(s)$. By defining

$$
G_{s, k}=\left(\begin{array}{cccc}
\boldsymbol{A}_{1, k}(\bullet \bullet s) & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \ddots & & \vdots \\
\vdots & & \ddots & \mathbf{0} \\
\mathbf{0} & \ldots & \mathbf{0} & \boldsymbol{A}_{n, k}(\bullet \bullet)
\end{array}\right) \in \mathbb{R}^{n m \times n}
$$

and

$$
\boldsymbol{F}_{s, k}=\left(\begin{array}{cc}
\mathbf{0} & \boldsymbol{G}_{s, k} \\
\boldsymbol{G}_{s, k}^{\top} & \mathbf{0}
\end{array}\right) \in \mathbb{R}^{(n m+n) \times(n m+n)}
$$

we obtain the following QCLP.

$$
\begin{array}{lr}
\quad \max \left(\vec{c}_{1}, \ldots, \vec{c}_{K}\right)\left(\vec{y}_{1}, \ldots, \vec{y}_{K}\right)^{\top} r & \\
\text { s.t. } & \\
\frac{1}{2} \vec{y}_{k} F_{s, k} \vec{y}_{k}^{\top} \leqslant \vec{w}(k) \vec{q}(s) & \forall s \in S, k \in[K]  \tag{3.4}\\
\Pi(s \bullet) \overrightarrow{1}=1 & \forall s \in S \\
\Pi(s, a) \geqslant 0 & \forall s \in S, a \in A \\
\vec{x}_{k}(s) \geqslant 0 & \forall s \in S, k \in[K]
\end{array}
$$

A general argument for the usage of constrained classes of mathematical programming formulations is the possibility to solve them more efficiently. Most prominently, this is the case for linear and convex programs, that is, optimization problems where the constraints describe a convex set and the objective function is convex [NN94]. Furthermore, it is known that quadratically constrained linear programs are also convex if the quadratic constraint matrices are positive definite. Unfortunately (and not much surprisingly, considering the hardness result above), the matrices $F_{s, k}$ are indefinite in the general case. In this situation, we resort to non-problem-specific approaches for general quadratically constrained LPs, such as those described in [QBM12].

A general non-linear formulation If we are not constrained by specific classes of mathematical programming problems, we can use most general formulations and feed them into general global optimizers, providing them additionally with information on partial derivatives, that is, $\frac{\partial f(\vec{x})}{\partial \vec{x}(i)}$, if $f$ is the function to optimize and $\vec{x}$ is the vector of input variables. In the following, we provide such a formulation alongside with partial derivatives.

In our formulation we represent the policy $\Pi$ directly as a set of decision variables $\Pi$, as discussed above. Knowing that the value vector $\vec{v}^{(\Pi)}$ adheres to $\vec{v}^{(\Pi)}=\left(\boldsymbol{I}-\gamma \boldsymbol{P}^{\boldsymbol{\Pi}}\right)^{-1} \vec{r}$, we can derive the following mathematical program for a given weight vector $\vec{w} \in \mathbb{R}^{K}$.

$$
\max f(\boldsymbol{\Pi})=\sum_{k \in[K]} \vec{w}(k) \vec{q}^{\top} \vec{v}_{k}^{\Pi}
$$

s.t.

$$
\begin{array}{lr}
\boldsymbol{P}_{k}^{\boldsymbol{\Pi}}\left(s, s^{\prime}\right)=\sum_{a \in A} \boldsymbol{\Pi}(s, a) \boldsymbol{P}_{k}^{a}\left(s, s^{\prime}\right) & \forall s, s^{\prime} \in S, k \in[K]  \tag{3.5}\\
\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{k}^{\boldsymbol{\Pi}}\right) \vec{v}_{k}^{\Pi}=\vec{r}_{k} & \forall k \in[K] \\
\boldsymbol{\Pi}(s, a) \geqslant 0 & \forall s \in S, a \in A \\
\sum_{a \in A} \boldsymbol{\Pi}(s, a)=1 & \forall s \in S
\end{array}
$$

Additionally, we have to provide partial derivatives $\frac{\partial \vec{v}_{k}^{\Pi}(s)}{\partial \Pi(s, a)}$. For this, we observe that computing the partial derivatives implies computing the derivative of a matrix inverse. Let $\boldsymbol{C}_{k}^{\Pi}=\left(\boldsymbol{I}-\boldsymbol{P}_{k}^{\Pi}\right)^{-1}$. If we change $\boldsymbol{\Pi}(s, a)$ by adding $\lambda$, we hereby add $\lambda \vec{e}_{s} \boldsymbol{P}_{k}^{a}(s \bullet)$ to $\boldsymbol{P}_{k}^{\Pi}$, and, equivalently, $\lambda \vec{e}_{s}\left(\vec{e}_{s}^{\top}-\gamma \boldsymbol{P}_{k}^{a}(s \bullet)\right)$ to the matrix $\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{k}^{\boldsymbol{\Pi}}\right)$ we have to invert. This is a rank-one update, for which we can apply the formula from [Hag89] that describes the result of a matrix inversion after a rank- $\ell$ update. For a rank-one update of a matrix $M$ in the $i$-th row by a (transposed column) vector $\vec{x}^{\top}$, it is

$$
\begin{aligned}
\left(\boldsymbol{M}+\vec{e}_{i} \vec{x}^{\top}\right)^{-1} & =\boldsymbol{M}^{-1}-\frac{\boldsymbol{M}^{-1} \vec{e}_{i} \vec{x}^{\top} \boldsymbol{M}^{-1}}{1+\vec{x}^{\top} \boldsymbol{M}^{-1} \vec{e}_{i}} \\
& =\boldsymbol{M}^{-1}-\frac{\boldsymbol{M}^{-1}(\bullet i) \vec{x}^{\top} \boldsymbol{M}^{-1}}{1+\vec{x}^{\top} \boldsymbol{M}^{-1}(\bullet i)}
\end{aligned}
$$

Applying this to the function $f(\boldsymbol{\Pi})$ that is given in (3.5), we derive the following. For

$$
\Pi^{\prime}\left(s^{\prime}, a^{\prime}\right)= \begin{cases}\Pi(s, a)+\lambda & s^{\prime}=s \wedge a=a \\ \Pi\left(s^{\prime}, a^{\prime}\right) & \text { otherwise }\end{cases}
$$

we have

$$
\begin{equation*}
f\left(\boldsymbol{\Pi}^{\prime}\right)=f(\boldsymbol{\Pi})-\lambda \sum_{k=1}^{K} \frac{\vec{w}(k) \vec{q}^{\top} \boldsymbol{C}_{k}^{\boldsymbol{\Pi}}(\bullet s)\left(\vec{e}_{s}^{\top}-\gamma \boldsymbol{P}_{k}^{a}(s \bullet)\right) \boldsymbol{C}_{k}^{\boldsymbol{\Pi}} \vec{r}_{k}}{1+\lambda\left(\vec{e}_{s}^{\top}-\gamma \boldsymbol{P}_{k}^{a}(s \bullet)\right) \boldsymbol{C}_{k}^{\boldsymbol{\Pi}}(\bullet s)} \tag{3.6}
\end{equation*}
$$

if the resulting inverse matrix exists for the given value of $\lambda$. Hence, the partial derivatives of $f(\boldsymbol{\Pi})$ are, by computing $\lim _{\lambda \rightarrow 0} \frac{f\left(\Pi^{\prime}\right)-f(\boldsymbol{\Pi})}{\lambda}$,

$$
\begin{equation*}
\frac{\partial f(\boldsymbol{\Pi})}{\partial \boldsymbol{\Pi}(s, a)}=-\sum_{k=1}^{K} \vec{w}(k) \vec{q}^{\top} \boldsymbol{C}_{k}^{\boldsymbol{\Pi}}(\bullet s)\left(\vec{e}_{s}^{\top}-\gamma \boldsymbol{P}_{k}^{a}(s \bullet)\right) \boldsymbol{C}_{k}^{\boldsymbol{\Pi}} \vec{r}_{k} \tag{3.7}
\end{equation*}
$$

and the gradient is

$$
\begin{align*}
\nabla f(\boldsymbol{\Pi}) & =\left(-\sum_{k=1}^{K} \vec{w}(k) \vec{q}^{\top} \boldsymbol{C}_{k}^{\Pi}(\bullet 1)\left(\vec{e}_{1}^{\top}-\gamma \boldsymbol{P}_{k}^{1}(1 \bullet)\right) \boldsymbol{C}_{k}^{\boldsymbol{\Pi}} \vec{r}_{k},\right.  \tag{3.8}\\
& \ldots, \\
& \left.-\sum_{k=1}^{K} \vec{w}(k) \vec{q}^{\top} \boldsymbol{C}_{k}^{\Pi}(\bullet n)\left(\vec{e}_{n}^{\top}-\gamma \boldsymbol{P}_{k}^{m}(n \bullet)\right) \boldsymbol{C}_{k}^{\Pi} \vec{r}_{k}\right)
\end{align*}
$$

Together, the functions $f, \nabla f$, and the constraints can be passed to a non-linear global optimization routine. The constraints are now linear, however, at the cost of the goal function complexity.

A mixed-integer linear program formulation If we constrain ourselves to pure policies only, we may use integer programming approaches. We remember that for general MDPs, it is possible, starting with the dual LP for MDPs (1.10), to derive integer decision variables, and, thus, an integer programming formulation (1.12). For concurrent MDPs, the integer program (1.12) can be extended. We get the following mixed-integer program.
s.t.

$$
\begin{array}{lr}
\max \sum_{k=1}^{K} \vec{w}(k) \sum_{s \in S} x_{k, s, a} \vec{r}_{k}(s) & \\
\begin{array}{lr}
\sum_{a \in A} x_{k, s, a}-\gamma \sum_{a \in A, s^{\prime} \in S} P^{a}\left(s^{\prime}, s\right) x_{k, s^{\prime}, a}=\vec{q}(s) & \forall s \in S, k \in[K] \\
\sum_{a \in A} d_{s, a}=1 & \forall s \in S \\
d_{s, a} \geqslant(1-\gamma) x_{k, s, a} & \forall s \in S, a \in A, k \in[K] \\
d_{s, a} \in\{0,1\} & \forall s \in S, a \in A
\end{array} \tag{3.9}
\end{array}
$$

By using common decision variables $d_{s, a}$, we ensure that $x_{k, s, a}>0$ holds if and only if $d_{s, a}=1$, as $x_{k, s, a}$ has an upper bound of $\frac{1}{1-\gamma}$. This ILP has Kmn real variables, $m n$ Boolean variables, $(K+1) n$ equality constraints, and $K m n$ inequality constraints. This means that instances with large state and action spaces are computation-heavy and may be intractable for analysis even with modern (M)ILP solvers on large machines [SAB $\left.{ }^{+} 15\right]$.

Local optimization heuristics Knowing that none of the exact formulations of the stochastic multi-scenario optimization problem can be solved quickly, we turn to heuristics that promise adequate performance in exchange for a sacrifice in solution quality. In particular, we consider local optimization methods that iteratively improve a policy until no further simple, local improvement is possible. As the problem we face is non-unimodal in the general case, this does not guarantee an optimal policy. Later we empirically evaluate how big our sacrifice in precision here is.

The local optimization methods are based on the mathematical program (3.5). First, we consider a policy matrix $\Pi$ and what happens if we apply local modifications to it. Let $s \in S$ be a state, $a, a^{\prime} \in A$ be actions, and $\lambda \in[0, \Pi(s, a)]$. Let furthermore $\Pi^{\prime}$ result from $\Pi$ by setting $\Pi^{\prime}(s, a)$ to zero and adding $\Pi(s, a)$ to $\Pi\left(s, a^{\prime}\right)$ with

$$
\Pi^{\prime}(t, b)= \begin{cases}0 & t=s \wedge b=a \\ \Pi(s, a)+\Pi\left(s, a^{\prime}\right) & s=t \wedge b=a^{\prime} \\ \Pi(t, b) & \text { otherwise }\end{cases}
$$

In analogy to our observations in the derivation of the gradient of $f$ in (3.6), the change from $\Pi$ to $\Pi^{\prime}$ performs a rank-one update to the matrices we invert in the mathematical program, and we can again use the formula from [Hag89]. The difference now is that we not only change $\Pi(s, a)$, but also simultaneously change $\Pi\left(s, a^{\prime}\right)$; so, in the computation of the resulting value of $f$ we have to adjust the formulas we have derived in (3.6) accordingly.

Let $\vec{u}_{k}=\gamma\left(\boldsymbol{P}_{k}^{a^{\prime}}(s \bullet)-\boldsymbol{P}_{k}^{a}(s \bullet)\right)$, then we have, in analogy to (3.6),

$$
\begin{align*}
f\left(\lambda \boldsymbol{\Pi}^{\prime}+(1-\lambda) \boldsymbol{\Pi}\right) & =\sum_{k=1}^{K} \vec{w}(k) \vec{q}^{\top}\left(\boldsymbol{I}-\gamma \boldsymbol{P}_{k}\right)^{-1} \vec{r}_{k} \\
& =\sum_{k=1}^{K} \vec{w}(k) \vec{q}^{\top} \boldsymbol{C}_{k}^{\lambda \boldsymbol{\Pi}^{\prime}+(1-\lambda) \boldsymbol{\Pi}_{\vec{r}_{k}}}  \tag{3.10}\\
& =f(\boldsymbol{\Pi})-\sum_{k=1}^{K} \lambda \frac{\vec{w}(k) \vec{q}^{\top} \boldsymbol{C}_{k}^{\boldsymbol{\Pi}}(\bullet s) \vec{u}_{k} \boldsymbol{C}_{k}^{\Pi} \vec{r}_{k}}{1+\lambda \vec{u}_{k} \boldsymbol{C}_{k}^{\boldsymbol{\Pi}}(\bullet s)}
\end{align*}
$$

We observe that $\lambda$ is a free parameter in this term that can be locally optimized. Now let

$$
\begin{aligned}
& \zeta_{k}=\vec{w}(k) \vec{q}^{\top} C_{k}^{\Pi}(\bullet s) \vec{u}_{k} C_{k}^{\Pi} \vec{r}_{k} \\
& \eta_{k}=\vec{u}_{k} C_{k}^{\Pi}(\bullet s)
\end{aligned}
$$

Furthermore let $g_{k}$ be the difference in the $k$-th MDP. It is now

$$
g_{k}(\lambda)=-\frac{\lambda \zeta_{k}}{1+\lambda \eta_{k}}
$$

and

$$
f\left(\lambda \boldsymbol{\Pi}^{\prime}+(1-\lambda) \boldsymbol{\Pi}\right)=f(\boldsymbol{\Pi})+\sum_{k=1}^{K} g_{k}(\lambda)
$$

To optimize the reward locally, it is now needed to optimize the function

$$
\begin{equation*}
g(\lambda)=\sum_{k=1}^{K} g_{k}(\lambda) \tag{3.11}
\end{equation*}
$$

Its derivatives are

$$
g_{k}^{\prime}(\lambda)=\frac{-\zeta_{k}}{\left(1+\lambda \eta_{k}\right)^{2}} \text { and } g_{k}^{\prime \prime}(\lambda)=\frac{-2 \zeta_{k} \eta_{k}}{\left(1+\lambda \eta_{k}\right)^{3}}
$$

Extreme values of (3.11) are found either at the endpoints, i. e., at $\lambda \in\{0, \Pi(s, a)\}$ or at the points where $g_{k}$ fulfill

$$
\sum_{k=0}^{K} g_{k}^{\prime}(\lambda)=0 \text { and } \sum_{k=0}^{K} g_{k}^{\prime \prime}(\lambda)<0
$$

As finding the roots of the first derivative implies finding roots of the term

$$
\begin{equation*}
\sum_{k=1}^{K} \zeta_{k} \prod_{k^{\prime} \neq k}\left(1+\lambda \eta_{k}\right)^{2} \tag{3.12}
\end{equation*}
$$

which is a polynomial of degree $2 K-2$, the roots in question can be computed efficiently, for example, with the Jenkins-Traub algorithm [JT70, PTVF07] for $K \leqslant 20$ [Goe94] or other numerical methods for greater values of K [KVY11].

Suppose now that $\lambda^{*}$ is the extremal point of (3.11). Then, the new policy matrix $\Pi^{\prime}$ can be computed from $\Pi$ by changing $\Pi(s, a)$ by $-\lambda^{*}$ and $\Pi\left(s, a^{\prime}\right)$ by $\lambda^{*}$. The resulting value of the objective function is then given by $f(\boldsymbol{\Pi})+g\left(\lambda^{*}\right)$.

Considering local optimality, let $\Pi$ and $\Pi^{\prime}$ be given such that $\Pi\left(s^{\prime} \bullet\right)=\Pi^{\prime}\left(s^{\prime} \bullet\right)$ for all $s^{\prime} \neq s$. Then the differences $\gamma\left(\boldsymbol{P}_{k}^{\Pi^{\prime}}(s \bullet)-\boldsymbol{P}_{k}^{\Pi}(s \bullet)\right)$ between the matrices to be inverted can be expressed by $\sum_{i \in I} \lambda_{i} \vec{u}_{k, i}$ where each $\vec{u}_{k, i}$ has the form $\vec{u}_{k, i}=\gamma\left(\boldsymbol{P}_{k}^{a_{i}}(s \bullet)-\boldsymbol{P}_{k}^{a_{i}^{\prime}}(s \bullet)\right)$ for some
$\lambda_{i} \in[0,1], a_{i}, a_{i}^{\prime} \in A$ and some index set $I,|I| \leqslant|A|$. As the matrix update is still rank-one, we have

$$
f\left(\boldsymbol{\Pi}^{\prime}\right)=f(\boldsymbol{\Pi})-\sum_{i \in I} \lambda_{i} \sum_{k=1}^{K} \frac{\vec{w}(k) \vec{q}^{\top} \boldsymbol{C}_{k}^{\boldsymbol{\Pi}}(\bullet s) \vec{u}_{k, i} C_{k}^{\boldsymbol{\Pi}} \vec{r}_{k}}{1+\lambda_{i} \vec{u}_{k, i} C_{k}^{\boldsymbol{\Pi}}(\bullet s)}
$$

which implies that at least one of the inner sums has to be positive, if $f\left(\boldsymbol{\Pi}^{\prime}\right)>f(\boldsymbol{\Pi})$. Conversely, if for some state $s \in S$ no pair of actions $a, a^{\prime}$ exists where $\Pi(s, a)>0$ and (3.10) yields a better objective function value, then the decision in state $s$ is optimal.

Together, this results in Algorithm 13 that searches for locally optimal stationary policies. The algorithm looks for states where an action pair can be found such that $g\left(\lambda^{*}\right)>0$ is observed and loops until no improvement can be made.

```
Algorithm 13 Local optimization heuristic for concurrent MDPs
    function CPOLICYOPT \(\left(\vec{w}, \vec{q},\left(\left(\boldsymbol{P}_{k}^{a}\right)_{a \in A}, \vec{r}_{k}\right)_{k \in\{1, \ldots, K\}}\right)\)
        \(\boldsymbol{\Pi} \leftarrow \mathbf{0} \in \mathbb{R}^{n \times m}\)
        \(\Pi(\bullet 1)=\overrightarrow{1}\)
        Compute \(C_{1}^{\Pi}, \ldots, C_{K}^{\Pi}\)
        repeat
            for \(s \in S\) do
                    for \(a \in\{a \in A \mid \Pi(s, a)>0\}\) do
                    for \(a^{\prime} \in A, a^{\prime} \neq a\) do
                        \(\lambda^{*}=\arg \max _{\lambda} g(\lambda)\)
                        if \(\lambda^{*}>0\) then
                            \(\Pi(s, a) \leftarrow \Pi(s, a)-\lambda^{*}\)
                                    \(\Pi\left(s, a^{\prime}\right) \leftarrow \Pi\left(s, a^{\prime}\right)+\lambda^{*}\)
                                    Update \(C_{1}^{\Pi}, \ldots, C_{K}^{\Pi}\) with (3.10)
                                    Break
        until \(\Pi\) does not change
        return \(\Pi\)
```

If only pure policies have to be computed, a variant of Alg. 13 can be used that is provided as Algorithm 14. It considers only pure policies and, hence, only improvements with $\lambda=1$.

```
Algorithm 14 Local pure policy optimization heuristic for concurrent MDPs
    function CPUREPOLICYOPT \(\left(\vec{w}, \vec{q},\left(\left(\boldsymbol{P}_{k}^{a}\right)_{a \in A}, \vec{r}_{k}\right)_{k \in\{1, \ldots, K\}}\right)\)
        \(\boldsymbol{\Pi} \leftarrow \frac{1}{m} \mathbf{1} \in \mathbb{R}^{n \times m}\)
        Compute \(C_{1}^{\Pi}, \ldots, C_{K}^{\Pi}\)
        repeat
            for \(s \in S\) do
                    Let \(a \in A\) be such that \(\Pi(s, a)=1\)
                    for \(a^{\prime} \in A, a^{\prime} \neq a\) do
                    Evaluate \(g(1)\) with (3.10)
                    if \(g(1)>0\) then
                        \(\Pi(s, a) \leftarrow 0\)
                            \(\boldsymbol{\Pi}\left(s, a^{\prime}\right) \leftarrow \boldsymbol{\Pi}\left(s, a^{\prime}\right)+\lambda\)
                                Update \(C_{1}^{\Pi}, \ldots, C_{K}^{\Pi}\) with (3.10)
                        Break
        until \(\Pi\) does not change
        return \(\Pi\)
```

Evaluation The algorithms are implemented in C using several optimization libraries. For mixed-integer programming, CPLEX [IBM15] is used. The quadratically constrained linear program is, as it has been mentioned, not convex, which implies that generic non-linear routines are needed. Using the COBYLA [Pow94] method from the NLOpt [Joh14] library delivers here the most promising results. For the derivative-based non-linear optimization formulation, the code uses the Ipopt [Wä02] with the HSL [hs117] library for low-level optimization routines. The local search heuristics are written from scratch and use linear algebra and polynomial solving primitives from the GNU scientific library (GSL) [Con16] and the Intel MKL [int17] implementation of basic linear algebra subroutines (BLAS). The roots of the polynomial (3.12) are computed with the standard formulas if the degree of the polynomial is smaller than 3 . Further code optimization include caching of the $\vec{u}_{k}$ vectors and the values of $\eta$ and $\zeta$ from (3.10) to avoid unnecessary re-computation of already known values. The code base for the algorithms can be found at [SB17], the test case generator and data analysis routines can be found at [Sch17a]. The results are generated with the collider [Sch17b] tool. All results are produced on a machine with two 10-core Intel Xeon E5-2690 v2 CPUs running at 3.00 GHz clock rate and 126 GB of RAM; the total time needed for producing the results is around two weeks.

The evaluation describes the behaviour of algorithms on two distributions of instances. One set of instances is generated by taking random dense stochastic matrices as probability distributions and uniformly distributed reward vectors. The second set of test cases is generated by creating random deterministic MDPs, that is, transition matrices with random unit row vectors. Furthermore, different discount factors $\gamma \in\{0.9,0.999\}$ are considered.

In total, 30 runs for each parameter set have been performed. Every algorithm had a time budget of 5000 s and, in the case of iterative solvers (that is, for the heuristics and NLP and QCLP formulations), 10000 function evaluations to complete; if the algorithm did not converge and failed to produce any result, the run was flagged as erroneous. The results can be observed in tables A.1-A. 4 in Appendix A. In the tables, $t$ and $\sigma_{t}$ denote, respectively, the average and the standard deviation of non-erroneous runs' runtimes, err denotes the absolute number of instances with failures (which were only observed during the runs of the QCLP solver), and diff denotes the average relative difference to the optimal solution across the runs. A visualization of the results is available in Figure 3.1-Figure 3.4. In these plots, the performance of the heuristic approaches is compared to the one of the respective exact algorithms (MIP and NLP). The dots correspond to the averages, the dashed lines correspond to the interpolated performance, the error bars depict measured standard deviations.

There are several observations to be made with these results. First, the gradient-based non-linear program and CPLEX deliver the best policies. Additionally, the non-linear solver often converges quickly, but the convergence time varies greatly across launches. The gradient-free QCLP formulation, in contrast, seems to be ill-suited for the task as the solver does not converge in many cases ${ }^{1}$. The local optimization heuristic in Alg. 13 is generally faster than the non-linear solver, but slows down on larger action spaces; the mean deviation of the heuristic solution from the optimal solution is very small and lies almost always under $2 \%$, often even under $1 \%$.

A similar picture arises with pure policies. Here, all algorithms converge, but CPLEX takes significantly more time, using the allowed time budget on models with more than 20 states with only an insignificant improvement over the local heuristic. The optimization logs show that on these instances, CPLEX arrives at a reasonably good solution very fast and takes a long time closing a very small (around 1\%) gap between the upper and the lower bound. Again, the local search heuristic takes more time with larger action spaces.

Comparing the performance on different discount factors, we do not observe a major difference. Another picture occurs when comparing the performance on deterministic and

[^1]stochastic CMDP models: One can see that deterministic models take more time to be optimized, and the heuristics sacrifice more in terms of solution quality.

In all cases, the heuristics seem well-suited to be used, especially on larger state and action spaces. When comparing the two heuristics, a further observation can be made. As one can see, the pure policy optimization heuristic has a slightly poorer solution quality, but is around four times faster. The reason lies in a simplified test for possible improvement and less iterations until an improvement is actually found. This means that for even larger state and action spaces, using the heuristic from Algorithm 14 may be preferential if a slight sacrifice (of about $1 \%$ ) in the quality of the resulting policy can be made.


Figure 3.1: Performance of the heuristic for stationary policies as a function of scenarios


Figure 3.2: Performance of the heuristic for stationary policies as a function of states

### 3.2 Pareto frontier enumeration

Now we consider the enumeration problem for the set of non-dominated policies for the multi-scenario stochastic MDPs. This section is based on the publication [SBHH17] and extends it with some minor remarks.


Figure 3.3: Performance of the heuristic for pure policies as a function of scenarios


Figure 3.4: Performance of the heuristic for pure policies as a function of states

We begin our discussion with noting that the computation of all Pareto optimal policies in multi-objective MDPs, as given in Eq. 2.10, is a computational and algorithmic challenge. Since the number of optimal policies can be large or even infinite (if non-stationary policies are considered), one can usually not expect to compute the whole set of Pareto optimal policies. Here, we devise algorithms which heuristically compute sets of non-dominated policies which are, in turn, likely to belong to the Pareto frontier, efficiently.

Currently, there are several approaches in literature to solve this problem for multiobjective MDPs, which are MDPs with several reward vectors but one fixed transition probability distribution function. Hence, the approaches in [PW10, BN08, CMH06, Whi82, WdJ07, RWO14] consider an MDP setting with multi-objective rewards. In the SBMDP setting and for the enumeration problem, we have to face optimization of, ultimately, several MDPs with related but not identical transition probabilities; furthermore, the MDPs for which the optimization has to take place also have to be computed separately, as they depend on the chosen policy, which makes the general problem harder to solve.

Here, we limit ourselves to only pure policies. However, a problem we are faced with is that even considering only pure policies might yield an exponential runtime. Even the most efficient algorithm that enumerates all pure Pareto optimal policies has to compute them
all, and this numer is bounded only by $\mathcal{O}\left(|A|^{|S|}\right)$. We suspect that for most non-trivial SBMDP models, the number of Pareto optimal policies is still much too large to compute them all; however, we expect that many policies show similar behaviour and considering all of them is not necessary for practical purposes.

### 3.2.1 The algorithm

From a practical point of view it should be sufficient to compute a subset of the Pareto optimal policies if the corresponding value vectors are equally distributed over the Pareto frontier. Equally distributed means here that the nearest-neighbour distances between the corresponding value vectors are similar.

A valid initial approach is here to consider value and policy iteration and base the algorithms on these ideas. In literature, this approach has been undertaken by [WdJ07] where all value vectors from $\mathcal{V}_{\text {Pareto }}$ have been computed. However, even disregarding theoretical correctness, value iteration has the major disadvantage that the number of intermediate value vectors can become prohibitively large even before the policies will be completely evaluated. It is possible to stop the value iteration at some point when one believes that the Pareto frontier is approximated sufficiently well, but this raises several questions. First, the resulting policies themselves have to be fully evaluated and their value vectors may significantly differ from the intermediate values. Second, equal policies with differing value vectors have to be treated adequately. Third, it is hard to get a guarantee that the resulting policies in value vector space will be approximated sufficiently well by the current policy set and, furthermore, the approximation bounds for the true Pareto frontier have to be proven separately. Finally, the policies generated in such a way may not be pure. Hence, we consider an approach based on policy iteration similar to the one described in Algorithm 11.

The main disadvantage of Algorithm 11 is its runtime complexity. In the (algorithmic) worst case, the algorithm will produce large numbers of temporarily optimal policies that will be dominated by a few Pareto-optimal policies in the end, making the worst-case complexity $\mathcal{O}\left(|A|^{|S|}\right)$, which is then theoretically independent of the final size of $\mathcal{P}_{\text {Pareto }}$. A further problem is that even if the number of Pareto optimal policies is this large, $\mathcal{P}_{\text {Pareto }}$ may have Hamming distance $\frac{|S|}{2}$ from the initial policy, which implies exponential runtime even before the first Pareto optimal policy is generated. To circumvent this, we propose a slightly different algorithm that computes a set of policies that seem to be a reasonably good approximation of $\mathcal{P}_{\text {Pareto }}$. It is important to note that the following approach is an heuristic; later, we discuss its empirical quality.

Solution approach Our heuristic is based on a simplification of Algorithm 11. The simplification lies in including only those policies into the non-dominated set that are not dominated by previously computed policies. This step radically decreases the number of candidate policies and decreases the runtime at the cost of possible imprecision. The main steps of the simplified method are outlined in Algorithm 15.

We briefly analyse the complexity of the proposed algorithm. In lines $4-6,|P|=$ $\mathcal{O}(|F\|S\| A|)$ policies are generated. Policy evaluation is possible in $\mathcal{O}\left(\frac{|S|^{2}}{-\log \gamma}\right)$ time steps. The complexity of computing the resulting non-dominated set that will replace $F$ is, with efficient data structures to compute the Pareto frontier [ZTCJ15], $\mathcal{O}\left(\frac{|F||S|^{3}|A|}{-\log \gamma}+(|F\|S\| A|)^{2}\right)$. Thus, the total runtime can be bounded by $\mathcal{O}\left(R\left((I|S||A|)^{2}+\frac{I|S|^{3}|A|}{-\log \gamma}\right)\right)$, if $R$ is the result set size and $I$ is the size of the largest intermediate set of non-dominated solutions. This implies cubic complexity in the size of the largest intermediate set in the worst case. Heuristically, it seems also intuitive to assume that $I$ cannot be much larger than the resulting set, i.e.,

```
Algorithm 15 A heuristic for \(\mathcal{P}_{\text {Pareto }}\) and \(\mathcal{V}_{\text {Pareto }}\)
    function PURE-OPT-HEURISTIC \(\left(\mathcal{P}=\left(S, A, T_{\vartheta}, R_{\downarrow}, \operatorname{Pr}\right), \gamma\right)\)
        \(F \leftarrow\left\{\pi_{\uparrow}\right\} \quad \triangleright\) initialize the Pareto frontier
        repeat
            for \(\pi \in F\) do
                \(P \leftarrow\left\{\pi^{\prime} \mid d\left(\pi, \pi^{\prime}\right)=1\right\} \quad \triangleright\) consider all neighbours
                \(F \leftarrow P O(F \cup P) \quad \triangleright\) keep only non-dominated in \(F\)
        until no new policies are added to \(F\)
        return \(F\)
```

$I$ and $R$ are coupled by the relation $I \leqslant c R$ where $c$ is a small constant. This assumption reduces the runtime to

$$
\mathcal{O}\left(R^{3}|S|^{2}|A|^{2}+\frac{R^{2}|S|^{3}|A|}{-\log \gamma}\right)
$$

which is roughly cubic in the resulting set size and quadratic in the size of state and action spaces for constant discount factors as it is $|S|,|A|=o(R)$.

An important feature of the algorithm is that it can be terminated when the nondominated set $F$ reaches a predefined size; at this point, the generated policies can be guaranteed to be mutually non-dominated. In our implementation, we keep this feature, but also introduce additional sophistication for performance reasons as well as to yield a more evenly distributed non-dominated set.

Implementation The practical implementation includes two additional improvements over Algorithm 15. First, the set of the initial solutions contains not arbitrary policies, but the policies which are optimal for the pessimistic, the optimistic and the average cases. It is easy to see that these policies definitively belong to $\mathcal{P}_{\text {Pareto }}$. We denote by $\left(\pi, \vec{v}_{\downarrow}^{(\pi)}, \vec{v}_{\times}^{(\pi)}, \vec{v}_{\uparrow}^{(\pi)}\right)$ the tuple containing the policy $\pi$ and the corresponding value vectors. Let $\left(\pi_{\downarrow}, \vec{v}_{\downarrow}^{\left(\pi_{\downarrow}\right)}, \vec{v}_{\times}^{\left(\pi_{\downarrow}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\downarrow}\right)}\right),\left(\pi_{\times}, \vec{v}_{\downarrow}^{\left(\pi_{\times}\right)}, \vec{v}_{\times}^{\left(\pi_{\times}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\times}\right)}\right)$, and $\left(\pi_{\uparrow}, \vec{v}_{\downarrow}^{\left(\pi_{\uparrow}\right)}, \vec{v}_{\times}^{\left(\pi_{\uparrow}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\uparrow}\right)}\right)$ be the policies and value vectors resulting from the optimization of the lower bound, average case and upper bound of the discounted reward, respectively. It is known that these policies are in $\mathcal{P}_{\text {Pareto. }}$. Starting with them makes the algorithm walk through the policy space from the extreme points of the Pareto frontier, which, as we hope, yields an evenly distributed (in value vector space) non-dominated set of policies.

Second, we improve on the policy evaluation step to classify candidate policies in order to evade additional policy evaluations. Here, our idea is the following observation. We define first for a policy $\pi$ and a state-action pair $(s, a)$ the gradient with

$$
\begin{align*}
& \operatorname{grad}(\pi, s, a)=\left(\vec{r}(s)+\gamma \min _{\vec{p} \in S\left(\boldsymbol{P}_{\downarrow}^{a}(s \bullet), \boldsymbol{P}_{\uparrow}^{a}(s \bullet)\right)} \vec{p} \vec{v}_{\downarrow}^{(\pi)}-\vec{v}_{\downarrow}^{(\pi)}(s),\right. \\
& \left.\vec{r}(s)+\gamma \boldsymbol{P}_{\times}^{a}(s \bullet) \vec{v}_{\times}^{(\pi)}-\vec{v}_{\times}^{(\pi)}(s), \vec{r}(s)+\gamma{ }_{\vec{p} \in S\left(\boldsymbol{P}_{\downarrow}^{a}(s \bullet), \boldsymbol{P}_{\uparrow}^{a}(s \bullet)\right)} \vec{p} \vec{v}_{\uparrow}^{(\pi)}-\vec{v}_{\uparrow}^{(\pi)}(s)\right) \tag{3.13}
\end{align*}
$$

where $S\left(\vec{p}_{1}, \vec{p}_{2}\right)$ is the set of stochastic row vectors between $\vec{p}_{1}$ and $\vec{p}_{2}$ defined by

$$
S\left(\vec{p}_{1}, \vec{p}_{2}\right)=\left\{\vec{p} \in \mathbb{R}^{1 \times n} \mid \vec{p} \overrightarrow{1}=1 \wedge \vec{p}_{1} \leqslant \vec{p} \leqslant \vec{p}_{2}\right\}
$$

If, for some policy $\pi$, a state $s$ and an action $a \in A \backslash\{\pi(s)\}$ can be found such that

$$
\begin{equation*}
\operatorname{grad}(\pi, s, a)>_{P}(0,0,0) \tag{3.14}
\end{equation*}
$$

then a policy $\pi^{(s, a)}$ can be defined with $\pi^{(s, a)}(t)=\pi(t)$ for $t \neq s$ and $\pi^{(s, a)}(s)=a$ and it is $\left(\vec{v}_{\downarrow}^{\left(\pi^{(s, a)}\right)}, \vec{v}_{\times}^{\left(\pi^{(s, a)}\right)}, \vec{v}_{\uparrow}^{\left(\pi^{(s, a)}\right)}\right)>{ }_{P}\left(\vec{v}_{\downarrow}^{(\pi)}, \vec{v}_{\times}^{(\pi)}, \vec{v}_{\uparrow}^{(\pi)}\right)$. We define an operator

$$
\pi^{\prime}=\operatorname{popt}\left(\pi, \vec{v}_{\downarrow}^{(\pi)}, \vec{v}_{\times}^{(\pi)}, \vec{v}_{\uparrow}^{(\pi)}\right)
$$

that generates a new policy from $\pi$ by selecting for each $s$ an action $a$ for which the relation (3.14) holds, whenever this is possible and keeping $\pi$ otherwise.

The function popt considers only pairs $(s, a)$ where the gradient is non-negative and non-zero. If the gradient contains no positive elements, then the corresponding policy $\pi^{(s, a)}$ is dominated by $\pi$. If the gradient is non-negative and non-zero, then $\pi^{(s, a)}$ dominates $\pi$. In all other cases, some components of the value vectors are improved over their predecessors and other will become worse in comparison to the value vectors associated with $\pi$.

From the gradient, the direction of the different value vectors of a new policy can be estimated without evaluating it fully. Policy evaluation is performed by a function eval which solves the following three sets of equations to compute the value vectors for some pure policy $\pi$.

$$
\begin{align*}
& \vec{v}_{\downarrow}^{(\pi)}=\vec{r}+\gamma \min _{P \in P_{\downarrow}^{(\pi)}}\left(P \vec{v}_{\downarrow}^{(\pi)}\right), \\
& \vec{v}_{\times}^{(\pi)}=\vec{r}+\gamma \boldsymbol{P}_{\times}^{(\pi)} \vec{v}_{\times}^{(\pi)}  \tag{3.15}\\
& \vec{v}_{\uparrow}^{(\pi)}=\vec{r}+\gamma \max _{P \in P_{\downarrow}^{(\pi)}}\left(\boldsymbol{P} \vec{v}_{\uparrow}^{(\pi)}\right)
\end{align*}
$$

The equations for the average values are the standard MDP equations and define a set of linear equations which can be solved with standard means. For the vector of the pessimistic and optimistic values, a fixed-point iteration is performed. First, the vector $\vec{v}_{\downarrow}^{(\pi)}$ (resp. $\vec{v}_{\uparrow}^{(\pi)}$ ) is initialized with an arbitrary value, then, the minimum (or maximum) is computed and with this minimum (or maximum), a new vector is computed which is then used to find a new minimum (or maximum). This procedure defines a sequence of value vectors that converges to a unique fixed point, as follows from the interval value iteration procedure described in Algorithm 9 in [GLD00]. In fact, this is an application of the interval value iteration algorithm for an action space with one element.

In the following procedure, given in Algorithm 16 we use a set $P V$ that contains tuples $\left(\pi, \vec{v}_{\downarrow}^{(\pi)}, \vec{v}_{\times}^{(\pi)}, \vec{v}_{\uparrow}^{(\pi)}\right)$. Additionally, we use a set $P$ where all evaluated policies are stored in order to avoid a re-evaluation of a policy.

The algorithm itself is an optimized version of the policy iteration approach in Algorithm 15 to heuristically compute $\mathcal{P}_{\text {Pareto }}$ and the corresponding value vectors. In the current description, new policies are generated starting from available policies by maximizing one direction of the gradient; one can also think of other, more sophisticated strategies to derive promising policies. The algorithm stops if in the current set of non-dominated policies, the neighbours of each policy are either explored or dominated. A further stopping condition is if a predefined number of policies is explored, that is, if $|P V|$ surpasses a given threshold.

As the algorithm is a heuristic, it is difficult to argue about guaranteed performance in terms of quality of the output, that is, if the resulting policies $P_{r}=\{\pi \mid(\pi, \cdot, \cdot \cdot) \in P V\}$ fulfill $\mathcal{P}_{\text {Pareto }} \subseteq P_{r}$ and $P_{r} \subseteq \mathcal{P}_{\text {Pareto. }}$. It is still possible to make several observations. The main difference between Algorithm 16 and Algorithm 11 lies in the bookkeeping that disallows Algorithm 16 to explore policies that are already evaluated, or, more importantly, are dominated by some other already explored policy. By doing this, Algorithm 16 may ignore policies that are dominated yet lead (by choosing an appropriate sequence of policy changes) to the Pareto frontier; if there are no other ways to the Pareto frontier, this makes the output of Algorithm 16 incomplete. On the other hand, one can provide an heuristic

```
Algorithm 16 Policy iteration to heuristically compute \(\mathcal{P}_{\text {Pareto }}\) and \(\mathcal{V}_{\text {Pareto }}\)
    function PURE-OPT-PRACTICAL-HEURISTIC \(\left(\mathcal{P}=\left(S, A, T_{\downarrow}, R_{\downarrow}, P r\right), \gamma\right)\)
        \(P V \leftarrow\left\{\left(\pi_{\downarrow}, \vec{v}_{\downarrow}^{\left(\pi_{\downarrow}\right)}, \vec{v}_{\times}^{\left(\pi_{\downarrow}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\downarrow}\right)},\left(\pi_{\times}, \vec{v}_{\downarrow}^{\left(\pi_{\times}\right)}, \vec{v}_{\times}^{\left(\pi_{\times}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\times}\right)}\right),\left(\pi_{\uparrow}, \vec{v}_{\downarrow}^{\left(\pi_{\uparrow}\right)}, \vec{v}_{\times}^{\left(\pi_{\uparrow}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\uparrow}\right)}\right)\right\}\right.\)
        \(P \leftarrow\left\{\pi_{\downarrow}, \pi_{\times}, \pi_{\uparrow}\right\}\)
        while \(|P V|<\) max. number of policies do
            \(\Pi=\varnothing\)
            for \(\pi \in P V\) and all \((s, a)\) where \(\pi^{(s, a)} \notin P\) do
                \(\left(g_{\downarrow}^{(\pi, s, a)}, g_{\times}^{(\pi, s, a)}, g_{\uparrow}^{(\pi, s, a)}\right)=\operatorname{grad}(\pi, s, a)\)
                \(\Pi=\Pi \cup\{(\pi, s, a)\}\)
            if no non-negative gradient exists for \((\pi, s, a) \in \Pi\) then
                break (all Pareto optimal solutions have been found)
            for \(g \in\left\{g_{\downarrow}, g_{\times}, g_{\uparrow}\right\}\) do
                if \(g^{(\pi, s, a)} \nleftarrow \overrightarrow{0}\) exists then
                    \((\pi, s, a) \leftarrow \arg \max _{(\pi, s, a) \in \Pi}\left\{g^{(\pi, s, a)}\right\}\)
                    \(\pi^{\prime} \leftarrow \pi^{(s, a)}\)
                    repeat
                        \(\left(\vec{v}_{\downarrow}^{\left(\pi^{\prime}\right)}, \vec{v}_{\times}^{\left(\pi^{\prime}\right)}, \vec{v}_{\uparrow}^{\left(\pi^{\prime}\right)}\right) \leftarrow \operatorname{eval}\left(\mathcal{P}, \pi^{\prime}\right)\)
                        \(\pi^{\prime} \leftarrow \operatorname{popt}\left(\pi^{\prime}, \vec{v}_{\downarrow}^{\left(\pi^{\prime}\right)}, \vec{v}_{\times}^{\left(\pi^{\prime}\right)}, \vec{v}_{\uparrow}^{\left(\pi^{\prime}\right)}\right)\)
                until \(\pi^{\prime}\) does not change
                    \(P V \leftarrow P O\left(P V \cup\left\{\left(\pi^{\prime}, \vec{v}_{\downarrow}^{\left(\pi^{\prime}\right)}, \vec{v}_{\times}^{\left(\pi^{\prime}\right)}, \vec{v}_{\uparrow}^{\left(\pi^{\prime}\right)}\right)\right\}\right) P=P \cup\left\{\pi^{\prime}\right\}\)
                if \(P V\) was not changed then
                break (all new policies are explored or dominated)
        return \(P V\)
```

argument: Since the initial set of policies contains known "extreme points" $\pi_{\downarrow}, \pi_{\times}, \pi_{\uparrow}$, the policies that are found by Alg. 16 in realistic settings will stem from a gradual transition from one extreme policy to another, as, following Lemma 2.4.5, there always exists a path of policies that improves one of the objectives until an optimum is reached. This way, we can expect that in real-life problems, the resulting set $P_{r}$ will cover the Pareto frontier or at least the space between the value vectors

$$
\left(\vec{v}_{\downarrow}^{\left(\pi_{\downarrow}\right)}, \vec{v}_{\times}^{\left(\pi_{\downarrow}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\downarrow}\right)}\right),\left(\vec{v}_{\downarrow}^{\left(\pi_{\times}\right)}, \vec{v}_{\times}^{\left(\pi_{\times}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\times}\right)}\right),\left(\vec{v}_{\downarrow}^{\left(\pi_{\uparrow}\right)}, \vec{v}_{\times}^{\left(\pi_{\uparrow}\right)}, \vec{v}_{\uparrow}^{\left(\pi_{\uparrow}\right)}\right)
$$

adequately, i.e., the resulting set of value vectors will be evenly distributed in the space between the extreme value vectors stemming from $\pi_{\downarrow}, \pi_{x}, \pi_{\uparrow}$. Furthermore, we expect that for practical problems, the following assumption will hold: If for a set of policies $P$ it is $P \subseteq \mathcal{P}_{\text {Pareto }}$ and $P$ contains not all Pareto optimal policies, then there exists a policy $\pi \in P$ and a state-action pair $(s, a) \in S \times A$ such that $\pi^{(s, a)} \notin P$ and $\pi^{(s, a)}$ is not dominated by any other policy in $P$. This especially means that there always is a "globally" non-dominated path of policies from a set $P$ of mutually non-dominating policies to a policy in $\mathcal{P}_{\text {Pareto }} \backslash P$ if $\mathcal{P}_{\text {Pareto }} \neq P$. We expect that this assumption holds for practical instances. Furthermore, we conjecture that our assumption is also true for the problem in general.

Concerning the general complexity of Algorithm 16, we note that, as this is a variation of Alg. 11, the same reasoning applies. However, the practical complexity should be lower than that of Alg. 11, as less SBMDP evaluations have to be performed.

### 3.2.2 Evaluation

We present a series of experiments where we consider several questions. First, we compare the performance of Algorithm 16 against a black-box multi-objective optimization method as reference. We choose SPEA2 [ZLT01] as reference since it is a well-studied, simple blackbox optimization algorithm with practical use [LMSM14]. Second, we evaluate the general performance of the algorithm with respect to problem size and the number of computed solutions. Third, we test our algorithm on a small example from the literature.

For the evaluation, we use a machine with an eight-core Intel Core i7-4790 CPU and 16 GB RAM. We set a time limit of 1000 s for SPEA2 and a limit for Algorithm 16 of 50000 checked policies. The archive size for SPEA2 is set to 50000 . Concerning the implementations, we use OpenMP parallelization methods to use multiple CPU cores when possible. Furthermore, we use advanced numerical algorithms to evaluate (3.15). Specifically, for large instances, we substitute the direct LU solver [Ste94] by preconditioned GMRES [Saa93, Ste94] with an ILU0-preconditioner. The code and testing infrastructure are available at [SB17, Sch17a].

The SPEA2 algorithm In detail, SPEA2 works, as each black-box algorithm, with potential solution from some solution space $I$. The algorithm keeps two sets of candidate solutions: a population $P$ and an archive $A$ where the non-dominated solutions are stored. In each iteration of the optimization cycle, $A$ is updated with non-dominated elements of $P$. Then, a selection step takes place in which first, all elements of $A \cup P$ are assigned a fitness value and then, the solutions with lower fitness values are chosen to generate new solutions by application of mutation and crossover operators ${ }^{2}$. The newly generated solutions are then the new population.

The distinctive feature of this algorithm is its approach to fitness evaluation: The fitness of an individual solution $p$ depends on the strength of other solutions $p^{\prime}$ that cover, i.e. dominate or are equal to $p$. The strength itself is defined as the number of covered solutions; thus, the non-dominated solutions have maximal strength and minimal fitness values by definition, otherwise the ranking aims at picking more diverse solutions, i.e., solutions that are more evenly distributed in the objective value space. A formal description of the heuristic is given in Algorithm 17.

In our SPEA2 implementation for multi-objective SBMDP optimization, we use problemspecific mutation and crossover operators. As possible solutions are pure policies, and, ultimately, integer vectors, the operators can be defined in a straightforward fashion. Mutation affects a decision in one state with probability $1 / n$, if $n$ is the number of states in the MDP, and replaces the previous action in the policy with a uniformly randomly chosen one. Crossover takes two "parent" policies and chooses for the result an action from either of the original policies with probability $1 / 2$.

The Multi-Server Queue Model For the first case study, we choose a parameterizable model instances of which can be easily generated. Concretely, we consider a multi-server queue model where servers can be switched off to save energy and switched on if the load in the system increases. Such queues are abstract models for server farms [GHA10]. The goal of this model is to find a compromise between small response times and low energy consumption; the uncertainty lies in the model dynamics.

[^2]```
Algorithm 17 The SPEA2 evolutionary multiobjective optimization heuristic
    function SPEA2 \(\left(N_{\text {population }} \in \mathbb{N}, N_{\text {archive }} \in \mathbb{N}, T \in \mathbb{N}\right)\)
        \(P \leftarrow\) initial population of size \(N_{\text {population }}\)
        \(A \leftarrow \varnothing\)
        \(t \leftarrow 0\)
        \(k \leftarrow\left\lfloor\sqrt{N_{\text {population }}+N_{\text {archive }}}\right\rfloor\)
        \(p \leftarrow\) selection pressure \(>\frac{1}{2}\)
        while true do
            Initialize working set \(W \leftarrow P \cup A\)
            Calculate for each \(i \in W\) its strength \(S(i)=|\{j \mid j \in W \wedge i \geqslant j\}|\) where \(\geqslant\) is the
    dominance relation.
            Calculate for each \(i \in W\) its raw fitness \(R(i)=\sum_{j \in W, j \geqslant i} S(j)\)
            Calculate for each \(i \in W\) the distance \(\sigma_{k}(i)\) to its \(k\)-th nearest neighbour in the
    objective space
                Calculate for each \(i \in W\) its fitness \(F(i)=R(i)+\frac{1}{\sigma_{k}(i)+2}\)
                \(A \leftarrow P O(W) \quad \square\) Copy all non-dominated solutions into the archive
                Truncate \(A\) to \(N_{\text {archive }}\) items
                if \(t \geqslant T\) or other termination criteria are met then
                return \(A\)
                \(M \leftarrow \varnothing \quad \triangleright\) initialize mating pool
            while \(|M|<N_{\text {population }}\) do
                    \(i, j \leftarrow\) random solutions from \(A\)
                    \(M \leftarrow M \cup\{\) with probability \(p\) the solution with lower fitness from \(\{i, j\}\}\)
            \(P \leftarrow\) recombination and mutation on \(M\)
            \(t \leftarrow t+1\)
```

We consider a system where customers arrive according to a Poisson process with rate $\lambda$ and require an exponentially distributed service with mean $\mu^{-1}$. As our algorithms are designed for discrete-time BMDPs, we apply uniformization as described in (1.18) and (1.20) in order to derive a discrete model where the probability of arrival of a customer in a time unit is $p$, the service probability is $q$ and, thus $\lambda$ and $\mu$ are multiples of $p^{-1}$ resp. $q^{-1}$. The system has a capacity of $m$ and contains $c$ servers. Each server can be in one of three states on, off and start. A server can be switched off after the end of a service or if it is idle. A server that is switched off immediately changes its state from on to off. Servers in state off can be switched on which means that they change their state to start. The duration of the starting period is exponentially distributed with rate $v$, then the server changes its state to on and is ready to serve customers. A state of the system can be described by $(i, j, k, l)$ where $i \in[0, m]$ describes the number of customers, $j, k, l$ include the number of servers in state on, start and off, respectively. Consequently, $j+k+l=c$ has to hold. The number of states equals $n=(m+1)(c+2)(c+1) / 2$. The reward in the state $(i, j, k, l)$ equals $(m-i) /\left(j \omega_{1}+k \omega_{2}+l \omega_{3}\right)$ where $\omega_{1}, \omega_{2}, \omega_{3}$ describe the energy consumption in the on, start, and off state.

The transition probabilities in this model are fixed for constant $\lambda, \mu, \nu, m, c$; in order to introduce uncertainty in the form of bounds, we set the upper bound $P_{\uparrow}^{a}$ by adding random Gaussian noise with mean 0.01 and variance 0.005 to the "theoretical" transition probabilities in $P_{\times}^{a}$ defined above. The lower bounds $P_{\downarrow}^{a}$ is generated analogously by subtracting Gaussian noise, also with mean 0.01 and variance 0.005 from the transition probabilities. All bounds are guaranteed to lie between 0 and 1.

Comparison to a generic heuristic As multi-scenario optimization for (stochastic) BMDPs is a new problem with little research on the topic, we choose to compare our approach to a black-box heuristic for lack of other known approaches. More specifically, we compare our algorithm to SPEA2 as it is a well-studied evolutionary optimization algorithm that is specifically designed to compute non-dominated sets for multi-objective optimization problems.

Comparison metrics To quantify performance differences, we use the coverage metric that has been introduced in [ZT99]. This performance metric is designed to compare two output sets of (heuristic) multi-objective optimization algorithms on the same problem and computes the fraction of one output set that is covered (that is, is dominated by or equal to) by an element of the other output set. Concretely, for two sets of vectors $X$ and $Y$, the coverage metric $C(X, Y)$ is defined by

$$
\begin{equation*}
C(X, Y)=\frac{|\{y \in Y \mid \exists x \in X: x \geqslant y\}|}{|Y|} \tag{3.16}
\end{equation*}
$$

$C(X, Y)=1$ means that all points in $Y$ are dominated by or equal to points in $X$ whereas $C(X, Y)=0$ means that no point in $Y$ is covered by a point in $X$. It is worth noting that the coverage metric is asymmetric and in most cases complete information about the dominance relation between $X$ and $Y$ can be derived only from both $C(X, Y)$ and $C(Y, X)$.

Results The results of the comparison can be found in Figures 3.5 and 3.6. The first figure describes the coverage metric where the first argument is the policy set computed by Alg. 16, the second figure describes the converse. In the run, SPEA2 always uses the time budget of 1000s while Alg. 16 never takes more than 330s.

The numeric results can be observed in Table 3.1. The number $t$ denotes the test case number, $T$ the time in seconds that Algorithm 16 has used. The times for SPEA2 are not shown as the algorithm stops on the timeout condition. $P_{H}$ and $P_{S}$ are the sets of computed policies by our heuristic (Alg. 16) resp. by SPEA2 (Alg. 17); $\left|P_{H}\right|$ and $\left|P_{S}\right|$ are then the respective numbers of policies computed by each algorithm. $C$ denotes the coverage metric as defined in (3.16): $C\left(P_{H}, P_{S}\right)$ denotes of the coverage of $P_{H}$ by $P_{S}$, and vice versa, $C\left(P_{S}, P_{H}\right)$ denotes the coverage of $P_{H}$ by $P_{S}$.

Table 3.1: Performance comparison of SPEA2 and Algorithm 16

| $m$ | c | \|S| | $t$ | $T$ (Alg. 16) | $\left\|P_{H}\right\|$ (Alg. 16) | $\left\|P_{S}\right\|$ (SPEA2) | $C\left(P_{H}, P_{S}\right)$ | $C\left(P_{S}, P_{H}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 9 | 1 | 0.1 | 4 | 661 | 1.0 | 1.0 |
|  |  |  | 2 | 0.03 | 4 | 831 | 1.0 | 1.0 |
|  |  |  | 3 | < 0.01 | 2 | 557 | 1.0 | 1.0 |
|  |  |  | 4 | $<0.01$ | 8 | 1168 | 1.0 | 1.0 |
| 2 | 2 | 18 | 1 | 0.04 | 144 | 700 | 1.0 | 0.0 |
|  |  |  | 2 | 0.02 | 90 | 273 | 1.0 | 0.0 |
|  |  |  | 3 | 0.01 | 16 | 399 | 1.0 | 0.0 |
|  |  |  | 4 | 0.06 | 192 | 235 | 1.0 | 0.0 |
| 2 | 3 | 30 | 1 | 3.16 | 2048 | 1385 | 1.0 | 0.0 |
|  |  |  | 2 | 8.83 | 3456 | 1678 | 1.0 | 0.0 |
|  |  |  | 3 | 27.9 | 6480 | 2304 | 1.0 | 0.0 |
|  |  |  | 4 | 32.09 | 6912 | 2289 | 1.0 | 0.0 |
| 3 | 1 | 12 | 1 | 0.01 | 4 | 498 | 1.0 | 1.0 |
|  |  |  | 2 | < 0.01 | 8 | 562 | 1.0 | 1.0 |
|  |  |  | 3 | < 0.01 | 8 | 494 | 1.0 | 1.0 |
|  |  |  | 4 | $<0.01$ | 8 | 663 | 1.0 | 1.0 |


| $m$ | c | \|S| | $t$ | T (Alg. 16) | $\left\|P_{H}\right\|$ (Alg. 16) | $\left\|P_{S}\right\|$ (SPEA2) | $C\left(P_{H}, P_{S}\right)$ | $C\left(P_{S}, P_{H}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 2 | 24 | 1 | 30.01 | 10368 | 1987 | 1.0 | 0.0 |
|  |  |  | 2 | 1.21 | 1728 | 1586 | 1.0 | 0.0 |
|  |  |  | 3 | 0.95 | 1536 | 1834 | 1.0 | 0.0 |
|  |  |  | 4 | 0.57 | 1024 | 1227 | 1.0 | 0.0 |
| 3 | 3 | 40 | 1 | 134.25 | 38626 | 3904 | 1.0 | 0.0 |
|  |  |  | 2 | 170.0 | 43446 | 1448 | 1.0 | 0.0 |
|  |  |  | 3 | 163.02 | 43555 | 3407 | 1.0 | 0.0 |
|  |  |  | 4 | 158.31 | 40326 | 2234 | 1.0 | 0.0 |
| 4 | 1 | 15 | 1 | 0.01 | 16 | 298 | 1.0 | 0.8125 |
|  |  |  | 2 | < 0.01 | 8 | 412 | 1.0 | 0.75 |
|  |  |  | 3 | $<0.01$ | 4 | 839 | 1.0 | 0.5 |
|  |  |  | 4 | < 0.01 | 12 | 193 | 1.0 | 0.583 |
| 4 | 2 | 30 | 1 | 124.77 | 17281 | 1372 | 1.0 | 0.0 |
|  |  |  | 2 | 15.94 | 6144 | 1680 | 1.0 | 0.0 |
|  |  |  | 3 | 0.86 | 1152 | 2679 | 1.0 | 0.0 |
|  |  |  | 4 | 0.18 | 256 | 1145 | 1.0 | 0.0 |
| 4 | 3 | 50 | 1 | 182.5 | 44040 | 3110 | 1.0 | 0.0 |
|  |  |  | 2 | 202.11 | 43835 | 2873 | 1.0 | 0.0 |
|  |  |  | 3 | 209.75 | 39181 | 1345 | 0.9993 | 0.0 |
|  |  |  | 4 | 196.69 | 39348 | 2720 | 1.0 | 0.0 |
| 5 | 1 | 18 | 1 | 0.01 | 16 | 1466 | 1.0 | 0.25 |
|  |  |  | 2 | 0.01 | 16 | 1138 | 1.0 | 0.3125 |
|  |  |  | 3 | 0.01 | 32 | 1545 | 1.0 | 0.21875 |
|  |  |  | 4 | 0.01 | 16 | 1375 | 1.0 | 0.0625 |
| 5 | 2 | 36 | 1 | 172.42 | 44852 | 1931 | 1.0 | 0.0 |
|  |  |  | 2 | 37.11 | 8192 | 2310 | 1.0 | 0.0 |
|  |  |  | 3 | 102.63 | 13824 | 1867 | 1.0 | 0.0 |
|  |  |  | 4 | 128.32 | 38334 | 1970 | 0.9995 | 0.0 |
| 5 | 3 | 60 | 1 | 195.88 | 43520 | 3555 | 1.0 | 0.0 |
|  |  |  | 2 | 233.39 | 41321 | 3594 | 1.0 | 0.0 |
|  |  |  | 3 | 203.18 | 41957 | 2995 | 1.0 | 0.0 |
|  |  |  | 4 | 186.82 | 36129 | 2493 | 1.0 | 0.0 |
| 6 | 1 | 21 | 1 | 0.02 | 64 | 605 | 1.0 | 0.09375 |
|  |  |  | 2 | 0.01 | 32 | 977 | 1.0 | 0.03125 |
|  |  |  | 3 | 0.01 | 64 | 1130 | 1.0 | 0.03125 |
|  |  |  | 4 | 0.01 | 64 | 756 | 1.0 | 0.0625 |
| 6 | 2 | 42 | 1 | 193.48 | 43583 | 2307 | 0.9996 | 0.0 |
|  |  |  | 2 | 197.19 | 46716 | 2687 | 1.0 | 0.0 |
|  |  |  | 3 | 148.53 | 41420 | 1631 | 1.0 | 0.0 |
|  |  |  | 4 | 254.92 | 18432 | 2657 | 1.0 | 0.0 |
| 6 | 3 | 70 | 1 | 355.77 | 40955 | 2563 | 1.0 | 0.0 |
|  |  |  | 2 | 321.47 | 41570 | 2506 | 1.0 | 0.0 |
|  |  |  | 3 | 330.95 | 41739 | 3310 | 1.0 | 0.0 |
|  |  |  | 4 | 330.95 | 36618 | 3288 | 1.0 | 0.0 |

It is easy to see that Algorithm 16 almost always delivers a significantly better performance with respect to both time complexity as well as quality of computed policies. In detail, in almost all test instances Algorithm 16 computes a set of policies that completely covers all solutions generated by SPEA2; the evolutionary heuristic, however, never produces a policy that strictly dominates a policy from Alg. 16 and is only able to yield comparable solutions on small instances with state space size of at most 20.


Figure 3.5: $C$ (heuristic, evolutionary) in dependence of state space size

Comparison to an exact computation For some instances, we furthermore compare the performance of Algorithm 16 to the exact approach in Algorithm 11. Concretely, we consider the case $m=2, c=3$. It turns out that for this case, the coverage metric is always 1. This suggests that Algorithm 16 may compute the complete Pareto frontier not only heuristically but also in theory. This is, however, a conjecture subject to further investigation. Formally, the conjecture can be stated as follows.

Conjecture 3.2.1. Let $P \subset \mathcal{P}_{\text {pure }}$. If for every $\pi \in P$ and every $\pi^{\prime} \in \mathcal{P}_{\text {pure }}$ with $d\left(\pi^{\prime}, \pi\right)=1$ holds that

$$
\vec{v}_{\downarrow}^{\left(\pi^{\prime}\right)} \leqslant \vec{v}_{\downarrow}^{\left(\pi^{*}\right)}, \vec{v}_{\times}^{\left(\pi^{\prime}\right)} \leqslant \vec{v}_{\times}^{\left(\pi^{*}\right)}, \vec{v}_{\uparrow}^{\left(\pi^{\prime}\right)} \leqslant \vec{v}_{\uparrow}^{\left(\pi^{*}\right)}
$$

for some other $\pi^{*} \in P$, then $P=\mathcal{P}_{\text {Pareto }}$.

Time complexity As the number of policies is bounded by an upper limit of 50000 and $|A|=o(|S|)$, the complexity can be roughly estimated by a cubic term in $|S|$. For practical applications, we are also interested in runtimes on real-life instances. To get an impression, we estimate the complexity by considering a number of test cases in a different, but more general and scalable model.

Grid model We consider here a model that resembles a grid with $n \cdot m$ states $S=$ $\left\{s_{i, j} \mid i \in[n], j \in[m]\right\}$ and $m$ actions $A=[m]$. The rewards for actions in each state are normally distributed with mean 100 and variance 20. The transition probabilities are also chosen randomly according to the Dirichlet distribution. Concretely, the transition probability vector from state $s_{i, j}$ to states $s_{\min (n, i+1), j^{\prime}}$ for action $a$ is Dirichlet-distributed


Figure 3.6: $C$ (evolutionary, heuristic) in dependence of state space size
with concentration parameters $\left(\alpha_{1}^{a}, \ldots, \alpha_{m}^{a}\right)$ where $\alpha_{j^{\prime}}^{a}=10$ if $a=j^{\prime}$ and $\alpha_{j^{\prime}}^{a}=1$ otherwise which yields an (expected) 10 times larger probability to land in $s_{i+1, a}$ than in other states. The upper and lower bounds are, as before, generated by adding and subtracting Gaussian noise.

Complexity We present the results in graphical form. The results themselves stem from runs of Algorithm 16 on instances of the grid model with up to 400 states, with $n$ and $m$ between 5 and 20. For each pair of values $(n, m)$, we create 4 instances to achieve a more representative data set. Our algorithm stops when either no non-dominated policy can be created or when the limit of 50000 evaluated policies is reached.

The results can be seen in Fig. 3.7. The red dots are the empirical data, the blue bars describe the mean along with a confidence interval that stems from a (scaled) $t$-distribution guess. The green line is the cubic regression term for convenience. The runtime complexity is polynomial, as the total number of policies that can be evaluated is bounded from above. The more interesting details in Fig. 3.7 are the values: One can see that even on large instances, the mean time until a non-dominated solution is generated lies under a second. This means that it is possible to incrementally compute the Pareto frontier, stopping the computation when the controller believes that the current set of policies is acceptable.

### 3.2.3 The Model of Autonomous Non-deterministic Tour Guides

Our second case study is inspired by "Autonomous Nondeterministic Tour Guides" (ANTG) in [CRI07, HHS16]. Models in [CRI07] are MDPs. In our experiment, we insert some uncertainties into the original MDP which integrate into the problem setting.


Figure 3.7: Mean time for a policy in dependence of problem size

The ANTG case study models a complex museum with a variety of collections. Due to the popularity of the museum, there are many visitors at the same time. Different visitors may have different preferences of arts. We assume the museum divides all collections into different categories which are separated into different rooms, and visitors can choose what they would like to visit and pay tickets according to their preferences. In order to obtain the best experience, a visitor can, prior to her visit, assign a predefined weight to each category denoting her preferences to the museum, and then design the best strategy for a visit. The problem with this approach is that the preference weights depend on many time-dependent factors such as price, weather, or the length of queue at that moment and are hard to compute in advance. In order to account for this, we allow uncertainties of preferences such that their values may lie in an interval and ask for the best strategies for a given museum. The solution in the form of the best policy or policies can then be used by the museum's administration for fare design decisions or load analysis; for a visitor, the policies can serve as a decision support for optimal museum experience.

For simplicity we assume all collections are organized in an $n \times n$ square with $n \geqslant 10$. Let $m=\frac{n-1}{2}$. We assume all collections at $(i, j)$ are assigned with a weight 1 if $|i-m|>\frac{n}{5}$ or $|j-m|>\frac{n}{5}$, with a weight 2 if $|i-m| \in\left(\frac{n}{10}, \frac{n}{5}\right]$ or $|j-m| \in\left(\frac{n}{10}, \frac{n}{5}\right]$; otherwise they are assigned with a weight interval $[3,4]$. In other words, we expect collections in the middle to be more popular and subject to more uncertainties than others. Furthermore, we assume that people at each location $(i, j)$ have two non-deterministic choices: either move to the north and east, that is, $(\min (n, i+1), \min (n, j+1))$ or to the north and west, that is, $(\min (n, i+1), \max (0, j-1))$ if $i \geqslant j$, while if $i \leqslant j$, they can move either to the north and east, $(\min (n, i+1), \min (n, j+1))$, or to the south and east, that is, $(\max (0, i-1), \min (n, j+1))$. The transitions also depend on the location of the collection. For the collections in the middle,
the main direction of transition is chosen with probability $[0.8,1]$ while the probability to move to some other neighbour collection is $[0,0.2]$. In the expected case, we set the probability to move to the collection in the main direction to 0.8 and distribute the remaining probability mass evenly among other neighbour collections. For collections outside the middle, the main direction (for example, north and west) is chosen with probability 1.

Therefore a model with parameter $n$ has $n^{2}$ states in total and roughly $2 n^{2}$ transitions, $2 \%$ of which are associated with uncertain weights and uncertain transition probabilities. Notice that a transition with uncertain weights essentially corresponds to several transitions with concrete weights.

We define a reward structure denoting the reward one can obtain by visiting each collection. For simplicity, we let the reward be the same as the weight of a collection. We can ask for the optimal policy for the expected discounted reward criterion, that is, in the scenario where it is preferable to make better rewarding moves early, which seems to be intuitively consistent with what museum visitors want to experience, if one assumes scarcity of cognitive resources [LKS ${ }^{+}$17].

Evaluation of the ANTG model We present an evaluation of the model for $10 \leqslant n \leqslant 20$, with the results depicted in Fig. 3.8. Again, the algorithms stop after no new policy can be constructed or after the number of evaluated policies exceeds 50000 . For convenience, the runtime and the number of policies are plotted in dependence of the number of states, which is $n^{2}$. We see that on large instances, the problem structure yields a large number of optimal policies, thus increasing the required runtime. On small instances, however, the number of optimal policies generated is small, which allows for a fast computation of the Pareto frontier. Furthermore, we see that the Pareto frontier is small when $n$ is odd, which can be explained as an inherent property of the model; this also means that for odd $n$, the choice among the optimal policies is small and (cognitively) easier for the controller.


Figure 3.8: Evaluation of the ANTG model

# A case study 

Don't tell me the moon is shining; show me the glint of light on broken glass.

- Anton Chekhov

IN this chapter, we present an application of our algorithms to a more involved model in contrast to "playground" models which we have used for performance evaluation. The model which we choose for analysis is a multi-component system with several degradation stages of the individual components which occur according to a phase-type distribution. We perform an analysis of this model by transforming it into concurrent and stochastic bounded-parameter models, applying our analysis techniques and, finally, comparing the resulting policies.

### 4.1 Model details

We consider a continuous-time model of $M \in \mathbb{N}$ components where each component with a given index $i \in[M]$ may proceed through $N_{i} \in \mathbb{N}$ stages of degradation, called operational phases $o_{i, 1}, \ldots, o_{i, N_{i}}$. In each operational phase, the component may either change into an operational phase that corresponds to a higher degree of degradation or fail completely. Failure is modeled as a replacement process in a dedicated renewal phase $n_{i}$ after which the component restarts in the operational phase $o_{i, N_{i}}$ that corresponds to a "new" state of the component. Furthermore, a maintenance action on the $i$-th component can be undertaken, which moves the $i$-th component into a maintenance phase $m_{i, j}$ from the operational phase $o_{i, j}$. In this phase, maintenance is performed which moves the $i$-th component into an operational stage which corresponds to a smaller degree of degradation after the maintenance process is done. Thus, the total set of phases of the $i$-th component can be described by $S_{i}=\left\{o_{i, N_{i}}, m_{i, N_{i}}, \ldots, m_{i, 2}, o_{i, 1}, n_{i}\right\}$. We note that with this definition, there is no maintenance phase that can be reached from operational phase with the highest degree of degradation, and hence, no phase $m_{i, 1}$ in the model.

In detail, the operational, repair, and replacement processes are modeled as absorbing Markov chains. The (positive real-valued) probability distribution associated with the absorption time in a Markov chain is known in literature as a phase-type distribution (PHD) [Neu79]. In general, phase-type distributions are very popular in modeling and analysis literature for applicability of analytical methods [He14] as well as for being a flexible modeling tool [BKF14, BKS14]. We note that approaches to approximate transition time distributions with the help of phase-type distributions have been previously considered in [YS04]; algorithms for the resulting semi-Markov decision processes where the Markovian property holds for the transition probabilities, but not for transition times, have been experimentally evaluated in [BDS17a]. For further reference on semi-Markov processes and their applications, we refer to [KBT75, Bar08]; here, we consider Markov decision models.

Mathematically, a phase-type distribution can be represented by a subgenerator matrix $\boldsymbol{D} \in \mathbb{R}^{n \times n}$ and a vector $\vec{\phi} \in \mathbb{R}_{\geqslant 0}^{1 \times n}$ with the constraints $\vec{\phi} \overrightarrow{1}=1, \boldsymbol{D} \overrightarrow{1} \leqslant 0$, and $\boldsymbol{D}(i, j) \geqslant 0 \Leftrightarrow$ $i \neq j$. This representation induces also a vector $\vec{d}=-\boldsymbol{D} \overrightarrow{1}$. The matrix $\boldsymbol{D}$ can be seen as a submatrix of a rate matrix $Q \in \mathbb{R}^{(n+1) \times(n+1)}$ in a continuous-time Markov chain with

$$
Q=\left(\begin{array}{cc}
\boldsymbol{D} & \vec{d} \\
\mathbf{0} & 0
\end{array}\right)
$$

Using the solution of the CTMC differential equation in (1.13) using matrix-exponential expressions as defined in (1.14), we can derive the corresponding probability density function $p(t)$ and the cumulative distribution function $F(t)$.

$$
\begin{align*}
& p(t)=\vec{\phi} \exp (\boldsymbol{D} t) \vec{d}  \tag{4.1}\\
& F(t)=1-\vec{\phi} \exp (\boldsymbol{D} t) \overrightarrow{1} \tag{4.2}
\end{align*}
$$

For the $i$-th component and the $j$-th operational phase, the sojourn time is modeled by a phase-type distribution with representation $\left(\boldsymbol{D}_{0}^{i, j}, \vec{\phi}_{o}^{i, j}\right)$. On an operational phase change, the controller may choose to repair the component. This choice invokes a maintenance process which lasts for a time that is distributed according to a PHD with a representation $\left(\boldsymbol{D}_{r}^{i, j}, \vec{\phi}_{r}^{i, j}\right)$, if repair occurred after the $j$-th operational phase. If no maintenance is performed, the component eventually fails and is replaced; similarly, the failure process in this failure phase is modeled by a PHD with representation $\left(\boldsymbol{D}_{f}^{i}, \vec{\phi}_{f}^{i}\right)$. The failure probability for the $i$-th component in the $j$-th operational phase is $f_{i, j}$, with $f_{i, 1}=1$. For compactness reasons we define $\bar{f}_{i, j}:=1-f_{i, j}$. Note that this implies no maintenance phase after the operational phase with index 1 .

The rewards of the $i$-th component are given by $r_{o, i, j}$ for the $j$-th operational phase and by $r_{r, i, j}$ for the $j$-th maintenance phase $m_{i, j} ; r_{f, i}$ denotes the (usually negative) reward in the failure state. Figure 4.1 depicts the inner workings of a single component.

We note that up to now, the consequences of degradation and maintenance are deterministic. To model stochastic transitions, we introduce a strictly lower triangular degradation matrix $\boldsymbol{H}_{i} \in \mathbb{R}^{N_{i} \times N_{i}}$ where $\boldsymbol{H}_{i}(s, t)$ describes the probability to change to the $t$-th operational phase after the $s$-th operational phase is completed. Mathematically, we have to enforce the constraints $H_{i}(s \bullet) \overrightarrow{1}=1$ for all $s>1$. Semantically, one can assume that components only degrade, that is, $\boldsymbol{H}_{i}(s, t)>0$ holds only for $s>t$. For example, in a component with four operational phases, the degradation matrix can look like

$$
\boldsymbol{H}_{i}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0.1 & 0.9 & 0 & 0 \\
0.01 & 0.1 & 0.89 & 0
\end{array}\right)
$$

In a similar way, consequences of maintenance actions can be modeled by an upper triangular repair matrix $\boldsymbol{R}_{i} \in \mathbb{R}^{N_{i} \times N_{i}}$ where the value $\boldsymbol{R}_{i}(s, t)$ denotes the probability of returning to the $t$-th operational phase from the $s$-th maintenance phase. Again, the mathematical constraint on this matrix is $\boldsymbol{R}_{i}(s \bullet) \overrightarrow{1}=1$ for $s>0$ (as there is no maintenance phase with index 1). A semantic constraint that can be imposed is that maintenance cannot degrade a component, which translates to the condition that $\boldsymbol{R}_{i}(s, t)>0$ holds only for $s \leqslant t$. An example repair matrix in a component with four operational phases is given below.

$$
\boldsymbol{R}_{i}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0.5 & 0.4 & 0.1 \\
0 & 0 & 0.6 & 0.4 \\
0 & 0 & 0 & 1
\end{array}\right)
$$



Figure 4.1: Visualization of operational, maintenance and repair phases in a single component

### 4.2 Towards an uncertain MDP

A naïve model can describe an $M$-component system by considering, first, $\prod_{i=1}^{M}\left(2 N_{i}\right)$ observable phases that can be identified with tuples $\left(s_{1}, \ldots, s_{M}\right)$ which describe individual states of each component. Each observable phase $\left(s_{1}, \ldots, s_{M}\right)$ can then be identified with a product state space of the underlying phase-type distributions of size $\prod_{i=1}^{M}\left(\operatorname{dim} \boldsymbol{D}^{i, s_{i}}\right)$ if $\boldsymbol{D}^{i, s_{i}}$ is the subgenerator matrix of the phase-type distribution in phase $s_{i}$. It is easy to see that, while being complete, this model grows exponentially large with growing number of components. In order to illustrate the size of the resulting model, we sketch a complete
construction first and then discuss possibilities to reduce the model size by sacrificing some of the precision and explicitly assuming that decisions depend on the current (operational) phase but not on the detailed state of the phase-type distribution processes.

### 4.2.1 Sketch of a complete MDP model

In detail, a state of one component can be modeled as one state in a continuous-time Markov decision process with $\sum_{j=0}^{N_{i}} \operatorname{dim} D^{i, j}$ states.

The states are encoded as follows: The first $\left(\operatorname{dim} \boldsymbol{D}_{o}^{i, N_{i}}\right)$ states correspond to the $N_{i}$ th operational phase, the next $\left(\operatorname{dim} \boldsymbol{D}_{r}^{i, N_{i}}\right)$ states correspond to the $N_{i}$ th repair phase, the next ( $\operatorname{dim} D_{o}^{i, N_{i}-1}$ ) states correspond to the $N_{i}-1$ st operational phase and so on, with the last ( $\operatorname{dim} D_{f}^{i}$ ) states corresponding to the failure phase. The process starts in the first state block, with the initial distribution vector being $\phi_{o}^{i, N_{i}} \otimes \vec{e}_{1, N_{i}}$.

Concerning the transition rate matrices, we first describe how the "ignore" action affects the dynamics of the system. In the "ignore" case, the transition rate matrix has the shape

$$
\begin{aligned}
& \boldsymbol{Q}_{i}^{\text {ignore }}= \\
& \left(\begin{array}{ccccc}
\boldsymbol{D}_{o}^{i, N_{i}} & \mathbf{0} & \boldsymbol{H}_{i}\left(N_{i}, N_{i}-1\right) \bar{f}_{i, N_{i}} \vec{d}_{o}^{i, N_{i}} \vec{\phi}_{o}^{i, N_{i}-1} & \ldots & f_{i, N_{i}} \vec{d}_{o}^{i, N_{i}} \vec{\phi}_{f}^{i} \\
\boldsymbol{R}_{i}\left(N_{i}, N_{i}\right) \vec{d}_{r}^{i, N_{i}} \vec{\phi}_{o}^{i, N_{i}} & \boldsymbol{D}_{r}^{i, N_{i}} & \boldsymbol{R}_{i}\left(N_{i}, N_{i}-1\right) \vec{d}_{r}^{i, N_{i}} \vec{\phi}_{o}^{i, N_{i}} & \ldots & \vdots \\
\vdots & \ddots & & & \boldsymbol{D}_{o}^{i, 1} \\
\mathbf{0} & \ldots & \vec{d}_{o}^{i, 1} \vec{\phi}_{f}^{i} \\
\vec{d}_{f}^{i} \vec{\phi}_{o}^{i, N_{i}} & \mathbf{0} & \ldots & \mathbf{0} & \boldsymbol{D}_{f}^{i}
\end{array}\right)
\end{aligned}
$$

while for the "repair" action, we have

$$
\boldsymbol{Q}_{i}^{\text {repair }}=\left(\begin{array}{ccccc}
\boldsymbol{D}_{o}^{i, N_{i}} & \vec{d}_{o}^{i, N_{i}} \vec{\phi}_{r}^{i, N_{i}} & \mathbf{0} & \ldots & \mathbf{0} \\
\boldsymbol{R}_{i}\left(N_{i}, N_{i}\right) \vec{d}_{r}^{i, N_{i}} \vec{\phi}_{o}^{i, N_{i}} & \boldsymbol{D}_{r}^{i, N_{i}} & \boldsymbol{R}_{i}\left(N_{i}, N_{i}-1\right) \vec{d}_{r}^{i, N_{i}} \vec{\phi}_{o}^{i, N_{i}} & \ldots & \\
\vdots & \ddots & & & \\
\mathbf{0} & \ldots & & \boldsymbol{D}_{o}^{i, 1} & \vec{d}_{o}^{i, 1} \vec{\phi}_{f}^{i} \\
\vec{d}_{f}^{i} \vec{\phi}_{o}^{i, N_{i}} & \mathbf{0} & \ldots & & \boldsymbol{D}_{f}^{i}
\end{array}\right) .
$$

We note here that the upper rows of the transition rate matrices correspond to the phases with higher indices. This also means that the matrices $\boldsymbol{R}_{i}$ and $\boldsymbol{H}_{i}$ which describe the stochastic consequences of maintenance and degradation, are read in the "opposite" direction, that is, the entries in lower rows of $\boldsymbol{R}_{i}$ and $\boldsymbol{H}_{i}$ influence the entries in the upper rows of $Q_{i}^{\text {ignore }}$ and $Q_{i}^{\text {repair }}$.

The reward vector $\vec{r}_{i}$ is then

$$
\vec{r}_{i}=\left(r_{o, i, N_{i}} \overrightarrow{1}_{\operatorname{dim} \boldsymbol{D}_{o}^{i, N_{i}},}^{\top} r_{r, i, N_{i}} \overrightarrow{1}_{\operatorname{dim} \boldsymbol{D}_{r}^{i, N_{i}}, \ldots, r_{i, f}}^{\left.\overrightarrow{1}_{\operatorname{dim} \boldsymbol{D}_{f}^{i}}^{\top}\right)^{\top} . . . . . .}\right.
$$

Then, to model the complete system, one combines the matrices with Kronecker operators. The matrix for the global "ignore" action is

$$
Q^{\text {ignore }}=\bigoplus_{i=1}^{M} Q_{i}^{\text {ignore }}
$$

the transition rate matrix for the "repair component $i$ " action is

$$
Q^{\text {repair, } i}=\left(\bigoplus_{j=1}^{i-1} Q_{j}^{\text {ignore }}\right) \oplus Q_{i}^{\text {repair }} \oplus\left(\underset{j=i+1}{M} Q_{j}^{\text {ignore }}\right)
$$

The transition rate matrix for the action "repair components $Z=\left\{i_{1}, \ldots, i_{\ell}\right\}$ " with $i_{1}<i_{2}<$ $\cdots<i_{\ell}$, if such an action is part of the system, is

$$
\begin{aligned}
Q^{\text {repair, } Z} & =\left(\bigoplus_{j=1}^{i_{1}-1} Q_{j}^{\text {ignore }}\right) \oplus Q_{i_{1}}^{\text {repair }} \oplus(\underset{k=1}{\oplus}(({\underset{j=i_{k}+1}{i_{k+1}-1}}_{\oplus}^{\overbrace{j}^{\text {ignore }}}) \oplus Q_{i_{k+1}}^{\text {repair }})) \oplus \\
& \oplus\left(\underset{j=i_{i}+1}{M} Q_{j}^{\text {ignore }}\right) .
\end{aligned}
$$

The combined reward vector $\vec{r}$ is defined by

$$
\vec{r}\left(\left(s_{1}, \ldots, s_{M}\right)\right)=\sum_{i=1}^{M} \vec{r}_{i}\left(s_{i}\right) .
$$

Analogously, one can define the matrices for the individual "repair" actions; modeling a limited maintenance resource can be done by not allowing further "repair" actions in states of the system where no additional maintenance can be performed.

### 4.2.2 Model aggregation

We observe that the complete model has the downside of suffering from the notorious state space explosion that occurs in most Markov models where several dimensions of state space are combined. Furthermore, the resulting optimal policy may depend on the states of the phase-type processes in each operational phase, which, however, are modeling artifacts and do not correspond to physical properties of the system. To cope with the latter issue, we assume that the controller's decisions depend only on the current operational phase of each component.

Following this assumption, and in order to keep the analysis computationally tractable, we consider a state space reduction method which approximates the phase-type distributions by exponential distributions, reducing the model size of a sigle component to $2 N_{i}$ states and the model size of $M$ components to $\prod_{i=1}^{M}\left(2 N_{i}\right)$. This number is still very large for $M \gg 2$, but this at least allows us to analyse two- and three-component systems.

Rate bounds for phase-type distributions In order to compute bounds for a phase-type distribution with representation $(\boldsymbol{D}, \vec{\phi})$, we have to compute rates $\lambda_{\downarrow}$ and $\lambda_{\uparrow}$ that approximate the time-dependent rate

$$
\begin{equation*}
\lambda(t)=\frac{\vec{\phi} \exp (t \boldsymbol{D}) \vec{d}}{\vec{\phi} \exp (t \boldsymbol{D}) \overrightarrow{1}} \tag{4.3}
\end{equation*}
$$

by bounding it from above and below with

$$
\begin{equation*}
\lambda_{\downarrow} \leqslant \frac{\vec{\phi} \exp (t \boldsymbol{D}) \vec{d}}{\vec{\phi} \exp (t \boldsymbol{D}) \overrightarrow{1}} \leqslant \lambda_{\uparrow} \tag{4.4}
\end{equation*}
$$

Little can be said about the matrix $\exp (t \boldsymbol{D})$, as a phase-type distribution can approximate any other distribution with positive real support [O'C99]. However, we observe that $\vec{\phi} \exp (t \boldsymbol{D}) \overrightarrow{1}$ is the sum of the entries of the vector $\vec{\phi} \exp (t \boldsymbol{D})$. Knowing that the vector $\vec{\phi} \exp (t \boldsymbol{D})$ is nonnegative, we conclude that $\vec{\psi}(t)=\frac{\vec{\phi} \exp (t \boldsymbol{D})}{\vec{\phi} \exp (t \boldsymbol{D}) \overrightarrow{1}}$ is a distribution vector, i. e., $\vec{\psi}(t) \geqslant \overrightarrow{0}, \vec{\psi}(t) \overrightarrow{1}=1$. Thus, $\lambda(t)$ is the product of a stochastic vector and $\vec{d}$, which can be bounded by

$$
\begin{equation*}
\min _{i \in[n]} \vec{e}_{i} \vec{d} \leqslant \vec{\psi}(t) \vec{d} \leqslant \max _{i \in[n]} \vec{e}_{i} \vec{d}=\lambda_{\uparrow} . \tag{4.5}
\end{equation*}
$$

However, the lower bound approximation for $\lambda(t)$ in (4.5) may be of little use to us, as the lower bound may be zero, if $\vec{d}=-\boldsymbol{D} \overrightarrow{1}$ has a zero entry. In this case, one can resort to an empirical sampling procedure such as the one described in Algorithm 18. This algorithm, given a discretization precision $\delta$, iteratively computes the minimal value of $\lambda(t)$ as defined in (4.3) for $t=i \delta, i \in \mathbb{N}$. This is repeated for all values of $i$ until the residual probability mass $1-F(t)$ is lower than a predefined threshold $\varepsilon . F(t)$ is here the continuous distribution function of the phase-type distribution, as defined in (4.2). Finally, Algorithm 18 yields a lower bound $\lambda_{\downarrow}$ for the time-dependent rate $\lambda(t)$.

```
Algorithm 18 A simple sampling procedure to compute the minimal rate of a given phase-
type distribution
    function PHASETYPELOWERBOUND \((\vec{\phi}, \boldsymbol{D}, \delta, \varepsilon)\)
        \(P \leftarrow 0, i \leftarrow 0\)
        \(\lambda_{\downarrow} \leftarrow \infty\)
        while \(P>\varepsilon\) do \(\quad \triangleright\) Iterate only until the residual probability mass is significant
            \(P \leftarrow \vec{\phi} \exp (\operatorname{Di\delta }) \overrightarrow{1} \quad \triangleright\) Compute the residual probability mass
            \(\lambda(t) \leftarrow \frac{\vec{\phi} \exp (t \boldsymbol{D}) \vec{d}}{\vec{\phi} \exp (t \boldsymbol{D}) \overrightarrow{1}}\)
            \(\lambda_{\downarrow} \leftarrow \min \left\{\lambda(t), \lambda_{\downarrow}\right\}\)
            \(i \leftarrow i+1\)
        return \(\lambda_{\downarrow}\)
```

Furthermore, the average rate $\lambda_{\times}$can be computed with

$$
\begin{equation*}
\lambda_{\times}=-\left(\vec{\phi} D^{-1} \overrightarrow{1}\right)^{-1} \tag{4.6}
\end{equation*}
$$

Having approximated the phase-type distributions in the operational phases by exponential distributions, we derive a stochastic bounded-parameter MDP model and a concurrent MDP model. The concurrent MDP model consists of several MDPs that correspond to different approximations of the phase-type distributions. That is, if we approximate the phase-type distribution ( $\boldsymbol{D}^{i, j}, \vec{\phi}^{i, j}$ ) with an exponential distribution with rate $\lambda^{i, j}$, we get, for a single component, the following transition rate matrices for the "ignore" and "repair" actions. Again, we keep the state ordering we described previously: the first state corresponds to the $N_{i}$ th operational phase, the second state corresponds to the $N_{i}$ th maintenance
phase and so on, with the $2 N_{i}$ th state corresponding to the failure and replacement phase.

$$
\begin{align*}
\tilde{\boldsymbol{Q}}_{i}^{\text {ignore }} & =\left(\begin{array}{ccccc}
-\lambda_{o}^{i, N_{i}} & 0 & \lambda_{o}^{i, N_{i}} \boldsymbol{H}_{i}\left(N_{i}, N_{i}-1\right) \bar{f}_{i, N_{i}} & \ldots & \lambda_{o}^{i, N_{i}} f_{i, N_{i}} \\
\lambda_{r}^{i, N_{i}} \boldsymbol{R}_{i}\left(N_{i}, N_{i}\right) & -\lambda_{r}^{i, N_{i}} & \lambda_{r}^{i, N_{i}} \boldsymbol{R}_{i}\left(N_{i}, N_{i}-1\right) & \ldots & \vdots \\
\vdots & \ddots & & & \\
0 & \ldots & & -\lambda_{o}^{i, 1} & \lambda_{o}^{i, 1} \\
\lambda_{f}^{i} & 0 & \ldots & -\lambda_{f}^{i}
\end{array}\right)  \tag{4.7}\\
\tilde{\boldsymbol{Q}}_{i}^{\text {repair }} & =\left(\begin{array}{ccccc}
-\lambda_{o}^{i, N_{i}} & \lambda_{o}^{i, N_{i}} & 0 & \ldots & 0 \\
\lambda_{r}^{i, N_{i}} \boldsymbol{R}_{i}\left(N_{i}, N_{i}\right) & -\lambda_{r}^{i, N_{i}} & \lambda_{r}^{i, N_{i}} \boldsymbol{R}_{i}\left(N_{i}, N_{i}-1\right) & \ldots & \\
\vdots & \ddots & & -\lambda_{o}^{i, 1} & \lambda_{o}^{i, 1} \\
0 & \ldots & & 0 & -\lambda_{f}^{i}
\end{array}\right)
\end{align*}
$$

The reward vector $\vec{s}_{i}$ in the $i$-th component is defined by

$$
\begin{equation*}
\vec{s}_{i}=\left(r_{o, i, N_{i}}, r_{r, i, N_{i}}, r_{o, i, N_{i}-1}, \ldots, r_{o, i, 1}, r_{i, f}\right)^{\top} \tag{4.8}
\end{equation*}
$$

Composition with limited maintenance resources If the number of components which can be in a maintenance phase is unbounded, then there is little motivation in considering composed models: The optimal policy for one component can be just executed in parallel for every component. The use of a combined state space becomes justified when the amount of repair resources is limited. We model this limitation by allowing at most $L \in \mathbb{N}$ components to be in maintenance phases.

In order to compose the components with the limitation of at most $1 \leqslant L \leqslant M$ components in maintenance phases, we proceed as follows. For simplicity, we assume that the replacement process in the failure phase can be entered by any number of components simultaneously. Otherwise, it is easy to see that if the number of simultaneously repairable components is limited, the number of reachable states is reduced; the total number of states in the aggregated model is then

$$
\prod_{i=1}^{M} N_{i}+\sum_{S \subseteq[M]:|S| \leqslant L}\left(\prod_{j \in S} N_{j}-1\right)\left(\prod_{i \in[M] \backslash S} N_{i}\right)
$$

which can be bounded by $\left(\sum_{k=0}^{L}\binom{M}{k}\right) \prod_{i=1}^{M} N_{i}$. For $L \ll M / 2$, this is less than the number of all states in the unrestricted model, which is $2^{M} \prod_{i=1}^{M} N_{i}$. In order to compute the transition matrices $\bar{Q}^{\text {ignore, } L}, \bar{Q}^{\text {repair, } L}$ in the reduced state spaces efficiently, we propose the following approach. Intuitively, the idea is to compute the reachable state space for increasing number of components and truncating the matrices if the corresponding states are not reachable.

For $i \in[M]$, we define the sets $T_{i}^{L}, C_{i}^{L}$, and $C_{L}$ by
$T_{1}^{L}=S_{1}, T_{i+1}^{L}=\left\{\left(s_{1}, \ldots, s_{i+1}\right) \in T_{i} \times S_{i+1} \mid\right.$ at most $L$ items are maintenance phases $\}$,
$C_{i}^{L}=\left\{\left(s_{1}, \ldots, s_{i}\right) \in T_{i} \mid\right.$ exactly $L$ items are maintenance phases $\}$,
and $C_{L}=C_{M}^{L}$. Here, the set $T_{i}^{L}$ is the set of reachable phases in the first $i$ components. The set $C_{i}^{L}$ is the set of phases in the first $i$ components where $L$ components are already in maintenance phases; for simplicity we assume that no further maintenance operation
can then be applied. Then, the transition rate matrices for the individual actions can be computed iteratively by setting

$$
\begin{align*}
\bar{Q}_{1}^{\text {ignore }, L} & =\tilde{\mathbf{Q}}_{1}^{\text {ignore }} \\
\bar{Q}_{i+1}^{\text {ignore } L} & =\left.\left(\overline{\boldsymbol{Q}}_{i}^{\text {ignore, } L} \oplus \tilde{\boldsymbol{Q}}_{i+1}^{\text {ignore }}\right)\right|_{T_{i+1}} \\
X_{i}^{L, i} & =\left.\left(\overline{\boldsymbol{Q}}_{i-1}^{\text {ignore, } L} \oplus \tilde{\boldsymbol{Q}}_{i}^{\text {repair }}\right)\right|_{T_{i}} \\
X_{j+1}^{L, i} & =\left.\left(X_{j}^{L, i} \oplus \tilde{\boldsymbol{Q}}_{i+1}^{\text {ignore }}\right)\right|_{T_{j+1}}  \tag{4.9}\\
\overline{\boldsymbol{Q}}^{\text {ignore }, L} & =\overline{\mathbf{Q}}_{M}^{\text {ignore, } L} \\
\overline{\boldsymbol{Q}}^{\text {repair }, L, i}(s \bullet) & = \begin{cases}\boldsymbol{X}_{M}^{L, i}(s \bullet) & s \notin C_{L} \\
\overline{\boldsymbol{Q}}^{\text {ignore }, L}(s \bullet) & s \in C_{L}\end{cases}
\end{align*}
$$

where $\left.A\right|_{S}$ is the matrix $A$ constrained to the rows and columns from the set $S$. If more than one component can be sent into maintenance simultaneously, then the transition rate matrix $\tilde{Q}^{\text {repair }, L, Z}$ for the action "send components $Z=\left\{i_{1}, \ldots, i_{\ell}\right\}$ with $|Z| \leqslant L$ and $i_{1}<i_{2}<\cdots<i_{\ell}$ into maintenance" can be computed analogously as follows. As in (4.9), we compute a set of helper matrices $\left(X_{j}^{Z, L}\right)_{i_{1}-1 \leqslant j \leqslant M}$ by

$$
\boldsymbol{X}_{j}^{L, Z}=\left.\left\{\begin{array}{ll}
\bar{Q}_{i-1}^{\text {ignore }, L} & j=i_{1}-1  \tag{4.10}\\
\left(\boldsymbol{X}_{j-1}^{L, Z} \oplus \tilde{\boldsymbol{Q}}_{i}^{\text {repair }}\right.
\end{array}\right)\right|_{T_{j}} \quad j \in Z .
$$

and define a helper function $m: \times_{i \in[M]} S_{i} \rightarrow[M]$ with

$$
m\left(s_{1}, s_{2}, \ldots, s_{M}\right)=\left\{i \mid s_{i} \text { is a maintenance phase }\right\}
$$

which computes the set of components currently in maintenance phases. From this we can derive the transition rate matrix

$$
\tilde{\boldsymbol{Q}}^{\text {repair }, L, Z}(s \bullet)= \begin{cases}\boldsymbol{X}_{M}^{L, Z}(s \bullet) & |m(s) \cup Z| \leqslant L  \tag{4.11}\\ \tilde{\boldsymbol{Q}}^{\text {ignore }, L}(s \bullet) & \text { otherwise }\end{cases}
$$

The reward vector in this continuous-time process is $\vec{s}$ with $\vec{s}\left(s_{1}, \ldots, s_{M}\right)=\sum_{i=1}^{M} \vec{s}_{i}\left(s_{i}\right)$.
We observe that for every choice of exponential distribution parameters, we get a continuous-time MDP with at most $M+1$ different actions and transition probability matrices

$$
\boldsymbol{P}^{\text {ignore }, L}, \boldsymbol{P}^{\text {repair }, 1, L}, \ldots, \boldsymbol{P}^{\text {repair }, M, L}
$$

that are generated from the action matrices

$$
\bar{Q}^{\text {ignore }, L}, \bar{Q}^{\text {repair }, 1, L}, \ldots, \bar{Q}^{\text {repair }, M, L}
$$

by deriving the exponential distribution parameter $\vec{\beta}=\operatorname{diag}\left(-\bar{Q}^{\text {ignore, } L}\right)^{1}$ and setting

$$
P^{a}\left(s, s^{\prime}\right)= \begin{cases}\frac{\bar{Q}^{a}\left(s, s^{\prime}\right)}{\bar{\beta}(s)} & s \neq s^{\prime} \\ 0 & s=s^{\prime}\end{cases}
$$

[^3]We note that the exact values in $P^{a}$ are dependent on the choice of the distribution parameters, and, ultimately, on the rate approximations for the phase-type distributions. Choosing minimal, maximal, and average rates as aggregates for the PH distributions, we obtain in total at most $3 \sum_{i=1}^{M} N_{i}$ scenarios which we can consider as a concurrent MDP.

Usually, we are interested in a limited number of scenarios in order to simplify decision making. Here, it seems natural to choose minimal, maximal, and average rates for all distributions, which results in three scenarios.

Pessimistic scenario Choose the maximal rate for the degradation processes and the minimal rate for the repair and replacement processes

Optimistic scenario Choose the minimal rate for the degradation processes and the maximal rate for the repair and replacement processes

## Average scenario Choose the average rates for all processes

For the stochastic bounded-parameter model, the upper and lower bounds can be derived as follows. By choosing the maximal and minimal rate bounds as computed by (4.5) and Algorithm 18, we obtain two Markov decision processes with corresponding transition probability matrices $\boldsymbol{P}_{\max }^{a}, \boldsymbol{P}_{\min }^{a}$. The lower and upper bound matrices $\boldsymbol{P}_{\downarrow}^{a}, \boldsymbol{P}_{\uparrow}^{a}$ can be then computed element-wise with

$$
\begin{aligned}
& \boldsymbol{P}_{\downarrow}^{a}\left(s, s^{\prime}\right)=\min \left\{\boldsymbol{P}_{\max }^{a}\left(s, s^{\prime}\right), \boldsymbol{P}_{\min }^{a}\left(s, s^{\prime}\right)\right\}, \\
& \boldsymbol{P}_{\uparrow}^{a}\left(s, s^{\prime}\right)=\max \left\{\boldsymbol{P}_{\max }^{a}\left(s, s^{\prime}\right), \boldsymbol{P}_{\min }^{a}\left(s, s^{\prime}\right)\right\} .
\end{aligned}
$$

The average scenario described above, derived from the average rate model, serves as the average case in the stochastic BMDP.

Using the uniformization technique described in subsection 1.5.5, we can translate this continuous-time model into a discrete-time model with equal distribution over sequences of states, which allows us to analyse it with the methods discussed in the previous chapter.

### 4.3 Evaluation

We consider two and three-component models with two and four operational phases in each component. The goal of this experiment is to observe how well the algorithms perform in practice and what kind of solutions they generate. For the CMDP model, the topic of interest is the performance of the compromise policy against the scenario-specific policies in each scenario. For the BMDP model, the question of interest is the shape and size of the Pareto frontier.

Model parameters We consider a general model for a varying number of operational phases and components and one simultaneous maintenance dispatch which is computed deterministically. The parameters of the model are the number of operational phases $N \in \mathbb{N}$ and the number of components $M \in \mathbb{N}$. Only one maintenance process can be launched with an action. Given these numbers, we compute a component with $N$ operational phases with the following transition rates and rewards and initial distribution vector $\vec{q}=\vec{e}_{1}$. To keep things simple, we consider deterministic transitions after degradation and maintenance.

| $M$ | $N$ | states | actions |
| :---: | :---: | ---: | ---: |
| 2 | 2 | 15 | 3 |
| 2 | 4 | 55 | 3 |
| 3 | 2 | 54 | 4 |
| 3 | 4 | 350 | 4 |

Table 4.1: State and action space sizes of the generated models

$$
\begin{aligned}
\boldsymbol{D}_{o}^{i, j} & =\left(\begin{array}{ccc}
-j & j & 0 \\
0 & -j & j \\
0 & 0 & -j
\end{array}\right), \vec{\phi}_{o}^{i, j}=(1,0,0) \\
\boldsymbol{D}_{r}^{i, j} & =10 \cdot \boldsymbol{D}_{o}^{i, j}, \vec{\phi}_{r}^{i, j}=(1,0,0) \\
\boldsymbol{D}_{f}^{i} & =\left(\begin{array}{cccc}
-3 & 2.9 & 0 & 0 \\
0 & -1 & 0.9 & 0 \\
0 & 0 & -0.5 & 0.4 \\
0 & 0 & 0 & -1.0
\end{array}\right), \vec{\phi}_{f}^{i}=(1,0,0,0) \\
f_{i, j} & =\frac{1}{j} \\
\boldsymbol{R}_{i} & =\left(\begin{array}{ll}
0 & \mathbf{0} \\
\mathbf{0} & \mathbf{I}
\end{array}\right) \\
\boldsymbol{H}_{i} & =\left(\begin{array}{ll}
\mathbf{0} & 0 \\
\mathbf{I} & \mathbf{0}
\end{array}\right) \\
r_{o, i, j} & =10-\frac{1}{j}, r_{r, i, j}=\frac{r_{o, i, j}}{2}, r_{f, i}=0
\end{aligned}
$$

Experiment setup We generate the composed component model for $N \in\{2,4\}$ and $M \in$ $\{2,3\}$ and transform it into a BMDP and CMDP model as described above. The set of non-dominated solutions is computed with Algorithm 16. A solution to the concurrent MDP with three scenarios (fast degradation and slow maintenance, average case and slow degradation and fast maintenance) with respective weights $(0.3,0.4,0.3)$ is generated by Algorithm 14. It is important to note here that the CMDP and BMDP results are not necessarily comparable to each other, as the lower bound for the value in a BMDP can be achieved in our model by not only fast degradation, but also fast maintenance in operational phases $o_{i, 1}$ that correspond to nearly dysfunctional components. We describe thus results for the different optimization procedures individually.

Results The models have three and four actions and between 15 and 350 states (cf. Table 4.1). On the reference machine with an Intel Xeon E5-2690v2 CPU with 3.0 GHz and 126GB RAM, the CMDP algorithms are able to compute the result in under one minute for all instances, while the BMDP algorithm needs five hours to complete on the largest instance and under one minute on all other instances.

For BMDPs, a set of three-dimensional result values that correspond to the pessimistic, average, and optimistic values of the policy in the state $s=\left(o_{1, N_{1}}, o_{2, N_{2}}, \ldots, o_{M, N_{M}}\right)$ where all components are new is computed. Here, we give its projections on two dimensions in three plots. In the first plot, we show the performance of the policies in the pessimistic case and the average case. In the second plot, we show the performance of the policies in the average case and the optimistic case. In the third plot, the projection on the optimistic and pessimistic cases is shown. As the plots show two-dimensional projections of three-

| $v_{\text {pes }}$ | $v_{\mathrm{avg}}$ | $v_{\text {opt }}$ |
| :--- | :--- | :--- |
| 545.822 | 1177.582 | 1899.990 |

Table 4.2: Non-dominated solution of the composed component model with 2 components, 2 operational phases each, and one repair worker.

|  | $\pi_{\text {Compromise }}$ | $\pi_{\text {Pessimistic }}$ | $\pi_{\text {Average }}$ | $\pi_{\text {Optimistic }}$ |
| :--- | ---: | ---: | ---: | ---: |
| $v_{\text {pes }}$ | 569.04453 | 569.04453 | 564.98463 | 499.34518 |
| $v_{\text {avg }}$ | 1177.58247 | 1143.10126 | 1177.58247 | 893.53251 |
| $v_{\text {opt }}$ | 1899.97009 | 1899.97009 | 1899.97008 | 1899.97009 |

Table 4.3: Concurrent MDP evaluation of the composed component model with 2 components, 2 operational phases each, and one repair worker.

|  | $\pi_{\text {Compromise }}$ | $\pi_{\text {Pessimistic }}$ | $\pi_{\text {Average }}$ | $\pi_{\text {Optimistic }}$ |
| :--- | ---: | ---: | ---: | ---: |
| $v_{\text {pes }}$ | 581.28922 | 582.67427 | 581.28915 | 571.31713 |
| $v_{\text {avg }}$ | 1354.23228 | 1202.47153 | 1354.23227 | 1145.74765 |
| $v_{\text {opt }}$ | 1949.99121 | 1949.99121 | 1949.99121 | 1949.99121 |

Table 4.4: Concurrent MDP evaluation of the composed component model with 2 components, 4 operational phases each, and one repair worker.
dimensional values, some of the policies might seem dominated in the figures while in reality, they are non-dominated either in other projections or in states different from the initial state.

For the model with two components and two operational phases each, only one nondominated solution has been generated. The resulting values can be seen in Table 4.2. The difference in values between this table and Table 4.3 is explained by noting that the pessimistic scenario in the BMDP model depends on the policy and may differ from the pessimistic scenario in the concurrent MDP model.

The results can be seen in Figure 4.2-Figure 4.4. The blue dots depict the computed solutions in value space. Note that as the values are three-dimensional and some of them are non-dominated in components that correspond to other states than $s$, some of the computed policies may seem dominated in the two-dimensional projections.

One can see in these figures that the BMDP problem yields a multitude of non-dominated solutions with different values. In the case where the relative costs of the best and worst cases are not known to the user initially, she can in each individual case select a solution that suits her needs best from the non-dominated set.

For CMDPs, we compare the solution to the concurrent MDP problem to the best solution in each individual scenario, with the results visible in Table 4.3-Table 4.6. The rows of the table correspond to the scenarios (pessimistic scenario: fast degrading and slow maintenance, average scenario: average rates, optimistic scenario: slow degrading and fast maintenance) and the columns correspond to the computed policies (compromise policy and the policies optimal for the individual scenarios). The entries of the tables correspond to the achieved values in the respective scenarios by the corresponding policies. We observe that the computed compromise policy behaves well in all situations. This means that in the case where the relative costs of the worst, best and average cases are known and the scenarios which provide these cases are also known, the solution of the concurrent MDP formulation can be used in all situations without sacrificing much in comparison to the optimal solution and surpassing the policy for an "average" scenario.

Summing up, we can say that our approaches are suitable to compute adequate policies for realistic models.

|  | $\pi_{\text {Compromise }}$ | $\pi_{\text {Pessimistic }}$ | $\pi_{\text {Average }}$ | $\pi_{\text {Optimistic }}$ |
| :--- | ---: | ---: | ---: | ---: |
| $v_{\text {pes }}$ | 1984.30152 | 1996.44531 | 1914.44455 | 1649.69997 |
| $v_{\text {avg }}$ | 2735.98954 | 2403.17911 | 2735.98954 | 2350.53765 |
| $v_{\text {opt }}$ | 3799.70048 | 3799.70048 | 3799.70047 | 3799.70023 |

Table 4.5: Concurrent MDP evaluation of the composed component model with 3 components, 2 operational phases each, and one repair worker.

|  | $\pi_{\text {Compromise }}$ | $\pi_{\text {Pessimistic }}$ | $\pi_{\text {Average }}$ | $\pi_{\text {Optimistic }}$ |
| :--- | ---: | ---: | ---: | ---: |
| $v_{\text {pes }}$ | 2819.32931 | 2834.98959 | 2154.40526 | 1825.5998 |
| $v_{\text {avg }}$ | 2988.00942 | 2873.92278 | 3039.02119 | 2452.73866 |
| $v_{\text {opt }}$ | 3898.51107 | 3898.51107 | 3899.61343 | 3899.61343 |

Table 4.6: Concurrent MDP evaluation of the composed component model with 3 components, 4 operational phases each, and one repair worker.

(a) Minimum and average values.


Figure 4.2: Evaluation of the composed component model with 2 components, 4 operational phases each, and one repair worker.

(a) Minimum and average values.


Figure 4.3: Evaluation of the composed component model with 3 components, 2 operational phases each, and one repair worker.

(a) Minimum and average values.


Figure 4.4: Evaluation of the composed component model with 3 components, 4 operational phases each, and one repair worker.

## Discussion

Failure is not an option-it is mandatory. The option is whether or not to let failure be the last thing you do.

- Howard Tayler

We briefly overview our results. No scientific work, especially no PhD thesis, is a monolithic piece of research. A PhD thesis in computer science is in most cases a compilation of several publications with some further results on top, and this work is no exception; it also cannot be claimed that this work closes all questions on model uncertainty in Markov decision processes for good ${ }^{1}$. To put this in a less philosophical manner, this work extends previous literature, answers some of newly arisen questions, and motivates further research. Here, we discuss our results in the previous research context and consider possible future research directions.

### 5.1 Conclusions

This work started as an investigation of model uncertainty in MDPs. Basic formalisms which capture this notion have been considered by Silver [Sil63], Satia and Lave [SL73], White and El-Deib [WED94], Givan et al. [GLD00], and many others such as [Iye05]. The goal of this work was to establish theoretical and practical results for the different formalisms of model uncertainty in MDPs, with an emphasis on the bounded-parameter MDP and the concurrent MDP models.

Theoretical results In the beginning, we pursued the theoretical implications of uncertainty in Markov decision processes, including the aforementioned models, but also parametric formalisms and related questions. This has led to a set of theoretical results which we have discussed in chapter 2 and which can be summarized as follows. First, boundedparameter models (and some other models with convex uncertainty sets) can be reduced to zero-sum two-player stochastic games with perfect information and vice versa, which establishes some (albeit already proven) results on stationary policies with zero further cost. Second, additional extensions of the uncertainty model which allow dependencies in the transition probabilities across states result in NP-hard decision problems. Generalizing the result, we can conclude that violation of the Markovian assumption in the model makes policy optimization a hard task. Moreover, the Markovian assumption is violated when considering the finite-horizon expected total reward criterion on the bounded-parameter (BMDP) uncertainty model, which also leads to NP-hardness of policy optimization. Third,

[^4]multi-scenario optimization problems also turned out be theoretically hard. In detail, hardness of optimization of a single policy for multiple (at least two) MDPs with shared state and action spaces (stochastic multi-scenario MDP problem) has been shown, as well as hardness of finding a policy for a BMDP subject to given value vector constraints. Finally, we extend the bounded-parameter MDP model to capture a prior distribution on the uncertainty set in order to allow for more multi-objective applications.

Algorithms The hardness results in chapter 2 have motivated us to consider empirical approaches to uncertain MDP problems, with focus on the expected discounted reward optimality criterion. In chapter 3, we have picked out two problems from multi-scenario optimization and have applied methods from algorithm engineering to them. For the stochastic multi-scenario MDP problem, we have discussed different exact and heuristic approaches; it turns out that the heuristics are significantly faster in terms of time complexity and do not sacrifice much of the solution quality.

The second problem in chapter 3 is the Pareto frontier enumeration problem for BMDPs (and their extension, stochastic BMDPs), if the optimistic, pessimistic and average cases are considered simultaneously, resulting in a multi-objective problem. For this problem, we design an algorithm that is theoretically correct as well as an heuristic. Unfortunately, the theoretically correct algorithm cannot be applied in practice for reasons of prohibitive complexity, but the evaluation of the heuristic shows, again, promising and practically usable results.

Applications In chapter 4 we have considered a complex stochastic model of several components sharing limited maintenance resources. Given the model, we have derived concurrent and bounded-parameter MDP formulations for the problem of finding an optimal maintenance schedule. Furthermore, for some instances of this problem, we have applied the algorithms derived in chapter 3 and showed the numerical results. It turns out that the BMDP formulation yields a large number of mutually non-dominated policies from which the user may select the one that suits her best. For the solution of the CMDP formulation we can say that it behaves well in all given scenarios, in contrast to the scenariospecific policies.

### 5.2 Future work

Obvious starting points for future work on uncertain MDPs are different optimality criteria. For instance, one may ask for optimal policies in the case of hyperbolic discounting or other aggregated measure of an infinite sequence of rewards. However obvious, these questions seem to be more of an academic interest to a researcher, as common MDP literature [Kal83, Put94, Kal16] concerns itself mainly with finite-horizon, expected average and expected discounted reward criteria.

A question that has been raised while submitting some of the results from chapter 3 by a reviewer was to consider the formalism of stochastic BMDPs in a different fashion. As a SBMDP is, ultimately, a set of MDPs $M_{\uparrow}$ with a prior distribution with some density $p$, one can ask for a policy that maximises the reward measure subject to the distribution, that is, given a reward measure $v: M_{\uparrow} \times F \rightarrow \mathbb{R}$, maximize $\int_{M_{\downarrow}} v(M, f) p(M) \mathrm{d} M$, where $F$ is a set of policies. This is, ultimately, a continuous stochastic programming problem, which boils down to volume optimization. While it is widely assumed that volume optimization is a computationally hard problem [Kha93], knowledge about the empirical performance of current approaches would be beneficial. A positive result would encourage a comparison to the BMDP algorithms presented in chapter 3, a negative result would show that this approach does not scale to practical problems.

We note here that our current results already allow one to approximate the solution of the continuous stochastic optimization problem. A valid solution approach would be to subdivide the uncertainty set into a finite number of subsets and solve a discrete stochastic optimization problem for aggregates over these subsets. It is easy to see that the latter sub-problem is exactly the stochastic multi-scenario problem for MDPs we have considered in the first part of chapter 3. The quality of this approximation depends largely on the properties of the probability distribution over the uncertainty set; for a continuous probability density function the limit of the approximation (with number of subsets of the uncertainty set going to infinity) is exactly the desired value, but the convergence speed is not clear and subject to future research.

Furthermore, for the stochastic optimization problem for bounded-parameter MDPs, where a weighted sum of the lower bound, upper bound, and average value has to be optimized, the same approach can be used without much change if the MDPs from the uncertainty set which provide lower and upper bounds are independent of the chosen policy, that is, if there exist global MDPs $M_{\downarrow}, M_{\uparrow} \in M_{\uparrow}$ which minimize resp. maximize the value function for all policies. For general BMDPs, this problem is open yet we conjecture that a policy iteration-based approach would still be suitable, at least as a heuristic.

Similar questions, of course, could be asked for other NP-hard problems we have discussed in chapter 2. Again, empirical performance measurements are an interesting topic for future work. In particular, we believe that it is possible to devise an efficient algorithm for the following problem: Given a BMDP and a constraint $v$ on a value function for the lower or upper bound, optimize the other value function. Formally speaking, the task is to compute

$$
\max _{\pi \in \mathcal{P}_{\text {pure },}, \vec{q}^{\top} \vec{v}_{\uparrow}^{(\pi)} \geqslant v} \vec{q}^{\top} \vec{v}_{\downarrow}^{(\pi)}
$$

and, symmetrically,

$$
\max _{\pi \in \mathcal{P}_{\text {pure }}, \vec{q}^{\top} \vec{v}_{\downarrow}^{(\pi)} \geqslant v} \vec{q}^{\top} \vec{v}_{\uparrow}^{(\pi)} .
$$

We believe that it is possible to solve this problem with a policy iteration-like approach efficiently [BS17b].

Furthermore, there is always a question of further applicability of established results. We believe that the empirical results from chapter 3 can be applied to multi-objective MDPs which are modeled as MDPs with more than one reward component. Existing literature on that topic concentrates on deterministic MDPs [PW10] and stochastic optimization problems in this context $\left[\mathrm{RSS}^{+} 14, \mathrm{RWO} 14\right]$ or, in our view, largely theoretical value iteration-like approaches [Whi82] and we believe it would be fruitful to transfer our approaches to plain multi-objective MDP models.

# Concurrent MDP algorithms evaluation 

There is no data like more data.
— Robert Mercer
On the following pages, we present the data obtained while evaluating the algorithms for concurrent Markov decision process optimization.
Table A.1: CMDP algorithms for $\gamma=0.9$ on stochastic models

| Parameters |  |  | CPolicyOpt, Alg. 13 |  |  | CPurePolicyOpt, Alg. 14 |  |  | $\mathrm{QCLP}(3.4)$ |  |  |  | MIP (3.9) |  |  | $\mathrm{NLP}(3.5),(3.8)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| K | $n$ | ${ }^{m}$ | $t$ | $\sigma_{t}$ | diff |  |  |  | $t$ |  | err | diff | $t$ | $\sigma_{t}$ | diff | $t$ |  | diff |
| 2 | 2 | 2 | 0.01s | 0.00s | 0.15\% | 0.01 s | 0.00s | 0.16\% | 0.13s | 0.18 s | 0 | 0.01\% | 0.03s | 0.04s | 0.16\% | 0.01s | 0.00s | 0.13\% |
| , | 2 | 3 | 0.01s | 0.00s | 0.10\% | 0.01s | 0.00s | 0.13\% | 0.26s | 0.24s | 0 | 0.01\% | 0.03s | 0.01s | 0.13\% | 0.01s | 0.00s | 0.09\% |
| 2 | 2 | 5 | 0.01s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.01\% | 0.53s | 0.18 s | 0 | 0.00\% | 0.04s | 0.02s | 0.01\% | 0.02s | 0.00s | 0.00\% |
| 2 | 5 | 2 | 0.01s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.00\% | 1.84s | 1.09s | 0 | 0.00\% | 0.06s | 0.05s | 0.00\% | 0.01s | 0.00s | 0.00\% |
| 2 | 5 | 3 | 0.01s | 0.00s | 0.02\% | 0.01s | 0.00s | 0.02\% | 3.82s | 1.14s | 0 | 0.01\% | 0.11s | 0.08s | 0.00\% | 0.02s | 0.01s | 0.00\% |
| 2 | 5 | 5 | 0.01s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.00\% | 7.49s | 2.03 s | 0 | 0.08\% | 0.17s | 0.10s | 0.00\% | 0.02s | 0.01s | 0.01\% |
| 2 | 10 | 2 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 18.02s | 2.665 | 0 | 0.04\% | 0.12s | 0.08s | 0.00\% | 0.03 s | 0.05s | 0.00\% |
| 2 | 10 |  | 0.01s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.00\% | 23.30s | 5.965 | 0 | 0.11\% | 0.29s | 0.10s | 0.00\% | 0.02s | 0.00s | 0.00\% |
| 2 | 10 | 5 | 0.01s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.00\% | 47.38s | 7.53s | 0 | 0.27\% | 0.44s | 0.08s | 0.00\% | 0.03s | 0.01s | 0.00\% |
|  | 20 | 2 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 126.27s | 8.69s | 0 | 0.18\% | 0.42s | 0.11s | 0.00\% | 0.05s | 0.08s | 0.00\% |
| 2 | 20 | 3 | 0.01s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.00\% | 177.77s | 31.81s | 0 | 0.37\% | 0.90s | 0.53s | 0.00\% | 0.05s | 0.05s | 0.00\% |
| 2 | 20 | 5 | 0.03s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.00\% | 311.98s | 31.39s | 0 | 0.80\% | 7.56s | 12.18s | 0.00\% | 0.08 s | 0.11s | 0.00\% |
| 2 | 50 | - | 0.03s | 0.00s | 0.00\% | 0.02s | 0.00s | 0.00\% | 1549.57s | 78.02s | 15 | 0.90\% | 13.83s | 13.57s | 0.00\% | 0.94s | 1.44s | 0.00\% |
| 2 | 50 | 3 | 0.05s | 0.01 s | 0.00\% | 0.02s | 0.00s | 0.00\% | 2042.48s | 147.55s | 19 | 1.92\% | 1428.89s | 2062.73s | 0.00\% | 0.84s | 2.03s | 0.00\% |
|  | 50 | 5 | 0.20s | 0.02 s | 0.00\% | 0.04s | 0.01s | 0.00\% | 4757.31s | 288.29s | 19 | 3.00\% | 4498.39s | 1500.01s | 0.00\% | 0.72s | 1.33s | 0.00\% |
| 2 | 100 | 2 | 0.12s | 0.01 s | 0.00\% | 0.06s | 0.01s | 0.00\% | 4985.54s | N/A | 29 | 1.19\% | 3722.95s | 2101.85 s | 0.00\% | 5.12s | 11.26s | 0.00\% |
| 2 | 100 | 3 | 0.29s | 0.03 s | 0.00\% | 0.10s | 0.02 s | 0.00\% | N/A | N/A | 30 | N/A | 4330.59 s | 1695.82s | 0.00\% | 8.45s | 29.63 s | 0.00\% |
| 2 | 100 | 5 | 1.26s | 0.10s | 0.00\% | 0.19s | 0.04s | 0.00\% | N/A | N/A | 30 | N/A | 4835.52s | 832.06s | 0.01\% | 12.14s | 37.16s | 0.00\% |
| , | 200 | 2 | 1.06s | 0.14 s | 0.00\% | 0.42s | 0.12s | 0.00\% | N/A | N/A | 30 | N/A | 4964.15s | 22.57s | 0.00\% | 65.99s | 186.64s | 0.19\% |
|  | 200 |  | 3.06s | 0.30s | 0.00\% | 0.63s | 0.24s | 0.00\% | N/A | N/A | 30 | N/A | 4763.11s | 880.47 | 0.01\% | 19.79s | 28.01s | 0.00\% |
| 2 | 200 | 5 | 10.78s | 0.56s | 0.00\% | 1.31s | 0.34 s | 0.00\% | 5030.34s | N/A | 29 | 1.74\% | 4987.08s | 1.65s | 0.02\% | 161.92s | 369.07s | 0.00\% |
| 2 | 300 |  | 4.46s | 0.55s | 0.00\% | 1.32s | 0.55s | 0.00\% | 4999.95s | 2.88s | 28 | 0.76\% | 4965.71s | 20.83s | 0.00\% | 369.16s | 798.14s | 0.22\% |
| 2 | 300 | 3 | 12.72s | 0.84s | 0.00\% | 2.61s | 0.94s | 0.00\% | 5013.44s | N/A | 29 | 1.07\% | 4828.58s | 842.55s | 0.01\% | 1206.53s | 1372.55s | 0.32\% |
| 2 | 300 | 5 | 42.15s | 2.23 s | 0.00\% | 4.39s | 1.89s | 0.00\% | 5105.98 s | 25.37s | 29 | 0.75\% | 4986.8 | 1.61s | 0.02\% | 196.75s | 243.60s | 0.00\% |
| 3 |  | 2 | 0.01s | 0.00s | 0.04\% | 0.01s | 0.00s | 0.19\% | 0.24s | 0.28s | 0 | 0.00\% | 0.03 s | 0.05s | 0.19\% | 0.01s | 0.00s | 0.02\% |
| 3 | 2 | 3 | 0.01s | 0.00 s | 0.01\% | 0.01s | 0.00s | 0.01\% | 0.40s | 0.28 s | 0 | 0.01\% | 0.03s | 0.02s | 0.01\% | 0.02s | 0.00s | 0.00\% |
| 3 | 2 | 5 | 0.01s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.00\% | 0.80s | 0.38 s | 0 | 0.02\% | 0.05s | 0.02s | 0.00\% | 0.02s | 0.00s | 0.01\% |
| 3 | 5 | 2 | 0.01s | 0.00s | 0.01\% | 0.01s | 0.00s | 0.01\% | 3.57s | 1.86s | 0 | 0.01\% | 0.08s | 0.05s | 0.00\% | 0.01s | 0.00s | 0.00\% |
| 3 | 5 | 3 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 7.06s | 0.87s | 0 | 0.01\% | 0.23s | 0.07s | 0.00\% | 0.02s | 0.00s | 0.00\% |
| 3 | 5 | 5 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 11.66s | 3.04s | 0 | 0.23\% | 0.365 | 0.07s | 0.00\% | 0.02s | 0.01s | 0.01\% |
| 3 | 10 |  | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 35.44s | 2.77s | 1 | 0.04\% | 0.31s | 0.08s | 0.00\% | 0.02s | 0.01s | 0.00\% |
| 3 | 10 | 3 | 0.01s | 0.00 s | 0.00\% | 0.01s | 0.00s | 0.00\% | 47.28 s | 7.365 | 0 | 0.17\% | 0.52s | 0.15s | 0.00\% | 0.03s | 0.04s | 0.00\% |
| 3 | 10 | 5 | 0.02s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.01\% | 82.87s | 14.46s | 1 | 0.15\% | 1.26s | 0.87s | 0.00\% | 0.04s | 0.04s | 0.00\% |
| 3 | 20 | 2 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 247.76s | 27.59s | 6 | 0.43\% | 0.78 s | 0.34s | 0.00\% | 0.04s | 0.03s | 0.00\% |
| 3 | 20 | 3 | 0.02s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 300.79s | 47.58s | 3 | 0.76\% | 7.55s | 6.25 s | 0.00\% | 0.07s | 0.07s | 0.00\% |
| 3 | 20 | 5 | 0.07s | 0.01s | 0.00\% | 0.01s | 0.00s | 0.00\% | 453.55s | 66.34s | 12 | 1.58\% | 202.32s | 314.09s | 0.00\% | 0.13s | 0.15s | 0.00\% |
| 3 | 50 | 2 | 0.04s | 0.00s | 0.00\% | 0.03s | 0.00s | 0.00\% | 3786.02s | 164.11s | 27 | 1.67\% | 1895.67s | 2313.69s | 0.00\% | 0.90s | 1.87s | 0.00 |


|  |  |
| :---: | :---: |
|  |  |
|  |  |
|  | 各 <br>  |
|  |  |
|  |  |
|  |  <br>  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  <br>  |
|  |  |
|  |  <br>  |
|  |  <br>  |
|  |  |
|  |  |
|  |  |
|  |  |

Table A.2: CMDP algorithms for $\gamma=0.9$ on deterministic models

| Parameters |  |  | CPolicyOpt, Alg. 13 |  |  | CPurePolicyOpt, Alg. 14 |  |  | QCLP (3.4) |  |  |  | MIP (3.9) |  |  | $\mathrm{NLP}(3.5)$, (3.8) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| K | $n$ | m | $t$ |  | diff |  |  |  | ${ }^{t}$ |  | err | diff | $t$ | $\sigma_{t}$ | diff | $t$ |  | diff |
| 2 | 2 | 2 | 0.01s | 0.00s | 0.14\% | 0.01 s | 0.00s | 0.26\% | 0.10s | 0.165 | 0 | 0.19\% | 0.02 s | 0.01 s | 0.26\% | 0.01s | 0.00s | 0.13\% |
| 2 | 2 | 3 | 0.01s | 0.00s | 0.19\% | 0.01s | 0.00s | 1.32\% | 0.12s | 0.16s | 0 | 0.00\% | 0.02s | 0.01 s | 1.32\% | 0.01s | 0.01s | 0.03\% |
| 2 | 2 | 5 | 0.01s | 0.00s | 0.09\% | 0.01s | 0.00s | 0.15\% | 0.41s | 0.24s | 0 | 0.00\% | 0.03s | 0.02 s | 0.15\% | 0.02s | 0.01s | 0.07\% |
| 2 | 5 | 2 | 0.01s | 0.00s | 0.93\% | 0.01s | 0.00s | 0.96\% | 1.21s | 0.81s | 0 | 0.11\% | 0.03s | 0.03 s | 0.77\% | 0.02s | 0.00s | 0.48\% |
| 2 | 5 | 3 | 0.01s | 0.00s | 0.27\% | 0.01s | 0.00s | 1.07\% | 3.11s | 1.43s | 0 | 0.09\% | 0.06s | 0.065 | 0.40\% | 0.02s | 0.01s | 0.08\% |
|  | 5 | 5 | 0.01s | 0.00s | 0.46\% | 0.01 s | 0.00 s | 1.06\% | 6.99s | 1.53s | 0 | 0.59\% | 0.13s | 0.07s | 0.53\% | 0.03s | 0.01s | 0.37\% |
| 2 | 10 | 2 | 0.01s | 0.00 s | 0.21\% | 0.01s | 0.00s | 1.28\% | 18.34s | 1.78 s | 0 | 0.52\% | 0.08 s | 0.05 s | 0.51\% | 0.02s | 0.01s | 0.16\% |
| 2 | 10 | 3 | 0.01s | 0.00s | 0.09\% | 0.01s | 0.00s | 0.27\% | 25.95s | 3.47s | 0 | 0.58\% | 0.24s | 0.11s | 0.07\% | 0.03s | 0.01s | 0.40\% |
| 2 | 10 | 5 | 0.01s | 0.00 s | 0.19\% | 0.01s | 0.00s | 0.76\% | 44.51s | 5.50s | 0 | 2.17\% | 0.31s | 0.09 s | 0.19\% | 0.06s | 0.14s | 0.11\% |
| 2 | 20 | 2 | 0.01s | 0.00s | 0.13\% | 0.01s | 0.00s | 1.16\% | 128.16s | 9.53s | 0 | 1.35\% | 0.265 | 0.07s | 0.10 | 0.24s | 1.11s | 0.37\% |
|  | 20 |  | 0.01s | 0.00s | 0.29\% | 0.01s | 0.00s | 0.72\% | 177.28s | 26.70s | 0 | 1.87\% | 0.43s | 0.08 s | 0.09\% | 0.04s | 0.01s | 0.12\% |
| 2 | 20 | 5 | 0.03s | 0.00s | 0.47\% | 0.01s | 0.00s | 0.63\% | 281.89s | 19.64s | 0 | 3.81\% | 1.16s | 0.68s | 0.03\% | 0.91s | 2.78s | 0.30\% |
| 2 | 50 | 2 | 0.02s | 0.00s | 1.22\% | 0.01s | 0.00s | 1.17\% | 1228.97s | 276.58s | 17 | 16.15\% | 1.11s | 0.59s | 0.03\% | 0.83s | 3.63s | 0.30\% |
| 2 | 50 | 3 | 0.05s | 0.01s | 0.39\% | 0.01s | 0.00s | 0.70\% | 1838.67s | 217.44s | 13 | 14.90\% | 20.11s | 36.63s | 0.01\% | 0.17s | 0.10s | 0.43\% |
|  | 50 | 5 | 0.18s | 0.02 s | 0.44\% | 0.02s | 0.01 s | 1.08\% | 4510.64s | 383.20s | 12 | 29.56\% | 2704.16s | 2036.70s | 0.01\% | 0.26s | 0.14s | 0.70\% |
| 2 | 100 | 2 | 0.12s | 0.02s | 0.50\% | 0.05s | 0.02s | 1.13\% | 4972.13s | 3.98s | 27 | 27.61\% | 41.82 s | 110.17s | 0.02\% | 3.78s | 16.81s | 0.39\% |
| 2 | 100 | 3 | 0.35s | 0.05 s | 0.35\% | 0.09s | 0.03 s | 0.68\% | 4986.96s | N/A | 29 | 35.47\% | 3551.61s | 2109.59s | 0.00\% | 4.81s | 20.13s | 0.41\% |
| 2 | 100 | 5 | 1.37s | 0.10s | 0.52\% | 0.18s | 0.05 s | 0.41\% | 4991.09s | 0.70s | 27 | 40.25\% | 4982.85s | 13.31s | 0.00\% | 16.60s | 43.22s | 0.41\% |
| , | 200 | , | 1.45s | 0.23 s | 0.37\% | 0.53s | 0.23 s | 0.59\% | N/A | N/A | 30 | N/A | 4384.69s | 1505.36 | 0.00\% | 33.61s | 110.80s | 0.32\% |
|  | 200 |  | 5.06s | 0.65 s | 0.47\% | 1.10s | 0.42 s | 0.78\% | N/A | N/A | 30 | N/A | 4987.55s | 2.75s | 0.01\% | 82.29s | 198.82s | 0.34\% |
| - | 200 | 5 | 13.73s | 0.71s | 0.47\% | 1.81s | 0.64 s | 0.49\% | N/A | N/A | 30 | N/A | 4986.54s | 1.82s | 0.00\% | 115.10s | 257.24s | 0.46\% |
|  | 300 | 2 | 7.05s | 0.83 s | 0.44\% | 3.41s | 2.168 | 0.64\% | N/A | N/A | 30 | N/A | 4961.23s | 12.35s | 0.00\% | 401.08s | 705.86s | 0.23\% |
| 2 | 300 | 3 | 25.00s | 2.12s | 0.64\% | 5.61s | 2.12s | 0.79\% | N/A | N/A | 30 | N/A | 4986.36s | 3.365 | 0.00\% | 898.27s | 1114.78s | 0.25\% |
| 2 | 300 | 5 | 57.99s | 2.62s | 0.51\% | 9.07s | 2.885 | 0.41\% | N/A | N/A | 30 | N/A | 4884.5 | 538.21 | 0.00\% | 599.02s | 1045.03s | 0.34\% |
| 3 | 2 | 2 | 0.00s | 0.00s | 0.34\% | 0.01s | 0.00 s | 0.80\% | 0.14s | 0.24s | 0 | 0.01\% | 0.02s | 0.01s | 0.80\% | 0.02s | 0.01s | 0.30\% |
| 3 | 2 | 3 | 0.01s | 0.00s | 0.57\% | 0.01s | 0.00s | 0.95\% | 0.26s | 0.19s | 0 | 0.04\% | 0.03s | 0.02s | 0.93\% | 0.02s | 0.01s | 0.27\% |
| 3 | 2 | 5 | 0.01s | 0.00s | 0.13\% | 0.01s | 0.00s | 0.73\% | 0.53s | 0.22s | 0 | 0.04\% | 0.03s | 0.02s | 0.73\% | 0.02s | 0.01s | 0.01\% |
|  | 5 | , | 0.01s | 0.00s | 0.55\% | 0.01s | 0.00s | 1.50\% | 1.97s | 1.05s | 0 | 0.63\% | 0.05s | 0.03s | 1.45\% | 0.02s | 0.01s | 0.28\% |
| 3 | 5 | 3 | 0.01s | 0.01 s | 0.51\% | 0.01s | 0.00s | 1.44\% | 6.08s | 1.87s | 0 | 0.20\% | 0.14s | 0.10s | 1.18\% | 0.02s | 0.01s | 0.23\% |
| 3 | 5 | 5 | 0.01s | 0.01 s | 1.28\% | 0.01s | 0.00s | 1.19\% | 11.30s | 2.45 s | 0 | 0.84\% | 0.30s | 0.10s | 0.57\% | 0.03s | 0.01 s | 0.41\% |
|  | 10 | 2 | 0.01s | 0.00s | 1.07\% | 0.01s | 0.00s | 2.14\% | 36.66s | 2.27s | 0 | 1.30\% | 0.18s | 0.07s | 0.67\% | 0.03s | 0.01s | 0.71\% |
| 3 | 10 | 3 | 0.01s | 0.00s | 0.67\% | 0.01s | 0.00s | 2.59\% | 46.82s | 7.90s | 0 | 2.00\% | 0.37s | 0.07s | 0.39\% | 0.03s | 0.01 s | 0.69\% |
| 3 | 10 | 5 | 0.02s | 0.01 s | 1.28\% | 0.01s | 0.00s | 1.79\% | 75.97s | 9.70s | 0 | 2.97\% | 0.56s | 0.15s | 0.04\% | 0.04s | 0.01s | 1.10\% |
| 3 | 20 | 2 | 0.01s | 0.00 s | 0.76\% | 0.01s | 0.00s | 1.45\% | 247.40s | 39.87s | 1 | 3.25\% | 0.39s | 0.10s | 0.12\% | 0.03s | 0.01s | 0.35\% |
| 3 | 20 | 3 | 0.02s | 0.00s | 1.35\% | 0.01s | 0.00s | 1.58\% | 309.74s | 65.68s | 2 | 6.07\% | 1.05s | 0.54s | 0.12\% | 0.05s | 0.02s | 0.69\% |
| 3 | 20 | 5 | 0.06s | 0.01s | 1.05\% | 0.01s | 0.00s | 1.16\% | 484.39s | 75.57s | 2 | 9.11\% | 13.70s | 23.53s | 0.08\% | 0.40s | 1.82s | 0.67\% |
| 3 | 50 | 2 | 0.03s | 0.01 s | 0.96\% | 0.01s | 0.01s | 1.71\% | 2648.98s | 908.89s | 26 | 29.92\% | 20.17s | 25.13s | 0.05\% | 0.17s | 0.10s | 0.46\% |
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| Parameters |  |  | CPolicyOpt, Alg. 13 |  |  | CPurePolicyOpt, Alg. 14 |  |  | QCLP (3.4) |  |  |  | MIP (3.9) |  |  | NLP (3.5), (3.8) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| K | $n$ | $m$ | $t$ | $\sigma_{t}$ | diff | $t$ | $\sigma_{t}$ | diff | $t$ | $\sigma_{t}$ | err | diff | $t$ | $\sigma_{t}$ | diff | $t$ | $\sigma_{t}$ | diff |
| 2 | 2 | 2 | 0.01s | 0.00s | 0.01\% | 0.01 s | 0.00s | 0.11\% | 0.19s | 0.16s | 0 | 13.56\% | 0.02s | 0.01s | 0.11\% | 0.01 s | 0.00s | 0.00\% |
| 2 | 2 | 3 | 0.01s | 0.00s | 0.03\% | 0.01 s | 0.00s | 0.04\% | 0.43 s | 0.18s | 0 | 4.10\% | 0.03s | 0.01s | 0.04\% | 0.02 s | 0.00s | 0.00\% |
| 2 | 2 | 5 | 0.01s | 0.00s | 0.02\% | 0.01s | 0.00 s | 0.02\% | 0.75 s | 0.21s | 0 | 7.60\% | 0.04s | 0.03s | 0.02\% | 0.02 s | 0.01 s | 0.01\% |
| 2 | 5 | 2 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 1.73 s | 0.93s | 0 | 2.69\% | 0.04s | 0.02s | 0.00\% | 0.02s | 0.00s | 0.00\% |
| 2 | 5 | 3 | 0.01s | 0.00s | 0.01\% | 0.01 s | 0.00s | 0.01\% | 3.08 s | 1.34s | 0 | 11.55\% | 0.10s | 0.06s | 0.01\% | 0.02 s | 0.00s | 0.00\% |
| 2 | 5 | 5 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.01\% | 7.08s | 1.67s | 0 | 3.20\% | 0.21s | 0.09s | 0.00\% | 0.02 s | 0.01 s | 0.02\% |
| 2 | 10 | 2 | 0.01s | 0.00s | 0.01\% | 0.01s | 0.00s | 0.01\% | 18.80s | 5.24s | 0 | 0.13\% | 0.13s | 0.09s | 0.01\% | 0.02 s | 0.00s | 0.01\% |
| 2 | 10 | 3 | 0.01s | 0.00s | 0.01\% | 0.01s | 0.00s | 0.01\% | 28.72s | 4.64s | 0 | 0.51\% | 0.28 s | 0.10s | 0.01\% | 0.02 s | 0.01 s | 0.01\% |
| 2 | 10 | 5 | 0.01s | 0.00s | 0.01\% | 0.01s | 0.00s | 0.00\% | 50.50s | 13.38 s | 0 | 0.75\% | 0.44 s | 0.12s | 0.00\% | 0.02s | 0.00s | 0.00\% |
| 2 | 20 | 2 | 0.01s | 0.00s | 0.05\% | 0.01s | 0.00s | 0.05\% | 142.11s | 40.90s | 0 | 0.10\% | 0.41s | 0.09s | 0.05\% | 1.48s | 7.99s | 0.05\% |
| 2 | 20 | 3 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 211.66s | 56.54s | 3 | 0.22\% | 1.10s | 1.33s | 0.00\% | 0.03 s | 0.00s | 0.00\% |
| 2 | 20 | 5 | 0.03 s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 403.56s | 72.55s | 0 | 0.21\% | 9.08 s | 9.00s | 0.00\% | 0.04 s | 0.01 s | 0.00\% |
| 2 | 50 | 2 | 0.03 s | 0.00s | 0.03\% | 0.02s | 0.00s | 0.03\% | 1768.33s | 321.01s | 23 | 0.14\% | 11.26 s | 14.93s | 0.03\% | 0.09s | 0.11 s | 0.03\% |
| 2 | 50 | 3 | 0.05 s | 0.01s | 0.03\% | 0.03s | 0.01s | 0.03\% | 3583.94s | 520.03s | 22 | 0.06\% | 1509.47s | 1979.04s | 0.03\% | 0.11s | 0.10s | 0.03\% |
| 2 | 50 | 5 | 0.21s | 0.01s | 0.00\% | 0.04s | 0.01s | 0.00\% | 4908.50s | 221.20s | 22 | 0.51\% | 3889.11s | 1962.86s | 0.00\% | 0.15 s | 0.09s | 0.00\% |
| 2 | 100 | 2 | 0.13s | 0.01s | 0.02\% | 0.07s | 0.01 s | 0.02\% | 4988.81s | 1.36s | 23 | 0.53\% | 4159.98s | 1822.15s | 0.03\% | 0.64s | 1.51s | 0.02\% |
| 2 | 100 | 3 | 0.31s | 0.03 s | 0.00\% | 0.10s | 0.02 s | 0.00\% | 4986.25s | 3.93s | 24 | 0.65\% | 4513.03s | 1453.39s | 0.00\% | 0.70s | 0.78s | 0.00\% |
| 2 | 100 | 5 | 1.20s | 0.08s | 0.00\% | 0.18s | 0.05 s | 0.00\% | 4986.28s | 3.91s | 28 | 2.90\% | 4845.01s | 783.31s | 0.01\% | 1.24s | 1.38s | 0.00\% |
| 2 | 200 | 2 | 1.28s | 0.17s | 0.00\% | 0.41 s | 0.13 s | 0.00\% | 4995.82s | 4.71s | 26 | 1.04\% | 4599.40s | 1210.58s | 0.00\% | 2.99s | 4.33 s | 0.00\% |
| 2 | 200 | 3 | 3.26s | 0.29s | 0.00\% | 0.70s | 0.28 s | 0.00\% | 5001.21s | 12.13s | 22 | 1.64\% | 4662.92s | 1233.65s | 0.01\% | 5.34s | 5.96s | 0.00\% |
| 2 | 200 | 5 | 9.65s | 0.43 s | 0.00\% | 1.18s | 0.48 s | 0.00\% | 5038.45 s | 35.34s | 26 | 2.11\% | 4827.51s | 873.36s | 0.02\% | 6.75 s | 6.87s | 0.00\% |
| 2 | 300 | 2 | 5.47s | 0.63 s | 0.00\% | 1.38 s | 0.57s | 0.00\% | 5021.09s | 20.36s | 20 | 0.91\% | 4666.60s | 1198.98s | 0.00\% | 9.81s | 11.25s | 0.00\% |
| 2 | 300 | 3 | 13.89s | 1.20s | 0.00\% | 2.65 s | 1.12s | 0.00\% | 5063.96s | 37.92s | 25 | 1.20\% | 4985.65s | 1.30s | 0.01\% | 14.36s | 16.46s | 0.00\% |
| 2 | 300 | 5 | 38.51s | 2.07s | 0.00\% | 4.14s | 1.98 s | 0.00\% | 5040.03s | 37.89s | 20 | 9.20\% | 4982.83s | 5.59s | 0.03\% | 28.32 s | 36.84s | 0.00\% |
| 3 | 2 | 2 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.01\% | 0.32s | 0.22s | 0 | 18.53\% | 0.03s | 0.04s | 0.01\% | 0.01s | 0.00s | 0.00\% |
| 3 | 2 | 3 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.02\% | 0.56 s | 0.30s | 0 | 14.26\% | 0.03 s | 0.02s | 0.02\% | 0.02s | 0.00s | 0.00\% |
| 3 | 2 | 5 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.05\% | 1.17s | 0.30s | 0 | 4.40\% | 0.05 s | 0.03s | 0.05\% | 0.02s | 0.01s | 0.25\% |
| 3 | 5 | 2 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 3.50s | 2.00s | 0 | 2.26\% | 0.08s | 0.04s | 0.00\% | 0.02s | 0.00s | 0.00\% |
| 3 | 5 | 3 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 6.75s | 1.90s | 0 | 0.61\% | 0.20s | 0.07s | 0.00\% | 0.02s | 0.00s | 0.00\% |
| 3 | 5 | 5 | 0.01s | 0.00s | 0.03\% | 0.01s | 0.00s | 0.05\% | 11.06s | 3.07s | 0 | 2.34\% | 0.34s | 0.07s | 0.01\% | 0.02s | 0.01s | 0.02\% |
| 3 | 10 | 2 | 0.01s | 0.00s | 0.02\% | 0.01 s | 0.00s | 0.02\% | 39.60s | 10.51s | 2 | 0.15\% | 0.28 s | 0.07s | 0.02\% | 0.02s | 0.00s | 0.02\% |
| 3 | 10 | 3 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 58.55s | 12.85s | 1 | 0.19\% | 0.43s | 0.07s | 0.00\% | 0.02s | 0.00s | 0.00\% |
| 3 | 10 | 5 | 0.02s | 0.00s | 0.01\% | 0.01s | 0.00s | 0.01\% | 95.13s | 15.03s | 5 | 0.20\% | 1.33s | 1.20s | 0.00\% | 0.03s | 0.01s | 0.01\% |
| 3 | 20 | 2 | 0.01s | 0.00s | 0.00\% | 0.01s | 0.00s | 0.00\% | 290.71s | 58.66s | 9 | 0.14\% | 0.71s | 0.25s | 0.00\% | 0.02s | 0.01s | 0.00\% |
| 3 | 20 | 3 | 0.02s | 0.00s | 0.00\% | 0.01 s | 0.00s | 0.00\% | 382.45s | 99.49s | 9 | 0.27\% | 6.85 s | 6.44s | 0.00\% | 0.03s | 0.01s | 0.00\% |
| 3 | 20 | 5 | 0.07s | 0.01s | 0.00\% | 0.02 s | 0.00s | 0.00\% | 655.95s | 180.59s | 14 | 0.21\% | 286.39s | 431.43 s | 0.00\% | 0.04s | 0.01s | 0.00\% |
| 3 | 50 | 2 | 0.04s | 0.01 s | 0.04\% | 0.02s | 0.00s | 0.04\% | 3904.61s | 303.57s | 26 | 0.01\% | 1281.28s | 1846.00s | 0.04\% | 0.08s | 0.02s | 0.04\% |
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Table A.4: CMDP algorithms for $\gamma=0.999$ on deterministic models

| Parameters |  |  | CPolicyOpt, Alg. 13 |  |  | CPurePolicyOpt, Alg. 14 |  |  | $\mathrm{QCLP}(3.4)$ |  |  |  | MIP (3.9) |  |  | $\mathrm{NLP}(3.5),(3.8)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| K |  |  | $t$ |  | diff |  |  |  | $t$ |  | er | diff | $t$ |  | diff | $t$ |  | diff |
| 2 | 2 | 2 | 0.01s | 0.00 s | 0.00\% | 0.01 s | 0.00 s | 0.00\% | 0.35 s | 0.18 s | 0 | 4.75\% | 0.02s | 0.01 s | 0.00\% | 0.01s | 0.00s | 0.00\% |
| 2 | 2 | 3 | 0.01s | 0.00s | 0.95\% | 0.01s | 0.00s | 1.18\% | 0.40s | 0.19s | 0 | 13.99\% | 0.03s | 0.01 s | 1.18\% | 0.02s | 0.01s | 0.00\% |
| 2 | 2 | 5 | 0.01s | 0.00 s | 0.63\% | 0.01s | 0.00 s | 1.85\% | 0.75s | 0.13 s | 0 | 10.69\% | 0.03s | 0.02 s | 1.85\% | 0.02s | 0.01s | 0.01\% |
| 2 | 5 | 2 | 0.01s | 0.00 s | 1.02\% | 0.01s | 0.00 s | 2.06\% | 1.77 s | 0.835 | 0 | 16.50\% | 0.03 s | 0.02 s | 1.39\% | 0.03s | 0.01s | 0.11\% |
|  | 5 | 3 | 0.01s | 0.00s | 0.55\% | 0.01s | 0.00s | 1.83\% | 3.23s | 1.11s | 0 | 20.25\% | 0.04s | 0.03 s | 1.66\% | 0.03s | 0.01s | 0.26\% |
| , | 5 | 5 | 0.01s | 0.00s | 0.73\% | 0.01s | 0.00 s | 1.01\% | 5.97s | 1.56 S | 0 | 22.65\% | 0.065 | 0.03 s | 0.93\% | 0.04s | 0.01s | 0.00\% |
| 2 | 10 |  | 0.01s | 0.00 s | 1.41\% | 0.01s | 0.00 s | 4.10\% | 16.37 s | 3.65s | 0 | 14.99\% | 0.06s | 0.04s | 2.25\% | 0.05s | 0.05 s | 0.02\% |
| 2 | 10 | 3 | 0.01s | 0.00 s | 0.81\% | 0.01s | 0.00s | 1.89\% | 24.30s | 3.29s | 0 | 17.44\% | 0.11s | 0.06 | 0.81\% | 0.05s | 0.02s | 0.48\% |
| 2 | 10 | 5 | 0.01s | 0.00 s | 0.52\% | 0.01s | 0.00s | 1.31\% | 41.76s | 2.59s | 0 | 21.28\% | 0.265 | 0.10 s | 0.14\% | 0.07s | 0.05 s | 0.24\% |
| 2 | 20 | 2 | 0.01s | 0.00 s | 0.80\% | 0.01s | 0.00 s | 1.27\% | 123.18s | 14.34s | 3 | 15.48\% | 0.12s | 0.065 | $0.26{ }^{\circ}$ | 0.085 | 0.09s | 0.53\% |
| 2 | 20 | 3 | 0.01s | 0.00s | 0.47\% | 0.01s | 0.00 s | 0.82\% | 158.55s | 7.99s | 2 | 20.43\% | 0.35s | 0.09s | 0.13\% | 0.08s | 0.04s | 0.55\% |
| 2 | 20 | 5 | 0.03s | 0.01s | 0.94\% | 0.01s | 0.00 s | 0.82\% | 278.54s | 11.98s | 0 | 31.23\% | 0.62s | 0.30 s | 0.00\% | 0.19s | 0.41s | 1.10\% |
| 2 | 50 | 2 | 0.03s | 0.01 s | 0.52\% | 0.01s | 0.00s | 1.41\% | 1542.76s | 138.87s | 21 | 27.62\% | 0.64s | 0.27 s | 0.03 | 0.18 s | 0.10s | 1.21\% |
| 2 | 50 | 3 | 0.06s | 0.01 s | 0.96\% | 0.02s | 0.01 s | 1.61\% | 2138.30s | 135.94s | 18 | 27.75\% | 3.04s | 2.02 s | 0.00\% | 0.54s | 1.15s | 1.03\% |
| 2 | 50 | 5 | 0.21s | 0.02 s | 0.29\% | 0.03s | 0.01 s | 0.38\% | 4399.17s | 461.27s | 21 | 33.80\% | 123.94s | 450.40 | 0.02\% | 1.49s | 5.18s | 0.40\% |
| 2 | 100 | 2 | 0.22s | 0.05 s | 0.18\% | 0.07s | 0.03 s | 1.16\% | N/A | N/A | 30 | N/A | 176.94s | 902.74s | 0.01\% | 1.33s | 0.61s | 0.44\% |
| , | 100 | 3 | 0.55s | 0.11s | 1.19\% | 0.13s | $0.06 s$ | 0.36\% | 4988.41s | N/A | 29 | 33.52\% | 778.50s | 1639.40s | 0.00\% | 9.68s | 27.91s | 0.70\% |
| 2 | 100 | 5 | 1.54s | 0.18 s | 0.20\% | 0.21s | 0.07 s | 0.28\% | 4990.97s | 2.52s | 28 | 43.12\% | 3514.67s | 2082.84s | 0.00\% | 23.19s | 41.85s | 0.49\% |
| 2 | 200 | 2 | 4.04s | 0.96s | 0.16\% | 0.94s | 0.37s | 0.45\% | N/A | N/A | 30 | N/A | 2439.54s | 2420.76s | 0.00\% | 85.73s | 199.13s | 0.87\% |
| 2 | 200 | 3 | 8.87s | 1.80s | 0.36\% | 1.47s | 0.58s | 0.31\% | N/A | N/A | 30 | N/A | 3966.67s | 1966.57s | 0.00\% | 78.40s | 170.085 | 0.77\% |
| 2 | 200 | 5 | 17.38s | 2.83s | 0.21\% | 2.82s | 1.07s | 0.32\% | N/A | N/A | 30 | N/A | 4495.85 s | 1501.10s | 0.00\% | 197.26s | 241.89s | 0.47\% |
| 2 | 300 | 2 | 21.16s | 4.48s | 0.18\% | 5.65s | 1.78s | 0.44\% | N/A | N/A | 30 | N/A | 4351.08 s | 1515.83s | 0.00\% | 252.28s | 526.35s | 0.78\% |
| 2 | 300 | 3 | 42.79s | 9.28s | 0.51\% | 8.08s | 3.38s | 0.58\% | N/A | N/A | 30 | N/A | 4509.95s | 1461.03s | 0.00\% | 620.38s | 856.25s | 0.30\% |
| 2 | 300 | 5 | 71.03s | 8.92s | 0.43\% | 13.95s | 4.86s | 0.41\% | N/A | N/A | 30 | N/A | 4196.90s | 1801.85s | 0.00\% | 994.34s | 1072.42 | 1.00\% |
| 3 | 2 | 2 | 0.01s | 0.00s | 0.16\% | 0.01s | 0.00s | 0.50\% | 0.30s | 0.21s | 0 | 5.59\% | 0.03s | 0.02s | 0.50\% | 0.02s | 0.01s | 0.01\% |
| 3 |  | 3 | 0.01s | 0.00s | 0.30\% | 0.01s | 0.00s | 1.39\% | 0.54s | 0.22s | 0 | 11.95\% | 0.03s | 0.02s | 1.39\% | 0.02s | 0.01s | 0.00\% |
| 3 | 2 | 5 | 0.01s | 0.00 s | 0.27\% | 0.01s | 0.00s | 2.10\% | 0.93 s | 0.32 s | 0 | 11.94\% | 0.04s | 0.02 s | 2.10\% | 0.03s | 0.01s | 0.17\% |
| 3 | 5 | 2 | 0.01s | 0.00 s | 0.17\% | 0.01s | 0.00s | 3.71\% | 2.87s | 1.37 s | 0 | 13.17\% | 0.04s | 0.03 s | 3.39\% | 0.03s | 0.01s | 0.12\% |
| 3 | 5 | 3 | 0.01s | 0.01s | 0.97\% | 0.01s | 0.00s | 5.11\% | 6.25s | 1.455 | 0 | 16.23\% | 0.08 s | 0.04 s | 3.08\% | 0.04s | 0.03s | 1.23\% |
| 3 | 5 | 5 | 0.02s | 0.02s | 0.96\% | 0.01s | 0.00s | 3.68\% | 10.28s | 1.68 s | 0 | 20.53\% | 0.20s | 0.09s | 2.55\% | 0.05s | 0.03 s | 0.75\% |
| 3 | 10 | 2 | 0.01s | 0.01 s | 0.38\% | 0.01s | 0.00s | 6.19\% | 34.63s | 7.93 s | 0 | 14.25\% | 0.11s | 0.05 s | 3.00\% | 0.07s | 0.11s | 0.66\% |
| 3 | 10 | 3 | 0.02s | 0.03s | 1.82\% | 0.01s | 0.00s | 3.54\% | 45.03s | 7.57s | 0 | 13.39\% | 0.29s | 0.09s | 2.03\% | 0.08s | 0.05s | 0.59\% |
| 3 | 10 | 5 | 0.05s | 0.02 s | 1.04\% | 0.01s | 0.00s | 3.40\% | 68.87s | 5.67s | 1 | 25.75\% | 0.50s | 0.15s | 1.12\% | 0.14s | 0.19s | 0.32\% |
| 3 | 20 | 2 | 0.03s | 0.01 s | 1.23\% | 0.01s | 0.00s | 4.89\% | 250.55s | 34.10s | 13 | 16.12\% | 0.34s | 0.07s | 1.63\% | 0.12s | 0.10s | 1.00\% |
| 3 | 20 | 3 | 0.04s | 0.02 s | 1.39\% | 0.01s | 0.00 s | 3.55\% | 306.79s | 26.10s | 8 | 23.32\% | 0.98 s | 0.365 | 0.24\% | 0.12s | 0.08 s | 1.40\% |
| 3 | 20 | 5 | 0.13s | 0.078 | 1.04\% | 0.01 s | 0.00 s | 0.94\% | ${ }^{488.245}$ |  | 28 |  | ${ }^{2.675}$ | ${ }^{2.878}$ | 0.09\% | ${ }^{0.17 \mathrm{~s}}$ | ${ }^{0.15 s}$ | 1.20\% |
| 3 | 50 | 2 | 0.13s | 0.08 s | 0.83\% | 0.01s | 0.00s | 2.10\% | 4020.56 | 25.94s | 28 | 27.86\% | 3.57s | 3.26 s |  | 1.065 | 1.68 s | 0.76\% |
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[^0]:    ${ }^{1}$ The cited approach works well for a slightly larger class of stochastic games, perfect information games are a special case of it.

[^1]:    ${ }^{1}$ This behaviour was responsible for the rather long time for evaluation.

[^2]:    ${ }^{2}$ Minimizing the fitness value (instead of intuitive maximizing) is due to traditions in optimization, where minimization problems are considered natural.

[^3]:    ${ }^{1}$ or any other matrix, as the sojourn times in each state have the same distribution independent of the action

[^4]:    ${ }^{1}$ To quote an acquaintance who put it more laconically: "Remember, a dissertation does not need to be the last word on the topic, not even your last word."

