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We describe the methodology and novel techniques used to construct a set of waveforms, or
template bank, applicable to searches for compact binary coalescences in Advanced LIGO’s second
observing run. This template bank is suitable for observing systems composed of two neutron stars,
two black holes, or a neutron star and a black hole. The Post-Newtonian formulation is used to
model waveforms with total mass less than 4 M� and the most recent effective-one-body model,
calibrated to numerical relativity to include the merger and ringdown, is used for total masses greater
than 4 M�. The effects of spin precession, matter, orbital eccentricity and radiation modes beyond
the quadrupole are neglected. In contrast to the template bank used to search for compact binary
mergers in Advanced LIGO’s first observing run, here we are including binary-black-hole systems
with total mass up to several hundreds of solar masses, thereby improving the ability to observe such
systems. We introduce a technique to vary the starting frequency of waveform filters so that our
bank can simultaneously contain binary-neutron-star and high-mass binary-black hole waveforms.
We also introduce a lower-bound on the filter waveform length, to exclude very short-duration,
high-mass templates whose sensitivity is strongly reduced by the characteristics and performance of
the interferometers.

I. INTRODUCTION

Merging binary systems composed of stellar-mass com-
pact objects are a primary source of gravitational-wave
(GW) signals in ground-based interferometers such as
Advanced LIGO [1, 2], Advanced Virgo [3] and Kagra
[4, 5]. The first observing run of Advanced LIGO (O1)
yielded two binary-black-hole (BBH) observations with
> 5σ signficance, GW150914 and GW151226 and one
further observation with ∼ 2σ significance, LVT151012
[6–8]. Many additional observations are expected in the
coming years [8].

The most sensitive search for compact binary mergers
leverages accurate physical models describing the dynam-
ics of such systems and their associated GW signals. The
search parameter space, typically composed of the masses
and spin parameters of the components of the binary, is
covered by a discrete grid of model waveforms called a
template bank [9–15]. Detector data are then correlated
(or matched-filtered) with each waveform in the bank,
producing a list of triggers, which are defined by local
maxima of the matched-filter signal-to-noise ratio (SNR)
being larger than a certain threshold [16]. Each trigger is
tagged with a variety of parameters including the origi-
nating template, the time of merger and a single-detector
ranking statistic based on the SNR. Triggers in coinci-
dence between different detectors are further ranked ac-
cording to a network statistic and finally assigned a sta-
tistical significance based on empirical background dis-

∗ tito.canton@ligo.org
† ian.harry@ligo.org

tributions. Three independently implemented pipelines
are currently using such methods to search for compact
binary mergers in Advanced LIGO data: PyCBC [17–20],
GstLAL [21–23] and MBTA [24].

A number of variables are used in the construction
of a template bank: (i) the parameter space to search
over (range of masses and spin parameters of the merging
objects), (ii) the power spectral density of the detector
noise, (iii) the particular waveform model(s) to use, (iv)
the maximum fractional loss in sensitive range due to the
discrete coverage of the search space with a finite number
of templates and (v) the starting frequency of template
waveforms. These choices impact both the sensitivity of
the search as well as its computational cost [25].

The all-sky, blind, template-based search for stellar-
mass compact binaries in O1 employed a template bank
with a maximum total mass of 100M� [8, 26]. A second
all-sky blind search targeted BBH systems with larger
masses (50M� to 600M�) and employed independently-
constructed template banks for the gstlal and PyCBC
analyses [27]. The basic search technology employed for
the two searches, however, remained the same. In Ad-
vanced LIGO’s second observing run (O2), it is desired
to combine these two parameter spaces together into a
single search. In fact, separate and partially-overlapping
searches require artificial boundaries across the contin-
uous parameter space of compact binary systems. Cal-
culating the statistical significance of candidate events is
also more complicated, as it requires accounting for the
same event being detected by multiple searches as well
as accounting for the relative sensitivities of the involved
searches [28]. Therefore, covering the largest possible pa-
rameter space in a single search is more straightforward.
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FIG. 1. Power spectral density used to model the detector
noise in the construction of the bank. The curve is the har-
monic mean of the power spectral densities measured at the
Hanford and Livingston detectors.

Here we describe a template bank resulting from this
decision, whose construction involves a number of novel
developments. Such a bank is currently being used by
the PyCBC pipeline to search for compact binary mergers
in Advanced LIGO’s O2 data.

The paper is organized as follows. Section II describes
our choice of model for the template waveforms, the ex-
tent of the search parameter space, our criterion for defin-
ing a variable template starting frequency, the placement
of templates and the characteristics of the resulting bank.
In section III we demonstrate the ability of the bank to
recover signals. We summarize our conclusions in sec-
tion IV. Throughout the paper, the heavier and lighter
objects of a compact binary have masses m1 and m2 and
dimensionless spin components along the orbital angular
momentum χ1 and χ2. The binary’s total mass and mass
ratio are referred to as M = m1 + m2 and q = m1/m2.
Masses are taken to be in the detector frame, i.e. red-
shifted.

II. DESIGN AND CONSTRUCTION

A. Noise spectral density

The noise power spectral density used for construct-
ing the bank (figure 1) is calculated as the harmonic
mean of the power spectral densities from the Hanford
and Livingston detectors, following [29]. Averaged single-
detector power-spectral densities are estimated from a
week of engineering data acquired immediately before the
start of Advanced LIGO’s second observing run following
methods described in [16, 18].
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FIG. 2. Variation of the template waveform model used to
cover the search parameter space.

B. Waveform models

The template bank used to analyse O1 data used a
reduced-order model [30] of the aligned-spin effective-
one-body waveform model described in [31] for tem-
plates with total mass M ≥ 4M�. For M < 4M� the
merger and ringdown portions of the waveform contain
a negligible amount of power relative to the inspiral, so
a frequency-domain post-Newtonian inspiral-only model
was used instead, due to simplicity and reduced compu-
tational cost [32]. The post-Newtonian model included
orbital terms up to 3.5PN order [32], and spin-related cor-
rections up to 2.5PN order [33]. It imposed a termination
of the waveform at the frequency of the innermost sta-
ble circular orbit of two Schwarzschild black holes (BHs)
with total mass M .

Following recent development, for the O2 template
bank a newer version of the effective-one-body waveform
model is used [34]. The new model is calibrated to a
larger set of numerical-relativity results, which improve
it especially for high mass ratios and high spin magni-
tudes. We choose to continue using the frequency-domain
post-Newtonian inspiral-only model for M < 4M�, but
the model is updated to include spin effects up to 3.5PN
order [35]. The regions of searched mass space covered
by different waveform models are visualized in figure 2.
All waveform models described in this section, and used
in this work, are freely accessible in the lalsimulation
package [36]1.

1 The internal lalsimulation names for the waveform models
described here are SEOBNRv2 and SEOBNRv2 ROM DoubleSpin for
the effective-one-body model used in the O1 template bank and
its reduced-order representation. SEOBNRv4 and SEOBNRv4 ROM

denote the improved effective-one-body model and reduced-order
representation used in the O2 template bank. TaylorF2 is the
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FIG. 3. Projection of the O2 search parameter space in the
plane of the component masses. Colors indicate regions asso-
ciated with different spin limits on the components.

C. Parameter space

The lower bound on the template bank mass space is a
limit on component masses, specifically that the masses
of both components are restricted to be larger than 1M�,
matching what was used in O1. Lowering the component
masses even further would rapidly increase the number
of templates, and sub-M� templates would only be sen-
sitive up to a few tens of megaparsecs, while there is
little expectation of NSs with sub-M� masses [37]. The
mass ratio in O1 was limited to q <∼ 98 as this was the up-
per limit for which the effective-one-body waveforms were
available. The same limit exists for the improved model
that is used for the O2 template bank. The high-mass
boundary in O1 was simply given as M < 100M�. In O2
we increase the limit on total mass toM < 500M�, there-
fore including most of the mass range covered by the O1
search targeting intermediate-mass BBH [27]. As done
in O1, components with mass below 2M� are assumed
to be NSs and are assigned dimensionless aligned-spin
parameters restricted to spin magnitude < 0.05. This
enables the search to detect NSs with spins up to 0.4 [38]
corresponding to the fastest-spinning known pulsar [39].
Heavier components, likely to be BHs, are given spins
between ±0.998 to account for the large spins observed
in X-ray binaries [40]. This is slightly larger than the
O1 range (±0.9895) thanks to the increase of possible
spin values in the improved effective-one-body waveform
model. The boundaries of the search space are shown in
figure 3.

Extending the mass range is not as simple as raising
the maximum total mass, however. Because of the wide

name of the post-Newtonian waveform model, as described with
that name in [32].

range of mass ratios and spins, high-mass waveforms have
a large variety of time-frequency structure. Waveforms
associated with large mass ratios and high aligned spins
complete many cycles in the LIGO sensitive band, last
for a relatively long time and coalesce at relatively large
frequency. Those associated with high antialigned spins,
instead, merge at or below the lowest sensitive frequency
(∼ 20 Hz) and complete only a few cycles in band, pro-
ducing a much shorter signal. It has been found empiri-
cally that in the PyCBC search technique, it is difficult to
distinguish if triggers produced by such short-duration
templates are due to instrumental artifacts or due to as-
trophysical GW signals [20, 41]. Given their short time
scales, such signals would also be efficiently detected by
generic transient-GW searches (see e.g. [42]) and there-
fore are not a high priority target compared to other
regions of the parameter space.

In light of the above considerations we calculate the
duration of each waveform in the time domain and im-
pose a boundary on the parameter space that all wave-
forms must have a duration greater than 150 ms. For
post-Newtonian templates, the duration is defined as the
usual chirp time [43]. For effective-one-body templates,
it is defined as the time taken by the waveform to go
from the starting frequency to the ringdown frequency
[44]. The latter definition is increased by 10% in or-
der to account for potentially long ringdowns. The value
of 150 ms is chosen empirically based on the observed
variation of the background distribution in engineering
data. This translates to an irregularly-shaped high-mass
boundary for the bank, which varies with the total mass,
the mass ratio and the spin parameters. The maxi-
mum total mass for equal-mass, weakly-spinning tem-
plates is 100M� while high-mass-ratio, high-aligned-spin
templates still have a duration greater than 150 ms at
the hard limit of M = 500M� (figure 4).

Further extension of the search space with currently-
available waveform models is challenging. As shown
in figure 4, increasing the maximum total mass above
500M� only adds a small extra portion of parameter
space, given the O2 noise curve. The currently available
reduced-order model of the effective-one-body waveforms
is also limited to M <∼ 500M�. Extending the compo-
nent dimensionless spins up to the Kerr limit (±1) is pos-
sible with the latest effective-one-body waveform model.
However, as described in [45], waveforms with nearly-
extremal spins can terminate with quasi-monochromatic
features lasting for many cycles, depending on the mass
parameters. Such features in the waveform greatly re-
duce the effectiveness of the signal-based consistency
tests used in the PyCBC search method [46, 47]. This
effect can potentially reduce the sensitivity of the search
in regions of the parameter space where waveforms have a
similar duration to such extreme-spin templates. There-
fore, extending the BH spin range all the way to the
Kerr limit requires further investigation of this effect,
tests of the reliability of the waveform models at nearly-
extremal spins and potentially the development of new
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FIG. 4. High-mass boundary of the search parameter space
as determined by the minimum requirement on waveform du-
ration of 150 ms. The boundary is a curved surface, spanning
a range of total masses, mass ratios and aligned-spin com-
ponents (only the equal-spin case is shown here). The total
mass has a hard limit at 500M�.

signal-based consistency tests applicable for such wave-
forms.

D. Template starting frequency

The starting frequency of template waveforms when
the bank is constructed and the lower bound of the
matched-filter integral over frequency [16] are in prin-
ciple different parameters of the pipeline. However, we
argue that using inconsistent frequencies might reduce
either the effectualness of the bank or the computational
efficiency of the search. Here we assume that both pa-
rameters are fixed to the same frequency flow.

The choice of flow is then a balance of practical con-
siderations. Reducing flow has both beneficial and detri-
mental consequences depending on which region of the
parameter space is being considered. A lower value of
flow equates to an increase in the sensitivity of the search,
assuming Gaussian, well-calibrated noise, as more of the
signal power is recovered by the matched-filter. The
amount by which the sensitivity increases depends on the
noise spectral density and on the template parameters,
however. Below ∼ 20 Hz the power spectral density of
the detector noise S(f) increases steeply (figure 1) and
the calibration of the detectors itself becomes less reliable
[48]. When the template terminates at kilohertz frequen-
cies, such as is the case for binary neutron stars (BNS)
and low-mass neutron-star–black-holes (NSBH), the in-
crease in sensitivity introduced by reducing flow will be
small. When the merger happens at tens of Hz, such
as for BBH systems with a total mass of several hun-
dred solar masses, the increase will be larger. Reducing
flow also increases the duration of template waveforms.

Templates lasting hundreds of seconds introduce techni-
cal complications in the implementation of the matched
filter, and are more likely to encounter an instrumental
artifact within their duration, increasing the false-alarm
rate or the chance of contaminating an astrophysical sig-
nal [49]. For high-mass BBH waveforms, however, the
waveform duration with flow = 20 Hz will not be more
than several seconds, and therefore the chance of inter-
secting an instrumental artifact is much lower than for
longer BNS waveforms. Finally, lowering flow also gener-
ally increases the number of required templates and thus
the computational cost of the search, but it will be shown
later that this is not an issue.

Previous matched-filter searches used a fixed flow for
the entire template bank. For instance, initial-LIGO
stellar-mass searches used flow = 40 Hz. Following im-
provements in the sensitivity and calibration at low fre-
quency, flow was reduced to 30 Hz for the O1 search
described in [8], and was set even lower when searching
for BBHs with total masses up to 600M� in [27].

The above considerations suggest that wide-mass-
range template banks will benefit from a flow that varies
over the parameter space, being larger for low-mass wave-
forms and smaller for higher-mass ones, effectively be-
coming a property of each waveform in the template
bank. The criterion we adopt for choosing flow for each
template waveform is the following:

R(flow)

R(15 Hz)
= 0.995 (1)

where

R(f) =

(∫ fhigh

f

|h̃(ν)|2

S(ν)
dν

)1/2

(2)

and h̃(ν) is the template waveform in the frequency do-
main and fhigh a frequency above which the template has
a negligible amount of observable power (e.g. the Nyquist
frequency). R(f) is proportional to the sensitive distance
of the template calculated using f as the low-frequency
cutoff. Therefore, choosing flow as in equation (1) means
fixing the loss of range (0.5%) with respect to an ideal sit-
uation where data can be analyzed down to 15 Hz. This
criterion is inspired by the traditional choice of determin-
ing the minimum match of the bank based on a fixed loss
of range with respect to an infinitely dense bank. The
reference frequency of 15 Hz is chosen to be lower than
the minimum frequency used so far in a PyCBC analysis
(20 Hz) but still well above the corner frequency of the
high-pass filters used in conditioning the data for esti-
mating the noise spectral density (10 Hz). Templates
which accumulate the bulk of their range at relatively
high frequency, i.e. BNS and low-mass NSBH, are auto-
matically assigned a large flow. On the other hand, tem-
plates which coalesce at tens of Hz, such as equal-mass
BBH with M >∼ 100M� or unequal-mass BBH with an-
tialigned spins, can only satisfy equation (1) if flow is not
much larger than the reference frequency of 15 Hz.
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FIG. 5. Variation of the low-frequency cutoff assigned to a
template across the search space. Low-mass templates sweep
through the whole sensitive band of LIGO and are assigned
a lower cutoff at ∼ 27 Hz. As we go towards the high-mass
end, templates terminate at progressively lower frequencies
and their cutoff drops accordingly.

The obtained variation of flow across the total-mass
and effective-spin space is shown in figure 5. For the
lowest-mass templates flow = 27 Hz, close to the fixed
value of 30 Hz manually chosen for the O1 bank. The
smallest flow is 20 Hz and corresponds to the highest-
mass templates (at a fixed value of effective spin), which
only have a negligible amount of power at frequencies
larger than tens of Hz.

It is important to note that the variable flow indirectly
affects the high-mass boundary of the bank, because the
duration of a particular waveform is calculated starting
from the flow assigned to it. This implies that an im-
provement in low-frequency sensitivity, combined with a
fixed minimum template duration, automatically trans-
lates to a wider searched mass range. In other words,
the search space naturally adapts to the evolution of the
low-frequency performance of the detectors.

E. Template placement

Templates are placed using the hybrid geometric-
stochastic approach described in [50] with some modifi-
cations. First, the lowest-mass region of the search space
is covered via geometric placement of post-Newtonian
waveform templates, using a minimum match of 97%. At
the same time, the high-mass region with mass ratio less
than 3 (i.e. containing the BBH signals detected thus far)
is filled via stochastic placement using effective-one-body
waveform templates. Since this region has yielded BBH
detections before, we place templates densely here, with
a minimum match of 98%. The extra coverage slightly
increases the chance of detecting more BBH signals, but
it only adds a small number of templates in compari-
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FIG. 6. Template placement methods used in covering the
full parameter space.

son to the size of the entire bank. We combine together
these two initial template banks and then “fill in” the
remaining parameter space with a third stochastic place-
ment step using effective-one-body waveform templates
and a smaller minimum match of 96.5%. The different
placement steps are illustrated in figure 6.

One caveat of the initial geometric placement of post-
Newtonian templates is that it must assume fixed fre-
quency limits for computing the parameter-space metric,
so it cannot use a variable flow as described in section
II D. However, in the entire region covered by geometric
placement, equation (1) gives flow ≈ 27 Hz to a good ap-
proximation. Therefore we adopt 27 Hz as the flow of all
templates placed geometrically, as well as for calculating
the metric required for geometric placement. Stochas-
tic placement, on the other hand, simply computes the
match between templates and thus automatically uses
whatever flow is assigned to each template.

F. Template bank size and structure

Creating a template bank to cover the parameter
space described above and using the discussed methodol-
ogy results in 4 × 105 templates, 60% larger than the
bank used in O1. The additional computational cost
of the pipeline due to the increased bank size is suf-
ficiently small to not represent a limitation. The dis-
tribution of templates is shown in figure 7. The ma-
jority of templates use the effective-one-body, inspiral-
merger-ringdown waveform model and only 7.5×104 tem-
plates, 19% of the bank, are below the 4M� boundary
and use post-Newtonian inspiral-only waveforms. The
extra mass space included with respect to the O1 bank
(M > 100M�) contains 1.7× 104 templates, 4.3% of the
bank.

The “stripe” in template distribution at masses larger
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FIG. 7. Distribution of templates in two projections of the
search space. The top panel shows the effect of the different
placement steps (compare with figure 6) while in the lower
panel one can see the effect of the duration boundary shown
in figure 4.

than 5M� and mass ratio between 1 and 3 is the dense
initially covered BBH region. The lack of templates just
outside the stripe is due to the fact that templates at its
boundary also cover systems just outside of it, such that
the final covering step does not add templates there.

III. VALIDATION

In a matched-filter search, the maximum SNR that can
be ideally observed for a given astrophysical signal (opti-
mal SNR) requires a template that exactly matches the
signal waveform. Because the template bank is discrete
and finite and because the waveform model does not in-
clude the full physics of the system, the bank can only
recover a fraction of the optimal SNR, which is known
as the fitting factor ϕ between the signal and the bank
[51]. Thus, given a population of N sources detectable
with perfectly-matching templates, only αN source will
be observed on average with a realistic bank, where α < 1
is known as the signal recovery fraction [52] and is related

to the fitting factor by

α =

∫
d~x ϕ3(~x)σ3(~x)∫

d~x σ3(~x)
. (3)

Here ~x is the source’s parameter vector (excluding the
luminosity distance) and σ(~x) is the distance at which
the optimal SNR of the source takes a fixed reference
value2. Banks are typically constructed to achieve at
least a 90% signal recovery fraction and it is customary
to evaluate the correct performance of a bank in terms
of fitting factor or signal recovery fraction. This can be
done by simulating a large population of compact binary
mergers at a fixed luminosity distance and calculating the
fitting factor between each signal and the bank. Then the
signal recovery fraction can be measured as

α ≈
∑

i ϕ
3
iσ

3
i∑

i σ
3
i

(4)

where i labels each simulated signal.
When testing a bank where all templates use the same

lower cutoff frequency, the optimal SNR of each signal
is calculated using the same cutoff. As such, the fitting
factor only shows the SNR loss due to the discretization
of the bank and any disagreement between the true signal
and our waveform model. However, because templates
in the bank described here have a variable flow, optimal
SNRs must now use a lower cutoff, which we choose to
be fixed at 15 Hz, i.e. the reference frequency used for
calculating each template’s flow. Therefore, our fitting
factors also account for the fact that some SNR is lost
due to a higher starting frequency of the templates. Since
by our definition of flow this loss is never smaller than
0.5%, our fitting factors cannot be larger than 99.5%.

We simulate three different classes of sources: BNS,
NSBH and BBH. The BBH set is split into two subsets
by M = 100M�, where the lighter set is uniformly dis-
tributed in component masses and covers the BBH mass
space used in O1, while the heavier set is distributed uni-
formly in M and mass ratio q and covers a mass range
similar to the search space of [27]. Each set contains
5 × 104 systems and the parameters of the simulations
can be found in table I. The waveform model used for the
BNS simulations is the same post-Newtonian model used
for templates with M < 4M�; NSBH and BBH simula-
tions use instead the same effective-one-body model used
for templates with M > 4M�. Note that the BBH sim-
ulations contain signals falling into the region excluded
by the minimum-duration requirement, i.e. they span a
slightly larger parameter space than the bank is designed
to cover.

Figure 8 presents the signal recovery fractions and fit-
ting factor distributions for each class. We divide the

2 Normally taken to be 8, in which case the resulting σ is referred
to as the horizon distance. However, the choice is arbitrary and
does not change the value of the signal recovery fraction.
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FIG. 8. Ability of the bank at detecting signals from BNS (top), NSBH (second row), BBH with M < 100M� (third row), and
BBH with M > 100M� (bottom). The heat maps show the signal recovery fraction in each patch of parameter space. The
cumulative distributions on the right show the fitting factors for signals strictly falling within the boundary of the search space.
Signal recovery fractions are always larger than 90%, except for negatively-spinning, high-mass BBH systems, which the bank
does not target. Only ∼ 1% of the signals have an SNR loss larger than 3.5%. The loss is never smaller than 0.5% due to the
choice of lower cutoff frequency of the templates.
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Class Masses (M�) Aligned spins Waveform model

BNS m1,2 ∈ [1, 3] χ1,2 ∈ [±0.05] Post-Newtonian

NSBH m1 ∈ [2, 50] χ1 ∈ [±1] Effective-one-body

m2 ∈ [1, 3] χ2 ∈ [±0.05]

BBH m1,2 > 3 χ1,2 ∈ [±1] Effective-one-body

M < 100

BBH M ∈ [100, 500] χ1,2 ∈ [±1] Effective-one-body

q ∈ [1, 10]

TABLE I. Parameters of the simulated populations of com-
pact binary mergers for testing the bank.

component-mass plane into bins and show the signal re-
covery fraction in each bin, to highlight possible system-
atic variations of the performance of the bank across the
search space. The recovery fraction is larger than 90%
in most bins, with the exception of BBH systems with
M >∼ 200M� and negative effective spins. Those cases,
in fact, fall into the region excluded by the requirement
on template duration. If we apply the same duration cut
to exclude the simulated systems in that region, the re-
sulting fitting factors are larger than 96.5% for 99% of
the systems. Therefore, the bank meets the design ex-
pectations. It is also capable of observing a large fraction
of systems immediately above its high-mass limit.

IV. CONCLUSION

In this work we present the motivation, novel method-
ology and resulting distribution of the template bank,
which is currently being used by the PyCBC search for
compact binary coalescences in Advanced LIGO’s O2
data. The method described here creates a template
bank covering a mass range that is as large as practically
feasible with current waveform models, search techniques
and detector performance.

In the future, it will be important to include even
higher-mass BBH waveforms, improving the sensitivity
to BBH systems heavier than the stellar-mass range and
thus probing potentially different formation mechanisms
than those producing stellar-mass BHs [53]. As the low-
frequency sensitivity of Advanced LIGO proceeds to-
wards the design target in the coming years, the duration
boundary of the bank proposed here will automatically
extend to include larger masses. It would also be use-
ful to explore new search techniques for distinguishing
more readily between noise transients and very short-
duration compact binary merger signals, therefore low-
ering the minimum duration of the templates and rais-
ing the maximum mass even further. Highly-spinning
effective-one-body waveforms were also found to be dif-
ficult to distinguish from certain noise artifacts and will
require new methods before the maximum spin magni-
tude of the current bank can be safely brought to the

Kerr limit.
There are also a number of physical effects that are

currently ignored when creating this template bank. One
important approximation is that the component spins are
both restricted to be aligned with the direction of the
orbital angular momentum. This scenario might be pre-
ferred if the compact binary is formed from an isolated
stellar binary, but it is also possible that supernovae kicks
can significantly misalign the component spins [54–56].
The compact bodies might also have formed separately
in a dense environment, such as a globular cluster, and
later formed a binary with randomly-oriented spins [57].
The impact of neglecting misaligned spins has been ex-
plored [41, 58, 59], and ideas for incorporating the effects
of precessing spins have been suggested [52, 60]. Another
current approximation is that radiation modes beyond
the quadrupole are neglected in the search templates,
and mostly impacts the sensitivity to asymmetric and
high-mass compact binary mergers [61, 62]. Efforts are
ongoing to extend the process described here and include
these higher-order effects [63]. Orbital eccentricity, which
presumably could be found in binaries formed in dense
environments, is also currently neglected. While eccen-
tric waveform models have been recently introduced [64–
66], a full template bank has yet to be presented. Several
waveform models also incorporate effects due to NS mat-
ter and its equation of state [67–70]. Whether and how
to extend the current bank with such waveforms are cur-
rently open questions.
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