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1. Introduction

There has been longstanding interest in the energy-GDP elasticity — the % change in energy
use associated with a 1% change in gross domestic product (GDP). In early work this
parameter was called the “energy elasticity” (Adams and Miovic, 1968) or the “energy
coefficient” (Brookes, 1972; Ang, 1991). Other names are the income elasticity of energy use
and the energy intensity of income growth (van Benthem, 2015). Using cross-sectional data,
Csereklyei et al. (2016) recently reported that the mean long-run energy-GDP elasticity is
around 0.7, and that this has been quite stable over time.

In this paper we use per capita data for 132 countries to estimate elasticities of sectoral
energy use with respect to GDP and use these to decompose the aggregate energy-GDP
elasticity into sectoral contributions. While it is known that the sectoral composition of
energy use evolves as economies develop (e.g. Nakic¢enovi¢ et al., 1998; Judson et al., 1999;
Smil, 2000; Medlock and Soligo, 2001; Schifer, 2005; Lescaroux, 2011; Arseneau, 2012),
the contributions of end-use sectors to the aggregate energy-GDP elasticity are less well
understood. Our estimates are potentially useful for energy planning and forecasting,
particularly in rapidly-growing economies.

Our approach involves studying final energy use by five sectors — residences, agriculture
(including fishing), transport, industry, and services — as well as other energy use not
allocated to final energy use by these five sectors. We estimate both a levels model and a
model in 10-year growth rates. In addition to energy-GDP elasticities we also present
electricity-GDP elasticities by sector; if economic growth induces a relative shift toward
electricity, electricity-GDP elasticities should exceed the energy-GDP elasticities. Our
models will allow GDP elasticities to vary according to GDP per capita level.

Fig. 1 shows International Energy Agency (2016) data on per capita energy use by residences
and the transport sector, plotted against GDP per capita. The data are for the 132 countries in
our sample over the 51 years 1960-2010, with the Organisation for Economic Co-operation
and Development (OECD23) shown separately.' The energy use data include traditional
energy forms such as primary solid biofuels.” Quadratic best fits have been added. Because
the Figure is in log-log space, the slopes are the unconditional mean energy-GDP elasticities
evaluated at each GDP per capita level. The Figure reveals that at low and middle income
levels, energy use by residences tends to fall and then slowly rise again as higher GDP per
capita levels are reached. At high income levels, residential energy use is more closely tied to
GDP. Energy use for transport is positively linked to GDP in quite a stable way across the
income spectrum.

' We use OECD membership at the end of 1971, which covers 23 countries (“OECD23”), to avoid
self-selection into the OECD based on economic performance over the later decades of the period.

* We use “traditional” to refer principally to primary solid biofuels, and “commercial” to refer to
transitional and modern energy forms such as oil, coal, natural gas, and electricity. We recognize that
divergences from these definitions exist. For example, solid biofuels can be traded commercially.
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Fig. 1. Per capita final energy use for (a) residential purposes and (b) transport, by GDP per
capita. Quadratic best fits have been added. Each dot is one of 4,840 annual observations
from 132 countries over 1960-2010. Sources: Heston et al. (2012), International Energy

Agency (IEA, 2016).



It makes sense that the GDP elasticity of residential energy use is relatively low — and even
negative — at low income levels. Households in low-income countries tend to depend on
traditional energy sources such as primary solid biofuels, which are inefficient sources of
energy. Household demand for traditional fuels might well have a negative income elasticity
on account of their inferior status vis-a-vis transition and modern fuels. There may also be
supply-side constraints on the use of traditional fuels. Residential use of commercial fuels is
likely to have a higher GDP elasticity, and these fuels offer energy efficiency gains.
Economic growth in countries with low incomes might thus not induce sizeable increases in
residential energy use measured in energy content terms, even if increases in the value of
residential energy services are achieved (Adams and Miovic, 1968).

The evolution of sectoral energy use as economies develop is closely related to the evolution
of sectoral output itself, early documentations of which were provided by Kuznets (1971) and
Chenery and Syrquin (1975). Economic development typically sees economies transition
from being dominated by agriculture, to becoming increasingly industrial, and then finally
services-oriented. This pattern is to some extent reflected in energy use data also, although
rather than agriculture it is residential energy use that dominates low-income energy profiles.

Among recent contributions, Jakob et al. (2012) estimated sectoral energy-GDP elasticities
for 5-yearly growth rate panels of 21 OECD and 30 non-OECD countries, concluding that the
effect of GDP growth on energy use may be smaller in OECD countries. For our large sample
we instead find that energy-GDP elasticities actually tend to be higher at higher income
levels, principally because traditional fuels play a smaller role in the energy mix. We obtain
larger point estimates for the energy-GDP elasticity for OECD23 countries than for the non-
OECD. That the energy-GDP elasticity is higher at higher GDP per capita has also been
observed by, for example, van Benthem and Romani (2009) and Csereklyei and Stern (2015).

Among other recent work, Burke et al. (2015) report short-run sectoral and aggregate energy-
GDP elasticities, finding that the aggregate same-year elasticity is 0.4, with a two-year
elasticity of 0.5. They report a higher same-year energy-GDP elasticity for OECD countries
(0.6) than for non-OECD countries (0.4), but do not explore longer-term effects. Csereklyei
and Stern (2015) and Csereklyei et al. (2016) report long-run elasticities that exceed the
short-run effects estimated by Burke et al., but do not explore effects at the sectoral level. van
Benthem (2015) presents sectoral energy-GDP elasticities for a sub-sample of countries,
reporting a low elasticity for residential energy use for lighting, heating, and cooking.

Prior work has also examined how the fuel mix varies as economies develop, finding that
countries typically transition from primary solid biomass to fossil fuels and then increasingly
to nuclear power and/or modern renewables (Tahvonen and Salo, 2001; Burke, 2010, 2013).
There are studies that examine energy use in a single sector or a group of sub-sectors (Miketa
and Mulder, 2005; Adeyemi and Hunt, 2007, 2014; Lescaroux, 2013; Mulder et al., 2014;
Gao et al., 2015). Previous research also documents energy intensity convergence among



countries (e.g. Liddle, 2010; Herrerias, 2012; Mulder and de Groot, 2007, 2012). Our growth
rates model will allow for sector-by-sector beta convergence in per capita energy use.

Our main contribution is to provide rigorous, up-to-date estimates of long-run and 10-year
sectoral energy-GDP elasticities and demonstrate how these help in understanding the
aggregate energy-GDP elasticity. Our study uses a long time dimension (1960-2010), broad
geographical coverage (132 countries), and a broad definition of energy. While there are
measurement issues for traditional fuels, it is important for these fuels to be considered given
the large contribution they make to the energy mixes of many developing economies and our
desire for broad geographical coverage. We will investigate the role of primary solid biofuels
in explaining our results. The paper also explores potential heterogeneity among regions and
country groupings.

Section 2 explains our approach. Section 3 provides the results. Section 4 concludes.

2. Models and data

We disaggregate the IEA (2016)’s primary energy use data into six categories: final energy
use by (a) residences, (b) agriculture, (c) transport, (d) industry, and (e) services; as well as
(f) all other energy use, a category that includes primary energy lost in transformation (e.g.
the generation of electricity) and distribution; primary energy used by the energy industry;
other final energy use not allocated to one of the above sectors; use of non-biomass fuels for
non-energy purposes; and transfers and statistical differences. Using E and E" for primary
and final energy use per capita, the following applies:

E=Ef+E; +Ef +Ef + Ef + E, (1)

where R is residences, A is agriculture, T is transport, | is industry, S is services, and O is
other. The data allow a greater level of disaggregation if one wishes. For example, industry
could be disaggregated into sub-sectors. Further disaggregation would, however, reduce our
country coverage due to instances of In(0). Data uncertainties are also often exacerbated at
finer levels of disaggregation.

Year-2010 data for Eq. (1) are presented in Fig. 2 for low-, middle-, and high-income
countries. The data show substantial inequality: per capita energy use tends to be much
higher in countries with higher average incomes. The sectoral composition of energy use also
varies across the income groups. 70% of energy used by the low-income group is in the form
of final energy consumed by residences. (It is not shown in the Figure, but nine-tenths of this
is the use of primary solid biofuels such as wood.) Final energy use by residences accounts
for only 13% of primary energy use in the high-income group, little of which is primary solid
biofuels. Final energy use by the transport, services, and industry sectors increases
substantially as one moves across the income groups. Agriculture is a relatively small energy
user in all income groups, although we note that energy data do not include all energy inputs,
such as sunlight energy used in photosynthesis. The “other” category accounts for 40% of
primary energy use in both middle-income and high-income countries, and only 13% of
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primary energy use in the low-income group. This category mostly represents energy losses
in transformation processes, principally electricity generation.
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Fig. 2. Per capita energy use in 2010, by sector, for low-income, middle-income, and high-income
countries. The data are population-weighted measures for the 132 countries in our sample (11 low
income; 71 middle income; 50 high income). The F superscript means “final” energy use. The “other”
category includes transformation losses and additional categories (see Appendix Al). Source: IEA
(2016). Income groups are based on the World Bank (2015) definition.

Differentiating Eq. (1) by time (1), dividing by E, and denoting dx/dt by a dot over the
variable X, we have:

Bl Ef
E Ef +

EEEE  EpEp
EEf EEp

F .F
E_TE_T_|_
F
E EE

E _ EFEF EEE}Z_I_
E EEF  EEf

)

Dividing by the proportional real growth rate of GDP per capita in purchasing power parity
(PPP) terms (Y /Y), and using ey to denote an energy-GDP elasticity:

— Y1 pF F F F F
eg = E(ER.eEg+EA.eE5+ET.eE¥+E, .eEIp+E5.eE£+EO.eEO) 3)

For small changes, the energy-GDP elasticity is thus the sum of the six sectoral energy-GDP
elasticities, weighted by the sectoral share of total energy use.



Our approach involves obtaining unweighted estimates of the six elasticities on the right-
hand side of Eq. (3). For example we estimate e EE> the GDP elasticity for the final energy use

of residences. These elasticities are of interest in their own right. We then apply the weights
to provide a simple sectoral decomposition of the energy-GDP elasticity. We use two types of
model for estimating energy-GDP elasticities: a model in levels, and a model in growth rates.

2.1. Levels estimates
Our levels estimates use:

InEf. = a5+ BsnY, + ys(InY)? + X' .6, + & 4)

where EF is final energy use per capita in sector s of country C, Y is real GDP per capita in
PPP terms, X is a vector of controls, and ¢ an error term. We use logs to produce coefficients
that have an elasticity interpretation, and present estimates both with and without the
quadratic term. When the quadratic is included, the energy-GDP elasticity is given by

P + 2yInY,, which means that it varies linearly with log GDP per capita if y # 0. We also
estimate Eq. (4) for total primary energy use (£) and other energy use (E,). Our main levels
estimates are for a year-2010 cross section. We also present between estimates for a panel
dataset covering the period 1960-2010.

Our vector of controls includes the log gasoline price; the average temperature in the coldest
and warmest months of the year; log annual precipitation; log population and log land, to
measure scale effects; a dummy for former transition economies in Europe and Central Asia;
and dummies for six regions (Sub-Saharan Africa, Middle East and North Africa, South Asia,
Latin America and Caribbean, Europe and Central Asia, North America). The base region is
East Asia and the Pacific. It should be noted that transition economies are covered by both
the transition dummy and the Europe and Central Asia dummy.

The controls are likely to mostly be exogenous to sectoral energy use and not be channels
through which a country’s GDP affects energy use. A possible exception is the gasoline
price, but we obtain nearly identical energy-GDP elasticities without this control. We avoid
controlling for variables, such as trade openness, that may be influenced by GDP per capita.
Our estimates are, however, similar when trade openness is controlled for. We expect the
coefficients for log gasoline price and winter temperature to often be negative, as higher
energy prices should reduce the quantity of energy demanded and cold weather increases
heating requirements. A positive coefficient may in some instances be expected for summer
temperature, as a warmer summer likely increases the demand for air conditioning. Because
our regressions include the same control vector for each sector, seemingly unrelated
regressions offer no advantage over an equation-by-equation approach.

Cross-sectional regressions use between variation, meaning that coefficients will have a long-
run interpretation if variables are at long-run equilibria (Pesaran and Smith, 1995). The
between estimator for our panel estimates uses the mean of each series over time in each



country, which provides long-run effects while avoiding the need for specifying dynamics
(Baltagi and Griffin, 1983, 1984; Pirotte, 1999, 2003; Baltagi, 2008). The between estimator
is not affected by time-series issues related to unit roots (Stern, 2010) and has been found
superior to alternative panel estimators in the presence of explanatory-variable measurement
error (Hauk and Wacziarg, 2009).

2.2. Growth rates estimates

Our second estimation approach uses within variation from a model in 10-year growth rates.
Advantages of the approach include that time-invariant level effects are removed by
differencing; elements of the time series are used without introducing unit root issues; we are
able to control for beta convergence and decade-specific time factors; and the estimates
provide effects for the reasonably long window of 10 years, a period often relevant for
forecasting and planning. Ordés Criado et al. (2011), Jakob et al. (2012), Anjum et al. (2014),
and Csereklyei and Stern (2015) are among others to have previously estimated growth rate
models of emissions and/or energy use.

We estimate the following model:

Egc,t = (ﬁs + 77.<;lnyc,t—10)?c,t + Hslnyc,t—lo + KslnEgc,t—lo + X,s,tps + T[s,t + gs,c,t
(%)

where hats indicate a 10-year average annual growth rate, calculated using e.g. ¥ = (InY; —
InY;_10)/10. The interaction between GDP per capita growth and t—10 log GDP per capita is
included to allow the 10-year energy-GDP elasticity to equal § + Ulﬁ?c,t—10, i.e. to vary by t—
10 log GDP per capita. A positive n would mean that the 10-year elasticity is higher at higher
t—10 log GDP per capita. A negative 7 would mean that the impact of economic growth on
energy use growth is lower at higher t—10 GDP per capita levels. The tilde (~) indicates that
we have subtracted the sample mean from this variable, implying that the 10-year energy-
GDP elasticity in a country with mean t—10 log GDP per capita is . As for our levels
estimates, we present results for E, and £'in addition to results for each final-use sector.

The long-run energy-GDP elasticity from Eq. (5), evaluated for a future GDP per capita
growth rate of zero, is —8 /k.> The likely existence of lagged effects lead us to believe that
long-run elasticities will exceed the 10-year elasticities. See De Boef and Keele (2008) for a
review of dynamic models.

The inclusion of t-10 log energy use per capita in Eq. (5) allows for conditional beta
convergence — the tendency for energy-intense economies to experience larger reductions in

3 A generalized formula is —(6 + 1x)/x, where X is the average annual future per capita GDP growth
rate. If n > 0 and future GDP per capita growth is positive, our reported long-run elasticities will be
underestimates, as they do not capture the amplified effect of future GDP per capita growth on per
capita energy use growth at higher GDP per capita levels. Unreported simulations suggest, however,
that it takes many decades before long-run effects differ substantially from 10-year effects.

8



energy intensity, and for potential catch-up from below. For a discussion of other approaches
to studying convergence, see Csereklyei et al. (2016). We follow the advice of Barro (2015)
to not include country fixed effects in a model that has a convergence term, as doing so can
introduce a mechanical correlation between the convergence term and the error (Hurwicz,
1950). Eq. (5) does, however, include decade time effects (7 ,) and the X vector of controls,
for which we use period averages. We do not difference the controls, so their coefficients
now measure effects on per capita energy use growth. We use the 2010 gasoline price, as data
are not available for the full period.*

Our panel covers the decades to 1970, 1981, 1990, 2000, and 2010. The second period covers
1971-1981 as the IEA (2016) data commence in 1971 for most countries. The second and
third periods thus have one year of overlap. In an additional specification we present
estimates using 39-year growth rates (Appendix AS5). Sectoral energy-GDP elasticities from
39-year estimates tend to be slightly larger than the elasticities from 10-year estimates.

The potential for reverse causality is a concern in both our levels and growth rates estimates,
although, if energy prices are controlled for, the only genuine effect in the current literature
appears to be that GDP causes energy use rather than vice versa (Bruns et al., 2014).” Liddle
and Lung (2015) also found that GDP Granger-causes sectoral energy use. Csereklyei and
Stern (2015) presented a simple analysis of potential reverse causality bias in aggregate
energy-GDP elasticities, finding that it is likely to be around +0.05. We note that national
GDP is likely to be less affected by energy use in an individual sector than it is by national
energy use. While for these reasons reverse causality may not be a substantial issue for our
estimates, the close interconnections between energy and GDP mean that our results should
be interpreted as associations rather than unidirectional effects.

2.3. Data

The IEA (2016) energy use data, aggregated in tonnes of oil equivalent, are provided by
national statistical agencies and other sources, and standardized by the IEA. They cover both
commercial and non-commercial energy use. The data are not without measurement error.
The IEA (2016) specifically cautions about the quality of the primary solid biofuels data, the
time series of which is often estimated using simple modelling or interpolation/extrapolation.
For this reason, and to obtain additional insights into the energy-GDP elasticity, we present
results both including and excluding primary solid biofuels. Visual inspection of the energy
use data for agriculture also reveals unrealistically large jumps in early years. We restrict our
agriculture estimates to 1990-2010 to avoid these. The data for residences, agriculture,
transport, industry, and services only cover final use of energy. The energy used in producing
fertilizer and agricultural machinery is consequently allocated to industry rather than
agriculture. The energy lost in transformation processes (e.g. electricity generation) is not
passed through to sectoral end-users. It is included in E,.

* We obtain similar results if we exclude this variable from our growth rate estimates.
> Bruns and Gross (2013) find that the results of electricity-GDP Granger causality tests are generally
similar to energy-GDP Granger causality tests.



Other data sources include Penn World Table 7.1 (Heston et. al., 2012) for GDP and
population; Harris et al. (2014) for temperature and precipitation; the World Bank (2015) for
land area, gasoline prices, and regional classifications; and Easterly (2001) for the dummy
covering former transition economies. We chose version 7.1 of the Penn World Table as it

covers more countries than versions 8.0 or 8.1. A list of variable definitions is in Appendix
Al.

The (unbalanced) panel for our between estimates covers 4,840 observations from 132
countries over 1960-2010. A list of the countries is in Appendix A2. They accounted for 95%
of the world’s population and primary energy consumption in 2010. The most populous
countries excluded due to the non-availability of energy (and in some cases GDP) data are
Myanmar, Uganda, Afghanistan, the Democratic Republic of Korea, and Madagascar. With
the exception of Myanmar (middle income), these are low-income countries (World Bank,
2015).

Descriptive statistics are tabled in Appendix A3. Figs. 1-2 already showed that there is
substantial variation in GDP per capita and sectoral energy use across countries, as should be
expected. Our results tables will show standard errors that are robust to heteroskedasticity
and, for our panel growth rate estimates, clustered by country to allow for possible country-
by-country patterns of autocorrelation.

3. Results

3.1. Levels results

Cross-sectional estimates of Eq. (4) for the year 2010 are presented in Table 1. The estimates
suggest that final per capita energy use by residences and agriculture are both relatively
inelastic to GDP per capita, with mean elasticities of 0.33 and 0.50. Transport (0.86), industry
(0.88), and services (1.08) have larger mean energy-GDP elasticities. The elasticity for the
“other” category is also high (0.98). The aggregate energy-GDP elasticity is 0.74, similar to
the estimates of Csereklyei et al. (2016). As shown by Eq. (3), this elasticity is a weighted
average of the elasticities in columns 1-6.

The point estimates and 95% confidence intervals from Table 1 are displayed in Fig. 3. The
widest confidence interval is for agriculture, a sector for which data quality is likely to be
relatively poor. The elasticities suggest that economic growth typically results in: (a)
increased energy use; (b) increased energy use in each sector; (c) a reorientation of final
energy use away from residences and agriculture, towards transport, industry, and services;
and (d) a reduction in the energy intensity of the economy, as the energy-GDP elasticity is
less than 1. The relatively high coefficient for the “Other” category largely reflects the switch
towards electricity as economies develop, as the transformation losses from electricity
generation make up a large share of this category.
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Table 1
Levels estimates, 2010 cross-section and 1960-2010 panel between estimator.

Dependent variable: Ln per capita energy use by ...

(1 ) 3) 4) ©) (6) (7)
Residences”  Agriculture”  Transport® Industry’ Services” Other Total
Ln GDP per capita 0.33%** 0.50** 0.86%** 0.88%**  [.08*%**  (.98%**  (.74%**
(0.08) (0.23) (0.006) (0.10) (0.13) (0.08) (0.07)
Ln gasoline price -0.12 0.61%** -0.22%%** -0.28%** - (0.24%* -0.26%** 0. 28%**
(0.10) (0.20) (0.07) (0.10) (0.12) (0.08) (0.05)
Temperature (coldest -0.03%** -0.01 -0.01* -0.02 -0.04***  -0.01 -0.01**
month) (0.01) (0.02) (0.01) (0.01) (0.01) (0.01) (0.01)
Temperature (warmest 0.01 -0.04 0.03 -0.01 0.04 0.01 0.00
month) (0.02) (0.05) (0.02) (0.02) (0.04) (0.03) (0.02)
Ln precipitation 0.15 -0.10 0.16* -0.08 0.16 -0.14 -0.07
(0.12) (0.27) (0.08) (0.15) (0.20) (0.11) (0.08)
Ln Population 0.01 -0.16 -0.16%**  -0.02 0.04 0.06 -0.03
(0.06) (0.14) (0.04) (0.07) (0.10) (0.08) (0.05)
Ln Land 0.02 0.30%** 0.13%** 0.10 -0.08 -0.01 0.02
(0.05) (0.09) (0.03) (0.006) (0.09) (0.006) (0.04)
Transition economy -0.47%%* -0.11 -0.18 0.02 -0.22 0.43%* -0.06
(0.16) (0.46) (0.13) (0.21) (0.27) (0.23) (0.13)
Europe & Central Asia ~ 0.54%** -0.02 0.21 -0.38%* 0.14 -0.48**  -0.14
(0.17) (0.41) (0.13) (0.20) (0.26) 0.21) (0.13)
Latin America & -0.02 -0.24 -0.06 -0.24 -0.18 -0.62%** (. 38%**
Caribbean (0.18) (0.38) 0.17) (0.20) (0.25) 0.21) (0.12)
Middle East & North 0.39 0.30 0.40** -0.39 -0.39 -0.31 -0.24
Africa (0.35) (0.80) (0.19) (0.36) (0.64) (0.30) (0.20)
North America 0.39%** -0.59 0.56%** -0.93*** (.44 -0.33 -0.09
(0.15) (0.49) (0.15) (0.23) (0.31) (0.22) (0.13)
South Asia 0.25 -0.72 -0.34 -0.37 -0.56 -1.24%*  -0.38%*
(0.28) (0.72) (0.20) (0.31) (0.34) (0.48) (0.17)
Sub-Saharan Africa 0.85%** -1.61%** -0.09 -0.53* 0.21 -0.03 0.16
(0.30) (0.59) (0.17) (0.28) (0.37) (0.27) (0.19)
R 0.56 0.60 0.91 0.79 0.73 0.83 0.87
Observations 132 114 132 132 130 132 132
Panel between estimate ~ 0.37%** 0.57%** 0.95%** 0.93%**  1.16%*%*  .01*** (. 78%**

for Ln GDP per capita

Notes: *#* ** and * indicate statistical significance at 1, 5, and 10%. Robust standard errors are in parentheses.
The samples in columns 2 and 5 are reduced due to instances of In(0). The base region is East Asia and the Pacific.
Coefficients on constants not shown. The between estimates are for panel samples that cover up to 4,840
observations from 132 countries over 1960-2010, and include the controls. The between estimates for agriculture
are restricted to 1990-2010. See Appendix A4 for further details.

The results on the other variables in Table 1 are of interest. Higher road-sector gasoline prices
are associated with less energy use, consistent with a negative price elasticity of demand (Burke
and Nishitateno, 2013). An exception is agriculture, perhaps because higher fuel prices
discourage industrialization. Colder winters are associated with more energy use in several
sectors including residences, a logical result given the higher heating requirements in colder
climates. The estimates provide no evidence that summer temperature or annual precipitation
significantly influence sectoral or total energy use at the 5% significance level.’ Densely
populated countries tend to use less energy for transport, which makes sense as domestic travel

% In our 39-year growth rates estimates we find that residential and service-sector electricity use have
grown faster in countries with warmer summers. See Appendix AS.
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distances are shorter.” Countries with more land tend to use more energy for agriculture, likely to
be because they have more space for farms.

1.5

—
|

o
|
£
/

Mean energy-GDP elasticity

0

1 I I I I 1 I
Residences’ Agric.F Transpor’[F IndustryF Services' Other Total

Fig. 3. Mean long-run energy-GDP elasticities from levels regressions, 2010. These are the
conditional effects from Table 1. Both point estimates and 95% confidence intervals are shown. All
estimates differ from zero at 5% significance (see Table 1). All except the industry, services, and
other estimates differ from unity at 5% significance.

The region and transition dummies also reveal interesting information. Sub-Saharan African
countries report low energy use in agriculture, likely due to relatively unmechanized
production. On the other hand Sub-Saharan Africa countries use a relatively large amount of
energy at the residential level for countries at their GDP per capita levels, presumably due to
high reliance on energy-inefficient biomass combustion. Holding other variables fixed,
countries in (a) South Asia and (b) Latin America and the Caribbean tend to use less energy,
particularly in the “Other” category. Countries outside East Asia and the Pacific often devote
less energy to industrial production, consistent with a lower average industry share of GDP.®
North American countries tend to use more energy at the residential level and for transport,
and less for industrial production. Europe and Central Asia countries outside the group of
former transition economies also use a disproportionate amount of energy at the residential
level. This is probably in part caused by climate factors not fully picked up by our controls,

7'We control for log land, so the coefficient for log population is the effect of log population density.
¥ The average share of industrial value-added in GDP in 2010 was 35% among East Asia and the
Pacific economies in our sample, and 31% among other countries (World Bank, 2015).

12



such as the length of winters. The transition economies use less energy at the residential level
than other countries in Europe and Central Asia, and more “Other” energy.

The R? values in Table 1 are high. The variables account for 56% of the variation in log
residential energy use per capita in 2010, and up to 91% of the variation in log transport
energy use per capita.

Between estimates for our 1960-2010 panel are shown in the base of Table 1, and in more
detail in Appendix A4. The estimations include the controls, but to save space we do not
report their coefficients. The elasticities are similar: residential and agricultural energy use
are relatively inelastic to GDP (elasticities of 0.37 and 0.57), whereas transport, industry, and
services have energy-GDP elasticities closer to unity. The average energy-GDP elasticity is
0.78, similar to the cross-sectional estimate for 2010. 2010 is thus not an unusual year; the
cross-sectional relationships are relatively stable.

Table 2 presents cross-sectional estimates for 2010 with the squared log GDP per capita term.
The table also shows the implied energy-GDP elasticity point estimates at the 25", 50", and
75™ percentiles of GDP per capita. The estimates include the vector of controls, but to save
space we do not show the coefficients. The Table confirms that per capita sectoral energy use
is generally positively associated with per capita GDP. An exception is for residences at low
GDP per capita levels, where the GDP elasticity is close to zero and, in point-estimate terms,
even becomes negative at GDP per capita levels less than $1,600 (as also seen in Fig. 1). This
can be explained by high dependence on primary solid biofuels: residential use of these fuels
tends to decrease as incomes increase, as we will soon see. Residential use of other fuels
tends to increase, and these other fuels can be used more efficiently. That middle-income
countries tend to use less energy at the residential level can be observed in Fig. 2.

The statistical significance of the quadratic term in column 7 of Table 2 indicates that the
aggregate energy-GDP elasticity tends to be higher at higher GDP per capita. The point
estimates of the energy-GDP elasticity equal 0.63 at the 25™ percentile of GDP per capita,
increasing to 1.04 at the 75" percentile. Some sectoral energy-GDP elasticities are
themselves also higher at higher GDP per capita, most notably the elasticity for residences.
The existence of a strictly convex pattern in the log-log energy-GDP relationship — an
increasing energy-GDP elasticity — is demonstrated in Panel A of Fig. 4.

Table 3 presents estimates that exclude primary solid biofuels. As expected, the mean energy-
GDP elasticities are now generally larger, especially for residences (0.59) and in total (0.95).
This is consistent with economic growth inducing an energy-mix switch away from primary
solid biofuels. Table 3 provides no strong evidence that the GDP elasticity for commercial
fuels is higher for countries at higher GDP per capita levels. That the energy-GDP elasticity
excluding primary solid biofuels is relatively stable across different GDP per capita levels
can also be seen in Panel B of Fig. 4.

13
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Fig. 4. Primary energy use per capita, with and without primary solid biofuels, by GDP per capita.
Quadratic best fits have been added. Each dot is one of 4,840 annual observations from 132 countries
over 1960-2010. The lighter dots are the OECD23. The exclusion of primary sold biofuels mostly
affects the left-hand-side of the distribution. Sources: Heston et al. (2012), IEA (2016).
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Table 3
Levels estimates for energy use excluding primary solid biofuels, 2010.

Dependent variable: Ln per capita use of energy ...

(1 2 A3) “4) &) (6) (7
Excluding primary solid biofuels, by ...
Residences’  Agriculture®  Transport® Industry®  Services®  Other Total
Panel A: No quadratic
Ln GDP per capita 0.59%** 0.53** 0.86%*** 0.97*** 1. 12%** 1.00*** 0.95%**
(0.07) (0.22) (0.06) (0.10) (0.13) (0.14) (0.07)
Ln gasoline price -0.15% 0.57*** -0.22%*%*  0.3]1%** -0.22% -0.29%* -0.29%**
(0.08) (0.20) (0.07) (0.12) 0.11) (0.13) (0.05)
Temperature (coldest -0.04%%* -0.01 -0.01* -0.02 -0.04***  -0.01 -0.02%**
month) (0.01) (0.02) (0.01) (0.01) (0.01) (0.01) (0.01)
Temperature (warmest ~ 0.02 -0.03 0.03 -0.01 0.03 0.00 0.01
month) (0.02) (0.04) (0.02) (0.02) (0.03) (0.04) (0.02)
Ln precipitation 0.12 -0.11 0.16%* -0.15 0.07 -0.30%** -0.07
(0.13) (0.27) (0.08) (0.13) (0.18) (0.14) (0.07)
Ln Population 0.08 -0.18 -0.16%** 0.02 0.04 0.12 -0.04
(0.07) (0.14) (0.04) (0.08) (0.10) (0.10) (0.05)
Ln Land -0.03 0.29%** 0.13%** 0.06 -0.08 -0.06 0.03
(0.05) (0.09) (0.03) (0.006) (0.09) (0.08) (0.04)
R? 0.83 0.62 0.91 0.84 0.78 0.76 0.93
Panel B: With quadratic (coefficients for controls not shown)
Ln GDP per capita -0.18 0.77 1.19%** 0.06 0.46 -0.12 0.78
(0.73) (3.81) (0.48) (0.91) (1.55) (1.96) (0.80)
(Ln GDP per capita)” 0.04 -0.01 -0.02 0.05 0.04 0.06 0.01
(0.04) (0.21) (0.03) (0.05) (0.09) (0.10) (0.04)
R’ 0.83 0.62 0.91 0.84 0.78 0.76 0.93
Energy-GDP Positive Positive Positive Positive Positive Positive Positive

relationship is:
Elasticity evaluated at X" percentile of GDP per capita. ..

25" 0.54%%%* 0.54 0.88%** 0.92%** 1.08%** 0.91%** 0.94%**
50" 0.63%** 0.52%** (0.84%** 1.02%** 1.16%** 1.03%%* 0.96%**
750 0.70%** 0.49 0.81%** L%k 1.22%%%* 1.14%%%* 0.97%**
Panel C: Dependent variable: Ln Per capita use of primary solid biofuel energy (coefficients on controls not shown)
Ln GDP per capita -0.67%%* -0.13 n.a. 0.59** -0.42 0.56%** 0.06
(0.22) (0.60) (0.26) (0.37) (0.19) (0.22)
Controls and region Yes Yes Yes Yes Yes Yes Yes
dummies
Observations (max) 132 114 132 132 130 121 132

Notes: *** ** and * indicate statistical significance at 1, 5, and 10%. Robust standard errors are in parentheses.
Coefficients for the transition economy dummy and region dummies not shown. The samples in columns 2, 5, and 6
are reduced due to instances of In(0) or, in the case of column 6, In(<0). Panel B: The GDP per capita percentiles are
for the full sample. The energy-GDP relationship is never classed as U or inverse U because the quadratic terms are
not significant. Panel C: Estimation samples are reduced due to instances of In(0). It is not possible to estimate an
elasticity for transport for this reason.

Panel C of Table 3 presents GDP elasticities for primary solid biofuels alone.” We obtain a
negative elasticity for residences, statistically significant at the 1% level. When looking
across countries, higher GDP per capita is thus associated with less per capita use of primary

? The reader is reminded of measurement issues for the biofuels data. This specification uses only the
cross-sectional variation.
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solid biofuels by residences.'* Positive elasticities are obtained for industry and the “other”
category, the latter reflecting increased use of primary solid biofuels at higher income levels
for transformation processes such as electricity generation and the making of liquid biofuels.
The GDP elasticity for aggregate primary solid biofuel use is 0.06, insignificantly different
from zero. At a macro level, primary solid biofuel use is thus very GDP inelastic.

The results together suggest that the role of primary solid biofuels — particularly by
residences — is the key to understanding why the energy-GDP elasticity is on average higher
at higher GDP per capita. Primary solid biofuels dominate the energy mixes of low-income
economies such as the Democratic Republic of the Congo, but residential use of these fuels
tends to fall if these economies experience economic growth. Use of commercial fuels tends
to increase, and commercial fuels offer energy efficiency improvements over traditional
fuels. As a result, the aggregate energy-GDP elasticity is on average low at low income
levels. Once commercial fuels are dominant, the energy-GDP elasticity becomes higher.

Table 4 presents results for electricity use. Electricity is the highest-quality energy form for
many purposes. As expected, the electricity-GDP elasticities are generally larger than the
energy-GDP elasticities presented in Table 1, suggesting that economic growth induces a
switch toward electricity. This is particularly so for residences (electricity-GDP elasticity of
0.78) and transport (1.35). The aggregate electricity-GDP is 0.88 (Panel A). This elasticity
appears to be relatively stable across the GDP per capita distribution, as evidenced by the
insignificant estimates for the quadratic term in Panel B of Table 4.

In sum, the energy-GDP elasticity for residences varies substantially by fuel. The elasticity
for residential use of primary solid biofuels is negative, consistent with this fuel being an
inferior good at the residential level. Excluding primary solid fuels, or restricting energy use
to electricity only, the residential GDP elasticity is positive. Once the negative and positive
effects are netted out, the energy-GDP elasticity for residences is positive, but rather small
(0.33). Agriculture has a mid-range energy-GDP elasticity point estimate of 0.50. Transport
has a high energy-GDP elasticity, particularly for electricity. Industry and services have
relatively high energy-GDP elasticities. GDP elasticities are generally higher for the use of
commercial energy sources such as electricity than the use of traditional sources such as
primary solid biofuels.

' Female labor force participation is among other variables associated with reductions in residential
use of biofuels; see Burke and Dundas (2015).
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Table 4
Levels estimates for electricity use, 2010.

Dependent variable: Ln per capita electricity use (final) by ...

©) @) 3) @) ) ©) )
Residences Agriculture Transport  Industry Services Other Total
Panel A: No quadratic
Ln GDP per capita  0.78%** 0.50** 1.35%** 0.88%** 1. 18%** 1.18 0.88%**
(0.08) (0.22) (0.22) (0.13) (0.11) (0.82) (0.09)
Ln gasoline price -0.06 0.04 0.08 -0.03 -0.03 0.05 -0.05
(0.09) (0.17) (0.23) (0.19) (0.10) (1.68) (0.10)
Temperature -0.01 -0.00 -0.07** -0.04%** -0.01 -0.01 -0.01
(coldest month) (0.01) (0.03) (0.03) (0.02) (0.01) (0.12) (0.01)
Temperature -0.00 -0.03 0.04 -0.04 0.02 -0.16 -0.02
(warmest month) (0.02) (0.07) (0.05) (0.03) (0.02) (0.26) (0.02)
Ln precipitation 0.01 -0.24 0.07 -0.06 0.08 -2.31 -0.08
(0.10) (0.33) (0.41) (0.18) (0.11) (1.80) (0.11)
Ln Population -0.10%* -0.10 0.19 0.03 -0.10 0.45 -0.06
(0.05) (0.14) (0.15) (0.11) (0.07) (0.69) (0.06)
Ln Land 0.02 0.17 -0.04 -0.02 0.03 -0.64 0.00
(0.05) (0.11) (0.18) (0.10) (0.05) (0.55) (0.05)
R’ 0.87 0.49 0.70 0.74 0.89 0.24 0.88
Panel B: With quadratic (coefficients for controls not shown)
Ln GDP per capita 0.17 1.08 -2.54 0.06 1.36 6.66 0.18
(0.83) (3.06) (3.43) (1.08) (1.20) (8.78) (0.89)
(Ln GDP per 0.04 -0.03 0.21 0.05 -0.01 -0.31 0.04
capita)’ (0.05) (0.17) (0.19) (0.006) (0.07) (0.49) (0.05)
R’ 0.88 0.49 0.71 0.74 0.89 0.25 0.88
Electricity-GDP Positive Positive Positive Positive Positive Insignificant Positive

relationship is:
Elasticity evaluated at x™ percentile of GDP per capita. ..

25t 0.74%%* 0.53 0.96%* 0.84%** 1.19%:** 1.55 0.84%**
50" 0.81%** 0.47%* 1.37%%** 0.93%** 1.17%** 0.95 0.927%**
75 0.87%** 0.41 1.75%%** 1.01%** 1.15%** 0.40 0.99%**
Controls and Yes Yes Yes Yes Yes Yes Yes
region dummies
Observations 131 101 74 131 125 97 132

Notes: *** ** and * indicate statistical significance at 1, 5, and 10%. Robust standard errors are in parentheses.
Coefficients for the transition economy dummy and region dummies not shown. Samples are reduced below 132
due to instances of In(0). The “other” category includes only non-specified final electricity use. The GDP per
capita percentiles are for the full sample. The electricity-GDP relationship is never classed as U or inverse U
because the quadratic terms are not significant.

3.2. Growth rates results

Estimates of our 10-year growth rates model are in Table 5. The first row provides the
energy-GDP elasticities for countries with mean t—10 log GDP per capita. As expected, these
are generally smaller than the cross-sectional estimates. The mean elasticity is particularly
low for residences: 0.05, which is not significantly different from zero. The mean 10-year
energy-GDP elasticity for transport is 0.66; for industry is 0.73; and for services is 0.56. The
10-year energy-GDP elasticity for agriculture is similar to the levels regression (0.52). The
10-year GDP elasticity for all energy use is 0.48, two-thirds the size of the estimate in Table
1. This is similar to the energy-GDP elasticity reported by Csereklyei and Stern (2015) in
their base 39-year growth rates model with spatial filtering (Model 1 of their Table 2) and to
the two-year response reported by Burke et al. (2015).
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The second row of coefficients in Table 5 shows how the energy-GDP elasticity varies with
the level of t—10 log GDP per capita. The significant positive coefficient in column 7 again
suggests that the aggregate energy-GDP elasticity is higher at higher GDP per capita. Energy-
GDP elasticities evaluated at the 25™ and 75" percentiles of t-10 log GDP per capita are
shown at the base of the table, with the point elasticities equalling 0.36 at the 25™ percentile
of t-10 GDP per capita, and 0.62 at the 75" percentile. The estimates thus provide no
evidence of a reduction in the conditional energy-GDP elasticity at higher GDP per capita as
might have been expected if there was a delinking of energy use from economic growth. The
second-row coefficients are also positive and statistically significant for industry and
services.

The long-run energy-GDP elasticities from our growth rates estimates are also in the base of
Table 5. These measure the cumulative effect of a current shock to GDP per capita, assuming
that the GDP per capita growth rate in future periods is zero. The general story is similar to
Table 1, with the long-run energy-GDP elasticity equalling around 0.7. At the sectoral level,
the elasticity for residences is 0.25 and for transport and services around 0.8, again similar to
Table 1. The main difference is that the long-run elasticity for industry is here only 0.48. An
imprecise estimate of the long-run energy-GDP elasticity is obtained for agriculture. We only
use two decades of data for this sector.

Results for the controls in Table 5 also contain valuable information. We find strong beta
convergence in each sector: conditional on the covariates, convergence in per capita energy
use occurs at 2.3% per annum on average, strikingly similar to the conditional GDP per
capita convergence rate reported by Barro (2015). The estimates also reveal that higher t—10
GDP per capita is associated with faster subsequent growth in energy use, holding the other
variables — including the decade’s GDP per capita growth rate and t—10 energy use — fixed.
This makes sense: it is natural to expect that countries with lower t—10 energy intensity will
experience smaller reductions in energy intensity over time.'' The coefficients for the decade
dummies are generally negative, suggestive of downward pressure on per capita energy use
growth relative to the 1960s.

Table 6 presents 10-year growth rates estimates for (a) energy use excluding primary solid
biofuels, and (b) electricity use. We consolidate to six categories. We again obtain larger
mean 10-year energy-GDP elasticities for residences (0.18) and in total (0.62) when primary
solid biofuels are excluded. The estimate for residences differs from zero at the 10% level.
There is again no evidence that the total 10-year energy-GDP elasticity is higher for countries
with higher t—-10 GDP per capita once primary solid biofuels are excluded (see the second-
row coefficients). The 10-year electricity-GDP elasticity (0.61) exceeds the 10-year energy-
GDP elasticity (0.48; see Table 5), reflecting electrification of the energy mix as economies

' An alternative parameterization is to include t—10 log energy intensity instead of t-10 log energy
use per capita, with log energy intensity defined as InE — InY. This will produce the same coefficient
(—0.023*** in column 7 of Table 5). The coefficient for InY becomes —0.007**, the sum of 8 and k in
Eq. (5) (i.e. 0.016 — 0.023). Csereklyei and Stern (2015) refer to a negative coefficient for InY in this
specification as evidence of a “weak decoupling” that is separable from an energy intensity effect.
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grow. Conditional convergence and generally negative time effects continue to be observed.
The long-run energy-GDP elasticities are generally similar to the levels estimates in Tables 3
and 4.

Table 6
Panel estimates in 10-year growth rates for energy excluding primary solid biofuels and for
electricity, 1960-2010.

(©) @) 3) “4) ) (6)
10-year average annual growth energy use excluding electricity use (final) by ...
rate of per capita... primary solid biofuels by ...
Residences” Total Residences Industry Services Total
GDP per capita growth rateg.year 0.18* 0.62%%%* 0.38%*%* 0.73%%* 0.67*** 0.61%%*
(0.11) (0.06) (0.11) (0.16) 0.17) (0.10)
GDP per capita growth rate;g.yer *  -0.02 -0.03 -0.08 -0.11 0.21%* -0.05
Ln GDP per capitar.io; sumple demeaned ~ (0.06) (0.05) (0.05) (0.15) 0.11) (0.08)
Ln GDP per capitay g 0.02 [ *** 0.028%** 0.023%%** 0.014%* 0.049%%** 0.022%**
(0.005) (0.006) (0.006) (0.006) (0.011) (0.006)
Ln Energy or electricity use per -0.035%** -0.027**%*  -0.028%** -0.019%**  -0.043%**  -0.024%**
capita in that sector 1 (0.007) (0.005) (0.005) (0.004) (0.006) (0.005)
1981 dummy -0.03 *** -0.026%***  -0.022%** -0.018** -0.003 -0.015%**
(0.010) (0.005) (0.007) (0.008) (0.012) (0.005)
1990 dummy -0.035%** -0.033***  -0.029%** -0.018** 0.011 -0.020%**
(0.010) (0.005) (0.007) (0.007) (0.013) (0.006)
2000 dummy -0.030%** -0.032%** - -0.027%** -0.023** 0.017 -0.021%**
(0.010) (0.005) (0.008) (0.010) (0.013) (0.007)
2010 dummy -0.038%** -0.035%*%*  -0.030%** -0.026***  0.017 -0.022%**
(0.010) (0.005) (0.009) (0.009) (0.014) (0.007)
Controls and region dummies Yes Yes Yes Yes Yes Yes
R? 0.45 0.55 0.53 0.37 0.49 0.55
10-year elasticity evaluated at X" percentile of GDP per capitay ...
25t 0.20* 0.64%** 0.45%** 0.827%** 0.48#** 0.66%**
75t 0.16 0.59%** 0.30%* 0.62%** 0.88%** 0.56%**
Long-run elasticity 0.60%** 1.03%** 0.84#** 0.72%** 1.13%%* 0.94 %%
Countries 131 131 130 129 120 131
Observations 463 463 443 448 395 463

Notes: As per Table 5.

3.3 Heterogeneity

We now turn to tests of group-based heterogeneity in the energy-income elasticity. We use
our 10-year growth rates model, restricting the sample to countries with a year-2010
population exceeding one million people. We do so because heterogeneity analysis hones in
on effects for sub-groups, and we do not want the results to be overly influenced by small
countries. The restriction excludes five small countries: Brunei Darussalam, Iceland,
Luxembourg, Malta, and Qatar. We remove the growth-level interaction (i.e. impose n = 0),
instead adding interactions between GDP per capita growth and group dummies. Our
estimates control for group level effects and the controls from Eq. (5). We do not present the
coefficients for the controls. We also do not consider potential group-by-group heterogeneity
in the effects of other variables.

Panel A of Table 7 presents the mean 10-year energy-GDP elasticities without any
interactions. They are similar to the 10-year energy-GDP elasticities from Tables 5 and 6.
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Panel B of Table 7 presents the mean 10-year energy-GDP elasticities by region. These are
calculated by adding the coefficient on GDP per capita growth and the coefficient on the
relevant growth-country group interaction. The energy-GDP elasticity for residences is only
significantly different from zero in Latin America and the Caribbean, with a point estimate of
0.31. The elasticity for transport is significant in all regions, highest in North America, and
lowest in the Middle East and North Africa. For industry the lowest elasticities are for (a)
Sub-Saharan Africa and (b) Europe and Central Asia, although these are not significantly
different from the elasticity for East Asia and the Pacific. The services elasticity for Sub-
Saharan Africa is not significantly different from zero and is substantially lower than that for
East Asia and the Pacific (1.08). The lowest 10-year energy-GDP elasticity for energy use
across all sectors 1s Sub-Saharan Africa’s (0.16). The highest is North America’s (0.83). Our
earlier results suggest that Sub-Saharan Africa’s low energy-GDP elasticity is due to high
reliance on traditional fuels.

Turning to electricity, we find that East Asia and the Pacific has had the highest electricity
intensity of GDP growth in point estimate terms. The smallest 10-year electricity-GDP
elasticity is for Europe and Central Asia (0.35), well below the overall mean of 0.67 but still
significantly different from zero. Europe and Central Asia’s use of electricity by residences is
particularly GDP inelastic (point estimate of 0.00). While some European countries such as
Germany and Sweden have experienced a maturation of per capita residential electricity use
during our sample period, this is not the case in every country. The very low electricity-GDP
elasticity indicates, however, that increases/decreases in residential electricity use in the
region have not been strongly correlated with economic growth on a decadal basis, after the
effects of the control variables have been considered.

Panel A of Table 8 suggests that energy-GDP elasticities are similar for fossil-fuel rich
economies and others. Panel B then presents elasticities for the World Bank’s high income
group and for other countries. When primary solid biofuels are included, the 10-year energy-
GDP elasticity is higher for high-income countries (0.70) than others (0.36), with the
difference significant at the 1% level. This is consistent with our finding that the energy-GDP
elasticity increases along the GDP per capita spectrum. This phenomenon reduces when
energy excludes primary solid biofuels, or is restricted to only electricity (the later columns).
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Remarkably, the United States’ per capita energy use was lower in 2010 than in 1969.
Denmark’s was lower than in 1969; and the United Kingdom’s lower than in 1965. Spurred
along by the oil price rises of the 1970s, these reductions have occurred despite sizeable
increases in per capita GDP, with the largest proportional energy use reductions in these three
countries occurring in the industry sector. To explore, Panel C presents separate effects for
both OECD23 and non-OECD23 countries. We find that it is the OECD23 that has the higher
10-year energy-GDP elasticity (0.71, versus 0.41 for other countries). This is again consistent
with our earlier finding that low-income countries tend to have lower energy-GDP elasticities
due to their higher reliance on primary solid biofuels, although we note that some non-
OECD23 countries have high incomes. Similar results are obtained if the sample is restricted
to the two most recent decades (bottom of Panel C). The reductions in energy use in some
OECD?23 countries thus appear to be explained by factors other than a lowering of the
conditional energy-GDP elasticity. Using different approaches, similar results have been
presented by Burke et al. (2015), Csereklyei and Stern (2015), and Csereklyei et al. (2016).

3.4 Decompositions

Our final step is to use Eq. (3) to provide a sectoral decomposition of the aggregate energy-
GDP elasticity. The sectoral shares of the energy-GDP elasticity are not the same as the
sectoral shares of energy use because, as we have seen, the responsiveness of sectoral energy
use to GDP differs by sector. We focus on the long-run point estimates from levels
regressions, evaluated using sample-mean energy mix shares. It would be straightforward to
perform a similar decomposition using the sectoral energy weights of any specific country, or
using the 10-year elasticities. Decompositions for total energy use, energy use excluding
primary solid biofuels, and electricity use are presented in Fig. 5.

Fig. 5 shows that the largest contributor to the total energy-GDP elasticity of 0.74 is the
“Other” category, a sector that mostly represents primary energy lost in transformation
processes such as electricity generation. This is in large part due to electrification of energy
systems as economies expand. The second largest contributor is the transport sector. As seen
in Fig. 2, much more energy is consumed by this sector in economies with higher incomes.
Industry also contributes about one-fifth of the energy-GDP elasticity. Despite its relatively
large size (Fig. 2), the inelasticity of residential energy use to GDP means that the sector
makes a quite small contribution to the energy-GDP elasticity. Agriculture’s contribution is
small due to the small energy use of the sector and the moderate GDP elasticity of its energy
use. The services sector accounts for almost one-tenth of the mean energy-GDP elasticity.

The energy-GDP elasticity is larger once primary solid biofuels are excluded, as shown by
the second bar in Fig. 5. The contribution of the transport sector increases substantially
because the sector receives a larger weighting now that we are excluding primary solid
biofuels. Residences and industry account for most of the remainder of the increase.

25



Excluding |
primary solid
biofuels | |

T T T I T
0.00 0.20 0.40 0.60 0.80 1.00

Contribution to energy-GDP elasticity

I Residences’ M Agric.” I Transport”
[ Industry’ B Servicess [ | Other

Fig. 5. Decomposition of mean conditional GDP elasticities for (a) all energy use, (b) energy use
excluding primary solid biofuels, and (c) electricity use. The decomposition employs Eq. (3) and the
estimates from Tables 1, 3, and 4. Year-2010 simple-average energy-mix weights are used. Minor
rescalings were performed. “Other” has a different meaning for the electricity regressions, accounting
for only other categories of final use. See Appendix Al for full definitions.

The sectoral contributions to the electricity-GDP elasticity (third bar in Fig. 5) are rather
different to the sectoral contributions to the energy-GDP elasticity. The principal reason is
that the electricity data cover only use of final electricity. They do not include transformation
losses. The “other” category thus has a different interpretation, covering only other final end-
uses of electricity. The contribution of residences to the electricity-GDP elasticity is much
larger than it was for the energy-GDP elasticity, for two reasons: (1) residential electricity use
has a higher GDP elasticity than residential energy use; and (2) residences account for a
larger share of final electricity use than of national primary energy use. The contributions of
industry and services to the electricity-GDP elasticity are also larger. The contribution of
transport is smaller, as this sector remains largely dependent on oil.

4. Conclusion

This paper has used data for 132 countries over 51 years to estimate sectoral energy-GDP
elasticities. We applied these elasticities to perform a simple decomposition of the aggregate
energy-GDP elasticity. The results indicate that residential energy use is very inelastic to
national GDP due to the high reliance of many developing economies on traditional fuels.
Once primary solid biofuels are excluded, residential energy use is more responsive to GDP,
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with a long-run elasticity of 0.59. Residential use of electricity has an even higher GDP
elasticity (0.78). Economic growth thus induces residential fuel switching toward higher-
quality energy types. Energy use by agriculture is relatively small and has a below-average
GDP elasticity in point estimate terms (0.50). The transport, industry, and services sectors
have larger energy-GDP elasticities. The aggregate energy-GDP elasticity tends to be higher
for higher-income countries, a key reason being that these economies are mostly reliant on
commercial rather than traditional energy sources. The long-run energy-GDP elasticity is less
than unity, indicating that economic growth induces reductions in the energy intensity of
GDP (i.e. improvements in the overall economic productivity of energy use). That energy-
GDP elasticities vary by end-use sector is consistent with the energy mix evolving as
economies grow. In particular, the share of residences and agriculture tends to fall.

Our results also identify roles played by factors such as fuel prices, climate, population, and
land area in explaining energy use. Other things equal, countries with higher gasoline prices
tend to use less energy, countries with cold winters tend to use more energy, more densely-
populated countries use less energy for transport, and more spacious countries use more
energy for agriculture. Conditional convergence in per capita energy use occurs at around
2.3% per annum, similar to the rate for per capita GDP reported by Barro (2015).

Many of our results are in line with the expectations of earlier authors. For example, Ang
(1987) concluded that the GDP elasticity of commercial fuels should be higher than that of
non-commercial fuels. Other results help to update earlier expectations. For example, we find
no evidence to support the fairly common (e.g. Jakob et al., 2012) expectation that the
energy-GDP elasticity will be lower at higher incomes. We find the opposite, in large part
due to lower dependence on (GDP-inelastic) primary solid biofuels in higher-income
countries.

Looking to the future, our results suggest that economic growth is likely to continue to place
upward pressure on energy use, particularly in the transport, industry, and services sectors,
and also for energy transformation processes such as electricity generation. At the same time,
other factors — such as time-specific common technology effects, or energy price increases —
can exert downward pressure on energy use. Trends to watch include robotification, the move
to electric vehicles, and further improvements in low-emission technologies. The third of
these could allow faster energy use growth by reducing the link between energy services and
adverse environmental outcomes.
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Appendix

Al. Variable definitions
Final energy use by residences: Total final consumption of energy by households, excluding
for transport, in oil-equivalent terms. Source: IEA (2016).

Final energy use by agriculture: Total final consumption of energy by the agriculture,
hunting, forestry, and fishing sectors in oil-equivalent terms. Covers ISIC Rev. 4 Divisions
01-03. Source: IEA (2016).

Final energy use by transport: Total final consumption of energy by all transport forms, in
oil-equivalent terms. Covers ISIC Rev. 4 Divisions 49-51. Source: IEA (2016).

Final energy use by industry: Total final consumption of energy by industry, in oil-equivalent
terms. Industry includes iron and steel; chemical and petrochemical; non-ferrous metals; non-
metallic minerals; transport equipment; machinery; mining and quarrying; food and tobacco;
paper, pulp, and print; wood and wood products; construction; textile and leather; and non-
specified. Source: IEA (2016).

Final energy use by services: Total final consumption of energy by the commercial and
public services sector in oil-equivalent terms. This is a broad category that includes repair
and installation of machinery and equipment; water, sewerage, and waste services; wholesale
and retail trade; warehousing and postal services; accommodation and food services;
information and communication; finance and insurance; real estate; professional, scientific
and technical activities; administrative and support services; public administration; education;
health and social work; arts, entertainment, and recreation; and other. Source: IEA (2016).

Other energy use: Total primary energy use minus final energy use in the above five
categories. Includes primary energy lost in transformation (e.g. the generation of electricity)
and distribution; primary energy used by the energy industry itself; other final energy use not
allocated to one of the above sectors; use of non-biomass fuels for non-energy purposes; and
transfers and statistical differences. Source: IEA (2016).

Total energy use: Total primary energy supply (TPES) in oil-equivalent terms. This is the
total use of all energy types. This is a broader concept than total final consumption (TFC) of
energy because it includes energy used in transformation and distribution processes, energy
consumed by the energy industry itself, and additional transfers and statistical differences.
Source: IEA (2016).

** Unless otherwise mentioned, the above seven categories include primary solid biofuels. In
additional specifications we deduct use of primary solid biofuels from each measure (e.g.
Table 3). This involves subtracting two IEA categories: “primary solid biofuels” and “non-
specified primary biofuels and waste”. The IEA (2016) defines primary solid biofuels as “any
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plant matter used directly as fuel or converted into other forms before combustion. This
covers a multitude of woody materials generated by industrial process or provided directly by
forestry and agriculture (firewood, wood chips, bark, sawdust, shavings, chips, sulphite lyes
also known as black liquor, animal materials/wastes and other solid biofuels)”. We have not
deducted charcoal use. **

Electricity use by residences: Total consumption of electricity by households, excluding for
transport, in oil-equivalent terms. Source: IEA (2016).

Electricity use by agriculture: Total consumption of electricity by the agriculture, hunting,
forestry, and fishing sectors in oil-equivalent terms. Covers ISIC Rev. 4 Divisions 01-03.
Source: IEA (2016).

Electricity use by transport: Total consumption of electricity by all transport forms, in oil-
equivalent terms. Covers ISIC Rev. 4 Divisions 49-51. Source: IEA (2016).

Electricity use by industry: Total final consumption of electricity by industry, in oil-
equivalent terms. Industry is defined above. Source: IEA (2016).

Electricity use by services: Total final consumption of electricity by the commercial and
public services sector in oil-equivalent terms. Services is defined above. Source: IEA (2016).

Electricity use (other): Total final consumption of electricity by other users in oil-equivalent
terms. This category is named “Non-specified (other)” in the IEA data. Source: IEA (2016).

Electricity use total: Total final consumption of electricity by all sectors, in oil-equivalent
terms. Source: IEA (2016).

GDP per capita: PPP-converted GDP per capita (chain series) at 2005 constant prices.
Source: Heston et al. (2012).

Gasoline price: Pump price of the most widely sold grade of road-sector gasoline, in $US.
Source: World Bank (2015).

Temperature (coldest month): Average temperature over each country’s land area in that
country’s coldest month, in “C. Source: Harris et al. (2014), data version CRU TS v3.22. See
http://www.cru.uea.ac.uk/cru/data/hrg/.

Temperature (warmest month): Average temperature over each country’s land area in that
country’s warmest month, in “C. Source: Harris et al. (2014), data version CRU TS v3.22.
See http://www.cru.uea.ac.uk/cru/data/hrg/.
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Precipitation: Precipitation averaged over each country’s land area and over the 12 months of
the year, in millimeters. Source: Harris et al. (2014), data version CRU TS v3.22. See
http://www.cru.uea.ac.uk/cru/data/hrg/.

Population: Total population, in people. This variable was used in the construction of the per
capita energy/electricity use variables. Source: Heston et al. (2012).

Land area: Land area in square kilometers, excluding inland water bodies, national claims to
continental shelf, and exclusive economic zones. Source: World Bank (2015).

Transition economy dummy: Equal to one for former transition economies, 0 otherwise. This
measure focuses on former transition economies in our sample in Europe and Central Asia:
Albania, Armenia, Azerbaijan, Belarus, Bosnia and Herzegovina, Bulgaria, Croatia, Czech
Republic, Estonia, Georgia, Hungary, Kazakhstan, Kyrgyz Republic, Latvia, Lithuania,
Macedonia FYR, Moldova, Montenegro, Poland, Romania, Russian Federation, Serbia,
Slovak Republic, Slovenia, Tajikistan, Turkmenistan, Ukraine, and Uzbekistan. Source:
Easterly (2001).

Region dummies: These dummies cover six of the seven World Bank (2015) regions. The
base region (i.e. excluded region) is East Asia and the Pacific.
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