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Abstract

Model Predictive Control (MPC) refers to a class of algorithms that optimize
the future behavior of the plant subject to operational constraints [46]. The
merits of the class algorithms include its ability to handle imposed hard
constraints on the system and perform on-line optimization.

This thesis investigates design and implementation of continuous time model
predictive control using Laguerre polynomials and extends the design ap-
proaches proposed in [43] to include intermittent predictive control, as well
as to include the case of the nonlinear predictive control.

In the Intermittent Predictive Control, the Laguerre functions are used to
describe the control trajectories between two sample points to save the com-
putational time and make the implementation feasible in the situation of the
fast sampling of a dynamic system.

In the nonlinear predictive control, the Laguerre polynomials are used to
describe the trajectories of the nonlinear control signals so that the reced-
ing horizon control principle are applied in the design with respect to the
nonlinear system constraints.

In addition, the thesis reviews several Quadratic Programming methods
and compares their performances in the implementation of the predictive
control. The thesis also presents simulation results of predictive control of
the autonomous underwater vehicle and the water tank.

Keywords: Model Predictive Control, Intermittent Model Predictive Con-
trol, Nonlinear Model Predictive Control, Quadratic Programming, Cost
Functions, Laguerre Functions.
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Chapter 1

Introduction

1.1 Literature Review

This thesis is related to several fields of control engineering. In broad terms
the fields are: model predictive control; quadratic programming, intermit-
tent model predictive control, nonlinear model predictive control, and au-
tonomous underwater vehicle. The literature review reflects the work com-
pleted in recent years in each of these respective areas.

1.1.1 Model Predictive Control

Model predictive control, also known as moving horizon control or receding
horizon control [5, 16, 21], is an optimal control based algorithm. The al-
gorithm uses the control input signals by repeatedly solving online optimal
control problem to optimize the future plant output to the reference points.
At each sampling time, the optimization aims at minimizing the cost func-
tions subject to constraints over a future horizon. The control sequence is
then converted into the feedback sequence and the process is repeated when
the new plant output is available. Several famous papers can be found at
[12, 43, 45, 50, 55, 60, 84, 86, 87]. These papers provide a comprehensive
introduction and survey to the theories and technologies associated to the
model predictive control.

The model predictive control began in chemical, refinery and petrochemical
process industries. This class of algorithm was developed towards the end

1



Chapter 1. Introduction

of the 1970’s and continued on to the 1990’s. During this time, it received
high recognition and wide applications. The MPC reached its fullest po-
tential was due to the design procedure and the ease to handle the process
constraints [20, 35].

In the earlier formulation of the MPC, the step response model was applied
to model the plant. The plants could be described as the process delay,
gain, and response time. The popular implementations of the MPC were
Dynamic Matrix Control (DMC) [13, 55] in 1979 and Generalized Predictive
Control (GPC) [19, 33] in 1987. The objective of a DMC controller was to
drive the output close to the set point. The finite step response (FSR) was
used to model the process plant. This resulted a smaller computed input
moves and a less aggressive output response. This algorithm was considered
to be less effective in handling multi-variable plants. Other implementations
of the MPC are model algorithmic control (MAC or sometimes known as
IDCOM) [56], multi-step multi-variable adaptive control [21] and predictive
function control [20].

The first MPC technique had been proposed in the discrete time MPC. Some
of the famous discrete MPC methods can be found at [12, 52, 56, 61, 96].
The discrete time MPC and continuous time MPC apply the least squares
solutions to calculate their prediction. The future plant in the discrete
time case is calculated through direct iteration, while that is calculated
through convolution in the continuous time case. For that reason, it is more
complicated to develop the MPC technique in the continuous time because
the computational costs are more expensive. However, the continuous time
model is more appropriate in making use of the physical systems. It is also
able to handle both linear and nonlinear problems. Therefore, it is more
economic benefits of the continuous time MPC model when applied to the
process industry.

One of the first continuous time MPC, known as Continuous-Time Gener-
alised Predictive Control (CGPC), was proposed by Demirciogly and Gawthrop
[33]. The prediction was obtained through a Taylor series expansion. The
CGPC has similar properties to those of the discrete time Generalised Pre-
dictive Control. The recent works of the continuous time MPC methods
included [9, 33, 43, 59, 69].

This thesis focuses on the continuous time model predictive control algo-
rithm using orthonormal basic function. One of the advantages of this algo-
rithm is that the control trajectory of this model is approximated by using
a set of Laguerre functions. According to the works of Wiener Lee [102], the
accuracy of the approximation depends on the choices of the scaling factors,

2



1.1 Literature Review

which affect to the response speed of the closed loop system. Therefore, the
system performances can be easily tuned by the academics or engineers.

The MPC algorithm uses the state space approach, which contributes many
important issues to the MPC model. A velocity form model is introduced
into the MPC model. The formulation leads to the natural embedding of
an integral action and a simplified form for an implementation of the MPC
on the real plant. Moreover, this MPC model is easier to imposed both
soft constraints and hard constraints. This aspect is very important to the
process industry where the limits on the operation are inevitably present.

It is well known that most of the applications in the process industry oper-
ate under the constraints, which has impacted on the quality of the process
inputs, plant outputs, and direct costs. Therefore, the most important fea-
ture of the MPC is the ability to incorporate the various process constraints
on-line at each step without violating them. The Quadratic Programming
(QP) methods are adopted into the MPC for solving the quadratic cost
function. Some examples of papers, which discussed the combination of the
QP methods and the MPC, present in the papers [10, 45, 46, 55].

This thesis focuses on the model predictive control algorithms using a ve-
locity form model. It also makes use of the state space model so that it can
handle multivariable control easily. The related papers of the state space
form of the model predictive controller can be found at [32, 49].

1.1.2 Nonlinear Model Predictive Control

The linear model predictive control had been developed in 1970s. The lim-
itation of the linear MPC is that it based on the linear system and is not
able to handle the nonlinear system. The nonlinear model predictive control
had received its recognition in the 1990’s [16, 17]. The advantages of the
NMPC are:

• using the nonlinear model for prediction.

• handling linear and nonlinear constraints (at inputs, outputs and states).

• optimizing nonlinear process online.

• based on the linear MPC.

3



Chapter 1. Introduction

In the literature, there are a number of the NMPC that have been proposed.
In this section, the NMPC algorithms based on the state space model are
focused. The idea of this algorithm is to utilize the well known state space
model and the linear MPC technologies that currently in use. They are
summarized as follows:

• NMPC based on Dynamic Matrix Control DMC: the nonlinear
quadratic DMC proposed by Garcia [11]. This algorithm is used to
compute the effect of the past manipulated variables on the predicted
output. The nonlinear model is linearized at each sampling time so
that it can be used to compute the manipulated variable values. The
algorithm is improved by Peterson et al [92, 93]. The disturbance is
added into the system and the effects of the nonlinearities in the pre-
diction horizon are taken into account. The algorithm is extended by
Gattu et al [28, 29]. The state estimation using Kalman filter gain is
incorporating into the system at each sampling time. The new algo-
rithm takes the advantages of the state space models and nonlinear
input-output models. The algorithm inherits the properties of the fil-
ter theory such as disturbance rejection and offset free tracking. The
quadratic DMC algorithm has been successfully tested on the Ten-
nessee Eastman Challenge process [39, 40].

• NMPC based on Newton type: Another method of the NMPC
proposed is based on Newton-type, which is found at [62, 99]. The
method is to linearize the nonlinear state space model at the previous
sampling time. The impulse or step response models are determined
from the state space model which obtained by linearizing the nonlin-
ear model. The new input sequence is computed. This algorithm is
extended by introducing the trust region concepts to deal with the
ill-condition.

• NMPC based on Nonlinear programming techniques: The
third NMPC algorithm proposed is based on nonlinear programming
(NLP) techniques for solving the optimization. The method is to use a
simultaneous solution and an optimization strategy. The method also
incorporates with the Successive Quadratic Programming method for
solving the NLP problems [8, 57, 82].

There are other NMPC algorithms which are not based on state space model.
They are NMPC used recursive state and parameter estimation, such as
Extended Kalman filter [15, 40], Neural Network Models [37, 90], Fuzzy and
multiple linear models [7, 91, 98], or Polynomial NARX models [30].
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1.1.3 Quadratic Programming

Quadratic programming has been an important topic in mathematic, physic,
and sciences. The first programming method was linear programming which
seeks to optimize the linear functions given linear constraints in the 1940s
[27]. In recent years, the quadratic programming has received many interests
because of its key role in obtaining the optimal solution of the constrained
control problem. The ability to solve the quadratic program efficiently is
the most important. However, the large number of quadratic programming
methods had been studied extensively in the literature [25, 64, 66, 77, 78,
83, 85, 88]. The purpose of this thesis is to review the literature and to
select the best known methods for the MPC.

There are four types of methods devised for solving the constrained control
problem. They are primal methods, dual methods, Lagrange methods, and
penalty and barrier methods. Each quadratic programming method has its
own advantages. In this thesis, four methods are discussed. They are Active
Set method, Primal Dual Interior Point algorithm, Hildreth’s Quadratic
Programming Procedure, and Shor’s r-Algorithm.

Active Set Methods
The active set QP method was suggested by Fletcher [77] in 1971. The
method proves to be effective for solving QP problem if there are few con-
straints at the solution. This method can handle the equality constrained
problem by introducing the Lagrange multiplier to the objective function.
However, it is more difficult to obtain the feasible solution in case of in-
equality constrained problem. Even though the active set is not known
in advance, it can be constructed during iteration. The objective function
could be minimized with all active set constraints treated as equality, where
as the inequality constraints are ignored.

Primal-Dual Interior Point Algorithm
The Primal Dual Interior Point algorithm was discussed by Karmarkar [63]
in 1984. In the past decades, the algorithms have become one of the most
important and useful algorithm. The algorithm generates the points that lie
in the neighborhood of the central trajectory. In this algorithm, both pri-
mal and dual algorithms are used to obtain the optimal solution. The dual
method is used to compute the estimation of the optimal primal variable;
whereas the primal method is used to test for convergence. The primal-dual
methods find the solution to the primal-dual linear programming pair by ap-
plying the modified Newton’s method to the Karush Kuhn Kucker (KKT)
conditions. The solutions of the primal dual programming, which satisfied
the KKT conditions. The literature about this algorithm can be found at
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[74, 85, 88, 76, 10, 27].

Hildreth’s Quadratic Programming Procedure
This method is a part of the primal dual method. However, the method
calculates the Lagrange multiplier directly rather than using the Mehrotra’s
predictor-corrector search direction. For that reason, it is easy for computer
programming. The Hildreth’s Quadratic Programming algorithm converges,
and given a sufficient number of iteration, the algorithm than gives a reliable
result. Due to its simplicity, the convergence rate is slow for the nonnegative
Lagrange multiplier [14, 45].

Shor’s r-Algorithm The Shor’s r-Algorithm has developed for minimiz-
ing the smooth convex functions under unconstrained problems. It shows
the advantage in the ability to handle both linear and nonlinear objective
functions that subject to either linear or nonlinear constrained problems.
However, the algorithm takes larger number of iteration to obtain the feasi-
ble solutions because of having serious problems with the design of stopping
criterion and the choice of the initial step size [25, 64, 65].

1.1.4 Intermittent Continuous-time Model Predictive Con-
trol

The continuous time MPC methods successfully predict the future plant.
The advantages of these methods are allowed to tune the scaling factors,
poles and other parameters so that the responses of the system can reach to
the future plant as quickly as possible. Therefore, the continuous time MPC
has been driven by many applications in the process industry. However, the
processes in those applications have such a long time constant (up to hours)
and slow sample interval (few seconds). For the processes that have short
time constant and slow sampling interval, the prediction of the continuous
time MPC is not assured.

The new approach, which based on the ideas of Model Predictive Con-
trol and Intermittent Control, was proposed so that it would be able to
work well under these strict conditions. This approach is called an Inter-
mittent Model Predictive Control (IMPC). The IMPC approach is laid be-
tween the extremes of purely discrete time and continuous time approaches.
In the intermittent control, the continuous time open loop control signal
is re-adjusted intermittently. The recent works on this method have been
proposed by Gawthrop [70, 71, 73] and Ronco [22, 23, 24].

Acording to Gawthrop ([70, 73]), the optimization of the intermittent con-
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trol is done by using an intermittent feedback approach whereby the open
loop trajectory is implemented between intermittent closing of the loop by
taking a state measurement and recomputing the open loop control. The
intermittent control is applied for the predictive pole placement control to
form a method called intermittent predictive pole placement control (IPPP).
This method successfully drives the inverted pendulum system which is com-
plicated and unstable.

Another method proposed by Ronco ([22, 23, 24]) is called Open-Loop In-
termittent Feedback Optimal Control (OLIFO) where the control method is
developed based on the practical continuous time generalised predictive con-
troller. During simulation, the optimised results are not available until the
optimisation is completed at time ti. Thus, the feedback is intermittently
introduced for every open loop time interval ∆ol. In other words, the sys-
tem is updated for every ∆ol. The control signals are calculated based on 2
sections. The first section is in the range that the optimisation is completed
(t > ∆ol). In the second section (t ≤ ∆ol), no information is available.
Therefore, the control signals are repeated the optimised control signal in
the previous section which is the section of time ti−1. This method has some
drawbacks if there are disturbances in the system. In addition, the ways of
constructing control signals produce the fluctuations in the control inputs
themselves and also on the process outputs. This approach is also success-
fully applied to control six muscles human arm model, two links robot arm,
and ball and beam system [22, 31, 33].

1.1.5 Autonomous Underwater Vehicle

Autonomous Underwater Vehicles (AUVs) have been developed for over
three decades to explore the ocean. They are very useful since not requir-
ing a tethered cable and travelling far from homebase without restriction.
Moreover, the AUV can work independent of human control. For these
reasons, they have been used in variety of long range oceanography survey
application, autonomous docking and shallow water mine countermeasure
[34, 68, 100]

Tracking the AUV in the ocean is a challenge while it is influenced by
nonlinear forces and moments. The equations of motion of the AUV has
been established by Abokowitz of the MIT University in 1969 [58]. The
equations comprised six degree of freedom of the AUV. From that, many
researches have been done by the Naval Postgraduate School to improve the
performance of the vehicle. The original equations of Abokowitz has been
linearized so that they could be used for tracking the vehicle in one direction
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by using Least Mean Square Estimation method [54].

1.2 Contributions

The main contributions of this thesis are summarized as follows:

• Intermittent Model Predictive Control
The new algorithm Intermittent Model Predictive Control design using
Laguerre functions was derived based on the ideas of Continuous Time
Model Predictive Control method and Intermittent Control. This al-
gorithm is more efficient than the traditional model predictive control
while dealing with the applications that have the short sampling inter-
val. The algorithm retains the key success features of the continuous
time MPC such as easy to tune, reject disturbance and constrained
control. It also overcomes the drawbacks of the fluctuations in the
control inputs and process outputs.

The Intermittent Model Predictive Control is programmed for sim-
ulation purpose and also for estimation on-line by using Embedded
function in Matlab Simulink.

• Nonlinear Model Predictive Control
Nonlinear model predictive control design is used where the applica-
tions of nonlinear optimization methods are needed. In this thesis,
two new control methods were derived to handle the multiple inputs
and multiple outputs nonlinear systems. The first nonlinear MPC de-
sign uses the Taylor series expansion and the second one uses the Lie’s
function.

• Reviewing Quadratic Programming Methods
The original work of MPC design using Laguerre functions is improved
on the constrained control. The future instant time is added to the
constrained set and enlarge the set. The idea is to make the prediction
of the MPC under the constrained problem to operate accurately.

The important feature of the MPC algorithms is the ability to handle
imposed hard constraints on the system. The Quadratic Program-
ming (QP) methods are capable of optimizing a class of quadratic
forms within linear inequality constraints. However, in case of compli-
cated process dynamics and fast sampling, it is a challenge to obtain
a reliable solution. This thesis presents simple, efficient, and widely
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used QP methods. Depending on specific type of constraints, the ap-
propriate QP method will be suggested.

The formula of the constraints on the inputs, outputs and states are
constructed for the continuous time model predictive control, inter-
mittent model predictive control and nonlinear predictive control. The
size of the constraints depends on the future time instants, which is
used to limit the response.

The use of Laguerre polynomials for parameterising the variables in
the quadratic programming problem was proposed for the Intermittent
MPC. A significant reduction in the number of parameters offered a re-
duction in the computational cost of locating the optimal set of future
control variables.

• Autonomous Underwater Vehicles
This thesis revisited the AUV’s equation in six degree of freedom. The
equation would be reconstructed into a state space model with multi-
ple inputs and multiple outputs. The Intermittent Model Predictive
control was applied to control the directions of the vehicle. The model
was also kept as high nonlinear. The nonlinear model predictive con-
trol was used to control the turn and the dive direction of the vehicle.

The thesis comprises many industrial applications and case studies.
It shows how to formulate those systems to the state space models or
nonlinear models for the use of the model predictive control.

The following publication was also produced as a result of this research.

Q. Truong, L. Wang, and P. Gawthrop, Intermittent Model Predictive Con-
trol of an Autonomous Underwater Vehicle, 9th International Conference on
Control, Automation, Robotics and Vision (ICCARV), 2006.

1.3 Thesis Outline

The thesis consists of seven chapters. The basic overall structure is the
development of model predictive control algorithms by presenting each of
the components individually before showing how they work in combination.

Chapter 2 revisits the concept of the model predictive control using La-
guerre functions. The key idea and properties of the Laguerre functions

9
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are briefly introduced. These functions are utilized in the predicting future
plant outputs. The cost functions and the constraints of the controller are
constructed based on the Laguerre functions. The optimal solution of the
MPC under constrained and unconstrained problems are proposed. The
roles of the tuning parameters are investigated. The simulation examples
using Matlab programming platform present clearly all properties of the
MPC.

Chapter 3 summarizes the Quadratic Programming methods which is used
to obtain the optimal solutions of the cost functions. They are Primal-Dual
Interior Point method using Mehrotra’s predictor-corrector algorithm, Hil-
dreth’s Quadratic Programming Procedure, Active Set method, and Shor’s
r-Algorithm. The simulation studies on the properties of these methods are
investigated. The advantages and drawbacks of each method are discussed.

Chapter 4 proposes the new algorithm known as Intermittent Model Pre-
dictive Control (IMPC). The new algorithm is accomplished by using an
intermittent feedback approach whereby the open loop trajectory is imple-
mented between closing of the loop by taking a state measurement and
recomputing the open loop control. The IMPC is designed for predicting
on-line.

Chapter 5 proposes the two new approaches of Nonlinear Model Predictive
Control (NMPC). The first approach utilizes the properties of Taylor series
in rounding of error. The second approach uses the Lie’s function for pre-
diction. The cost functions and the nonlinear constraints are constructed.

Chapter 6 revisits the construction of the Autonomous Underwater Vehicle
in six degree of freedom. The model is highly nonlinear and comprises all
forces and moments of the ocean, which affect on the vehicle. The nonlin-
ear model is applied to the nonlinear model predictive control. The model
is improved in order to apply to the Intermittent Model Predictive Con-
trol. All of the properties of the IMPC such as constrained control, tuning
parameters, and disturbance rejection are investigated.

Finally, Chapter 7 provides a summary of this work and discusses possible
further research in this area.
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Chapter 2

Model Predictive Control

2.1 Introduction

The design principle of the advanced control strategy known as Model Pre-
dictive Control is introduced. The controller utilizes the properties of the
Laguerre functions to reduce the cost of computation. The merits of the
MPC algorithm include its ability to obtain prediction, to make use of the
well known state space model, and to handle imposed hard constraints in
the system. This section also derives the solutions of the cost function un-
der constrained and unconstrained problems. The optimization algorithm
is described to obtain the optimal solution.

This thesis is also to contribute the improvement of the prediction of the
MPC under constrained control problem. The future instant time is added to
the constrained set. The constrained set is much larger and the computation
is more expensive.

Two industrial applications, which are controlled by the MPC methods, are
introduced. In the first application in section 2.3.2, the MPC is applied to
control the variables of the food cooking extruder which produced by the
food cooking extruder. The system has two inputs and two outputs. The
Copolymerization process is a second application and is more complex. It
is described in section 2.4.2. The system model has five inputs and four
outputs. The MPC properties, such as tuning parameters, disturbance re-
jection, and constrained control, are investigated. Section 2.5 states the
conclusion of the MPC design.
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2.2 Design Principle

2.2.1 Orthonormal Expansion and Laguerre Functions

An arbitrary function f(t) is expressed in terms of a series expansion as:

f(t) =
n∑

i=0

ξili(t) (2.1)

where ξi, i = 1, 2, ..., n, and li(t), i = 1, 2, ..., n, are orthogonal functions
if satisfying:

∫ n

0
li(t)2dt = 1

∫ n

0
li(t)lj(t)dt = 0, i 6= j (2.2)

Assuming that: ∫ n

0
f(t)2dt < ∞ (2.3)

and for any ε > 0, there exists an integer N such that for all k ≥ N :

∫ n

0
(f(t)−

k∑

i=1

ξili(t))
2dt < ε (2.4)

The truncated expansion
∑n

i=1 ξili(t) is used to closely approximate f(t).
The system that satisfying (2.3) can be approximated by using orthonormal
functions. The orthonormal function frequently used is the set of Laguerre
functions. ∫ n

0
li(t)e−stdt =

√
2p

(s− p)i−1

(s + p)i
(2.5)

where p is a positive number. Let L(t) = [l1(t) l2(t) ... lN (t)]T and L(0) =√
2p[1 1 ... 1]T . The Laguerre functions satisfy the differential equation:

L̇(t) = ApL(t) (2.6)

where:

Ap =




−p 0 ... 0
−2p −p ... 0

...
...

. . .
...

−2p −2p ... −p


 (2.7)

The solution of (2.6) is:
L(t) = eAptL(0) (2.8)
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2.2.2 Prediction

One of the advantages of the MPC is to utilize the state space model which
is understood by many practitioners. The linear dynamic model is usually
described as follows [43]:

Ẋm(t) = AmXm(t) + Bmu(t) (2.9)
y(t) = CmXm(t)

where Xm(t) is the state vector of dimension n. We are more interested in
the rate of the control input signal u̇(t) which is represented by Laguerre
functions to obtain

u̇(t) = LT η (2.10)

By taking derivative both sides of (2.9), the state space model can be rewrit-
ten in the augmented model and still keeps the same properties.

Ẋ(t) = AX(t) + Bu̇(t) (2.11)
y(t) = CX(t)

where:

X(t) = [Z(t)T y(t)T ]T , B = [BT
m 0]T , C = [0 I], A =

[
Am 0
Cm 0

]
, Z(t) =

Ẋm(t).
Assume that at the current time, say ti, the state variable X(ti) is available.
Then at the future time ti+τ , (τ > 0), the predicted state variable X(ti+τ)
is described as the following equations:

X(ti + τ) = eAτX(ti) +
∫ τ

0
eA(τ−γ)Bu̇(ti + γ)dγ (2.12)

y(t + τ) = CX(ti + τ)

The control signal is written as:

u̇(t) = [u̇1(t) u̇2(t) ... u̇r(t)]

and the input matrix is partitioned as:

B = [B1 B2 ... Br]

where Bi is the ith column of B matrix. We express the ith control signal
u̇i(t) (i = 1, 2, ..., r).

u̇i(t) = Li(t)T ηi

where Li(t)T = [li1(t) li2(t) ...liNi
(t)] and ηi(t)T = [ηi

1(t) ηi
2(t) ...ηi

Ni
(t)].

The parameters pi and Ni are pre-chosen. The predicted future state at
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the time ti + τ is:

X(ti + τ) = eAτX(ti) +
∫ τ

0
eA(τ−γ)[B1L1(γ)T B2L2(γ)T ... BrLr(γ)T ]dγη

(2.13)
y(ti + τ) = CX(ti + τ)

Let us define:

Iint(τ)i =
∫ τ

0
eA(τ−γ)[B1L1(γ)T B2L2(γ)T ... BrLr(γ)T ]dγ (2.14)

where Iint(τ)i is (n + q)×Ni matrix and is calculated as follows:

AIint(τ)− Iint(τ)AT
p = −BL(τ)T + eAτBL(0)T (2.15)

By letting Ii as the ith column of Iint and Ji as the ith column on the left hand
side of equation (2.15), the elements in the matrix Iint can be determined
by taking advantage of the lower triangular structure of the matrix Ap:

(A + pI)I1 = J1

For i = 2, ..., N

(A + pI)Ii = Ji − 2p

i−1∑

k=1

Ik (2.16)

2.2.3 Optimal Control Strategy

We say that the set of the future setpoint r(ti + τ) = [r1(ti + τ) r1(ti + τ)
... rq(ti + τ)], 0 ≤ τ ≤ Tp are available where Tp is the prediction horizon.
The purpose of the MPC is to drive the predicted plant output as close as
possible to the future trajectory of the setpoint. Therefore, the problem
becomes to minimize the cost function.

J =
∫ Tp

0
[r(ti +τ)−y(ti +τ)]T Q[r(ti +τ)−y(ti +τ)]dτ +

∫ Tp

0
u̇T (τ)Ru̇(τ)dτ

(2.17)
Q and R are symmetric matrices with Q > 0 and R > 0. For simplicity, Q
can be set to the unit matrix I and R is a diagonal matrix with

R = diag(λk), 0 ≤ k ≤ r

From the property of orthonormal equation (2.3), the second term of (2.17)
can be represented in term of η

∫ Tp

0
u̇k(τ)T u̇k(τ)dτ = ηT

k ηk
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thus the cost function J can be rewritten as:

J =
∫ Tp

0
[r(ti + τ)− y(ti + τ)]T Q[r(ti + τ)− y(ti + τ)]dτ + ηT R̄η (2.18)

where R̄ = diag(Ri), and Ri = λiINixNi , INixNi is a unit matrix with di-
mension Ni.

2.2.4 Unconstrained Solution

To find the optimal solution, the cost function (2.17) can be formulated as
a function of the parameter η by substituting y(ti + τ) in (2.12) with its
predictions:

J = ηT Πη − 2ηT [Ψ1r(ti)−Ψ2X(ti)] +
∫ Tp

0
u̇T (τ)Ru̇(τ)dτ (2.19)

Π, Ψ1, and Ψ2 are functions that depend on τ and independent on η:

Π =
∫ Tp

0
Φ(τ)QΦ(τ)T dτ + R̄

Ψ1 =
∫ Tp

0
Φ(τ)Qdτ, Ψ2 =

∫ Tp

0
Φ(τ)QCeAτdτ

Φ(τ) = (C[I1
int I2

int ... Ir
int])

T

w(ti + τ) = r(ti + τ)− CeAτX(ti)

The analytical solution to minimize (2.19) is:

η = Π−1(Ψ1r(ti)−Ψ2X(ti)) (2.20)

2.2.5 Constrained Solution

Handling the constraints in the MPC design is an important issue. It is
generally true that higher levels of performance are associated with operat-
ing on constrained boundary. Therefore, ignoring the constraints will incur
the performance penalty. The problem now is how to formulate the various
constraints into inequality linear equations. The constraint problems are
considered at the inputs, outputs and states. The input and output con-
straints are frequently used. In this thesis, we introduce hard constraints
on the control input variable and its first derivative. It is because the input
constraints are most frequently encountered and can be imposed naturally
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through the physical system. Whereas, the output constraints can result
in infeasibility problems and the constraints can be violated because the
model plants to mismatch. The manipulated variable constraints and rate
constraints are specified as:

u̇low(ti + τ) ≤ u̇(ti + τ) = L(γ)T η ≤ u̇high(ti + τ) (2.21)

ulow(ti + τ) ≤ u(ti + τ) =
∫ τi

0
L(γ)T dγη +u(ti−∆t) ≤ uhigh(ti + τ) (2.22)

After re-arranging the constraints, the model predictive control problem
with respect to hard constraints is finally proposed as:
Minimize:

J = ηT Πη − 2ηT [Ψ1r(ti)−Ψ2X(ti)] +
∫ Tp

0
u̇T (τ)Ru̇(τ)dτ (2.23)

Subject to:



L(τi)
−L(τi)∫ τi

0 Lk(γ)dγ
− ∫ τi

0 Lk(γ)dγ


 η ≤




u̇high(ti + τi)
−u̇low(ti + τi)

uhigh(ti + τi)− u(ti −∆t)
−ulow(ti + τi)− u(ti −∆t)


 (2.24)

In the next section, two industrial applications are introduced to investigate
the properties of the Model Predictive Control approaches. They are food
cooking extruder process and copolymerization process.

2.3 Case Study 1: Food Cooking Extruder Pro-
cess

In this section, the twin screw food cooking extruder process is used to
receive further understanding of the MPC approach and its properties. The
process has two inputs and two outputs.

2.3.1 Investigation Procedure

The twin screw food cooking extruder system was used for the case study.
The relevant papers, which discussed and implemented on this extruder,
were performed by Wang and her colleagues [41, 46, 89]. The extruder ma-
chine and its schematic diagram are shown in figures 2.1, and 2.3.
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The food cooking extrusion has been developed into one of the most ef-
ficient process in the food industry. The extruder has been used to make
variety of products (see figure 2.2), such as cereals, biscuits, pasta, and pet
foods. The ingredients are forced through a barrel by a rotating screw. They
are transported, mixed, shaped, stretched, and sheared under elevated tem-
perature and pressure before getting out through the narrow die opening.
The extrusion process is needed to be controlled to satisfy a certain product
quality. The process can be adjusted on-line by the screw speed u1, and
liquid pump speed u2. The measured outputs of the process are the spe-
cific mechanical energy y1 (SME is the ratio of the motor power and the
mass of the output) and motor torque y2 [6, 45]. The multi-frequency relay
feedback control system [42] was implemented on the extruder to ensure a
safe operation of the process. The continuous-time transfer function model,
which is estimated using the state variable filter approach [44], is presented
as follows:

[
y1(s)
y2(s)

]
=

[ 0.193278
s2+0.44745s+0.273987

−0.005441
s2+0.622671s+0.195854

0.000976s−0.000226
s3+0.422036s2+0.091833s+0.003434

−0.000017
s2+0.060324s+0.006836

] [
u1(s)
u2(s)

]
(2.25)

This state space model is used to demonstrate the controlling purpose in
the model predictive control approach. The extrusion system has two inputs
and two outputs. The unit setpoints are set to both outputs. The behavior
of the inputs is to lead the outputs to the setpoints are shown in figure 2.4
. For further investigation, there are three tuning factors needed to be con-
sidered under unconstrained control problem. They are a pole placement
parameter p, a prediction horizon Tp, and parameter N, which used in La-
guerre model to capture the control signal.

In the first case, the parameters Tp and N are kept constants at (Tp1 = Tp2

= 150) and (N1 = N2 = 3). The pole placement parameters p1 = p2 vary
from 1/20, 1/15, to 1/10. The corresponding observer poles are respectively
at:

• Case 1: [-0.1 -0.6 -1.1 -1.6 -2.1 -2.6 -3.1 -3.6 -4.1 -4.6 -5.1 -5.6 -6.1 -6.6].

• Case 2: [-0.1333 -0.6333 -1.1333 -1.6333 -2.1333 -2.6333 -3.1333 -3.6333
-4.1333 -4.6333 -5.1333 -5.6333 -6.1333 -6.6333].

• Case 3: [-0.2 -0.7 -1.2 -1.7 -2.2 -2.7 -3.2 -3.7 -4.2 -4.7 -5.2 -5.7 -6.2 -6.7].
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Figure 2.1: The food cooking extruder machine

Figure 2.2: Variety foods made by the extruder

Figure 2.3: A schematic diagram of the food cooking extruder
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The comparison of the control signal responses is shown in figure 2.4.

Similarly, the pole placement parameters and the prediction horizon are
chosen as (p1 = p2 = 1/15) and (Tp1 = Tp2 = 150), respectively. The pa-
rameters (N1 = N2) are increased from 2, 3 to 5. The figure 2.5 depicts
the input and output responses versus the varying of N. These figures show
the evident to prove that the closed-loop responses are faster while increas-
ing pole placement parameters p or parameters N. While keeping p and
N as constants which are 1/15 and 3, respectively, the predictive horizon
Tp1 = Tp2 are changing from 50, 100, and 150. It can be seen in the figure
2.6 that the increasing of the parameters Tp slow down the speed of the
response.

The disturbance, which affected on the system performance, is also inves-
tigated. The pulse disturbance with 0.01 in magnitudes are added to the
system at the time t = 100 to 150 sec. The figure 2.8 shows a comparison of
the results in the case that the system has and does not have disturbance.
The pole placement parameters are chosen as p = 1/50. The disturbance
affects to both input and output responses. However, the MPC method still
leads the outputs to the setpoint. To reduce the effect of the disturbance,
the tuning parameter p can be increased to reduce the observer gain. The
figure 2.7 shows the reduce significantly of the disturbance comparing to the
figure 2.8 while increasing p to 1/15.

The constrained continuous-time model predictive control is applied to the
multivariable system. The constrained equations are based on (2.24) with
τi = 0 and are chosen as in (2.26). This system has eight linear inequality
constraint equations. The tuning parameters are: p1 = p2 = 0.1, Tp1 = Tp2

= 150, and N1 = N2 = 3.

−0.001 ≤ u̇1 ≤ 0.01
−0.005 ≤ u̇2 ≤ 0.002
−0.003 ≤ u1 ≤ 0.079 (2.26)
−0.02 ≤ u2 ≤ 0.002

The figure 2.9 compares the response of the system with and without con-
strained control problem. In this case, the constraints imposed on the am-
plitudes of the control input and its derivative have a little impact on the
system outputs.
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2.3.2 Simulation Results

Case 1: Effects of the pole location tuning parameters p
The purpose of the first simulation is to investigate the effect of the pole
location parameters p on the system responses. The prediction horizon
parameters Tp and tuning parameters N are kept constant.

Tp1 = Tp2 = 150, N1 = N2 = 3

The pole placement parameters p vary from slow response speeds to the fast
response speed. The corresponding parameters p are chosen as:

Case1 : p1 = p2 = 1/20

Case2 : p1 = p2 = 1/15

Case3 : p1 = p2 = 1/10

Observation: The response speed in case 1 is slow. The response speed in
case 2 is normal. The response speed in case 3 is fast.
Conclusion: Closed-loop responses are faster while increasing the pole place-
ment parameters p.
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Figure 2.4: Process output (top), control signal (middle) and its derivative
(bottom) of the food cooking extruder (N=3, Tp = 100): solid- p = 1/15,
dash-dashed- p = 1/10, and dash-dotted- p = 1/20.
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2.3 Case Study 1: Food Cooking Extruder Process

Case 2: Effects of the tuning parameters N
The purpose of this simulation is to investigate the effect of the tuning
parameters N on the system responses. The tuning parameters Tp and p are
kept constant.

Tp1 = Tp2 = 150, p1 = p2 = 1/15

The parameters N are chosen as the following:

Case1 : N1 = N2 = 2

Case2 : N1 = N2 = 3

Case3 : N1 = N2 = 5

Observation: The response speed in case 1 is slow. The response speed in
case 2 is normal. The response speed in case 3 is fast.
Conclusion: Closed-loop responses are faster while increasing the tuning
parameters N.
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Figure 2.5: Process output (top), control signal (middle) and its derivative
(bottom) of the food cooking extruder (p=1/15, Tp = 100): solid- N = 5,
dash-dashed- N = 3, and dash-dotted- N = 2.
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Case 3: Effects of the prediction horizon parameters Tp

The purpose of the simulation is to investigate the effects of the prediction
horizon parameters Tp on the system responses. The other parameters N
and p are kept constant.

N1 = N2 = 3, p1 = p2 = 1/15

The parameters N are chosen as the following:

Case1 : Tp1 = Tp2 = 50

Case2 : Tp1 = Tp2 = 100

Case3 : Tp1 = Tp2 = 150

Observation: The response speed in case 1 is fast. The response speed in
case 2 is normal. The response speed in case 3 is slow.
Conclusion: Closed-loop responses are faster while decreasing the tuning
parameters N.
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Figure 2.6: Process output (top), control signal (middle) and its derivative
(bottom) of the food cooking extruder (N=3, p = 1/15): solid- Tp = 100,
dash-dashed- Tp = 50, and dash-dotted- Tp = 150.
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2.3 Case Study 1: Food Cooking Extruder Process

Case 4: Disturbance rejection
The purpose of this simulation is to investigate how the MPC approach
handles the disturbance of the system. This process is known as disturbance
rejection.
The high disturbances with 0.01 in magnitudes are added to the input of
the system from the time t = 100 to 150 seconds. The tuning parameters
Tp1 = Tp2 = 150, N1 = N2 = 3, and p1 = p2 = 1/50.
Observation: The system responses (u̇, u, y) are strongly impacted. The
outputs still reach to the setponts when the disturbances occur (t = 100
- 150 seconds) and when the disturbances are no more influence (t ≥ 150
second).
Conclusion: The MPC approach can handle well the process when the dis-
turbances are in the system.
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Figure 2.7: Food cooking extruder control with disturbances: solid- with
disturbance, dash-dashed- without disturbance.
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Case 5: Reducing the effect of the disturbance
The purpose of this simulation is to show how to reduce the effect of the
disturbance on the system response.
The parameters in this case are the same as in case 4, except the pole location
parameters are reduced to p1 = p2 = 1/15. The simulation shows that the
disturbance is reduced when changing the pole location parameters.
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Figure 2.8: Increasing p to 1/15 to reduce the effect of disturbance
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2.3 Case Study 1: Food Cooking Extruder Process

Case 6: Constrained Control
The simulation shows how the MPC handles the constrained problems. The
tuning parameters are kept the same as in case 4. The imposed constraints
are:

−0.001 ≤ u̇1 ≤ 0.01
−0.005 ≤ u̇2 ≤ 0.002
−0.003 ≤ u1 ≤ 0.079 (2.27)
−0.02 ≤ u2 ≤ 0.002

Conclusion: The operation constraints are satisfied by the control system.
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Figure 2.9: Continuous-time MPC results with constraints of the food
cooking extruder (solid line: constrained control; dash-dashed line: uncon-
strained control. Process output: top-left: y1 top-right: y2. Control signal:
middle-left: u1 middle-right: u2. Derivative of control signal: bottom-left:
u̇1 bottom-right: u̇2).
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2.4 Case Study 2: Copolymerization Process

This section introduces the case study of Copolymerization process. The
process is more complicated with five inputs and two four outputs. The
MPC method is used to lead the five outputs to setpoints.

2.4.1 Copolymerization Process

The second study was based the model for the methyl methacrylate (MMA)
and vinyl acetate (VA) in a continuous stirred tank reactor, which appeared
in the paper by Rao et al [10]. The model has five inputs, four outputs, and
eighteen states. The purpose of this model was to testify the ability of the
model predictive control approach while handling complicated system. The
parameters are chosen as p1 = p2 = 0.1, N1 = N2 = 3, and Tp1 = Tp2 =
100. The transfer function is presented as the following:

G(s) =




0.34
0.85s+1

0.21
0.42s+1

0.5(0.5s+1)
12s2+0.4s+1

0 6.46(0.9s+1)
0.07s2+0.03s+1−0.41

2.41s+1
0.66

1.51s+1
−0.3

1.45s+1 0 −3.72
0.8s+1

0.3
2.54s+1

0.49
1.54s+1

−0.71
1.35s+1

−0.2
2.7s+1

−4.71
0.008s2+0.41s+1

0 0 0 0 1.02
0.07s2+0.41s+1


 (2.28)

where:

• u1: flows of monomer MMA.

• u2 monomer VA.

• u3: initiator.

• u4: transfer agent.

• u5: temperature of the reactor jacket.

• y1: polymer production rate.

• y2: mole fraction of MMA in the polymer.

• y3: average molecular weight of the polymer.

• y4: reactor temperature.

The figures from 2.10 to 2.15 show the effects of tuning parameters to the
response speed of the system. In this case study, the tuning parameters p
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2.4 Case Study 2: Copolymerization Process

are strongly impacted to the control inputs.

The unit step disturbances (see figure 2.16) are introduced to the input
responses in order to investigate the MPC performance. The comparison
between the responses with and without disturbance are shown from figures
2.17 to 2.19. It is seen that the simulation results in these figures follow
the same pattern as the noise free case. This is known as the ”disturbance
rejection” property of the MPC. Under the disturbance, the performance of
the system can be improved by changing the pole positions.

The constraints are set to the inputs and its derivative. There are 20 con-
straints which are imposed to the system, where the future instant time τi

in the cost function 2.17 is 0.01 and i = 0.

−3 ≤ u̇1 ≤ 8
0 ≤ u̇2 ≤ 2

−6 ≤ u̇3 ≤ 0
0 ≤ u̇4 ≤ 40
0 ≤ u̇5 ≤ 0.1
0 ≤ u1 ≤ 362 (2.29)
0 ≤ u2 ≤ 100

−300 ≤ u3 ≤ 0
0 ≤ u4 ≤ 1800

0 ≤ u5 ≤ 1

Figures 2.20, 2.21, and 2.22 shows derivative of inputs, inputs, and outputs
under the constrained control. The constrains impact to the response of
the system because the control inputs interact with each other. The output
responses show a delay.

The constrained problems can be improved in order to meet the requirement
in the practical. At each τi = 0.01, the high and low limits of control inputs
and derivative of control inputs uhigh(τi), ulow(τi), u̇high(τi), and u̇low(τi)
are reduced 0.01 in amplitude. With i = 0, 1, there are 40 constraints in the
system. The result of the simulation is depicted in figures 2.23, 2.24, and
2.25 .
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Chapter 2. Model Predictive Control

2.4.2 Simulation Results

Case 1a: Effects of the pole location tuning parameters p on the
derivative of the inputs
The purpose of the first simulation is to investigate the effect of the pole
location parameters p on the system responses. The prediction horizon
parameters Tp and tuning parameters N are kept constant.

Tp1 = Tp2 = 100, N1 = N2 = 3

The pole placement parameters p vary from slow response speed to the fast
response speed. The corresponding parameters p are chosen as:

Case1 : p1 = p2 = 0.075

Case2 : p1 = p2 = 0.1

Case3 : p1 = p2 = 0.15

The figure shows the simulation results of the derivative of the control inputs.
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Figure 2.10: Closed-loop response for the derivative of the control inputs
with different pole location tuning parameters p (solid- p = 0.1, dash-dashed-
p = 0.15, and dash-dotted- p = 0.075).
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2.4 Case Study 2: Copolymerization Process

Case 1b: Effects of the pole location tuning parameters p on the
inputs

Tp1 = Tp2 = 100, N1 = N2 = 3

The pole placement parameters p vary from slow response speeds to the fast
response speed. The corresponding parameters p are chosen as:

Case1 : p1 = p2 = 0.075

Case2 : p1 = p2 = 0.1

Case3 : p1 = p2 = 0.15

The figure shows the simulation results of the control inputs.
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Figure 2.11: Closed-loop response for control inputs with different pole lo-
cation tuning parameters p (solid- p = 0.1, dash-dashed- p = 0.15, and
dash-dotted- p = 0.075).
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Case 1c: Effects of the pole location tuning parameters p on the
outputs

Tp1 = Tp2 = 100, N1 = N2 = 3

The pole placement parameters p vary from slow response speeds to the fast
response speed. The corresponding parameters p are chosen as:

Case1 : p1 = p2 = 0.075

Case2 : p1 = p2 = 0.1

Case3 : p1 = p2 = 0.15

The figure shows the simulation results of the outputs.
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Figure 2.12: Closed-loop response for outputs with different pole location
tuning parameters p (solid- p = 0.1, dash-dashed- p = 0.15, and dash-dotted-
p = 0.075).
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Case 2a: Effects of the prediction horizon parameters Tp on the
derivative of the inputs
The purpose of the first simulation is to investigate the effect of the predic-
tion horizon parameters Tp on the system responses. The prediction horizon
parameters p and tuning parameters N are kept constant.

p1 = p2 = 0.1, N1 = N2 = 3

The pole placement parameters p vary from slow response speeds to the fast
response speed. The corresponding parameters p are chosen as:

Case1 : Tp1 = Tp2 = 50

Case2 : Tp1 = Tp2 = 100

Case3 : Tp1 = Tp2 = 350

The figure shows the simulation results of the derivative of the control inputs.
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Figure 2.13: Closed-loop response for the derivative of the inputs with dif-
ferent prediction horizon parameters Tp (dash-dashed- Tp = 350, and dash-
dotted- Tp = 50).
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Case 2b: Effects of the prediction horizon parameters Tp on the
inputs
The prediction horizon parameters p and tuning parameters N are kept
constant.

p1 = p2 = 0.1, N1 = N2 = 3

The pole placement parameters p vary from slow response speeds to the fast
response speed. The corresponding parameters p are chosen as:

Case1 : Tp1 = Tp2 = 50

Case2 : Tp1 = Tp2 = 100

Case3 : Tp1 = Tp2 = 350

The figure shows the simulation results of the control inputs.
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Figure 2.14: Closed-loop response for the inputs with different prediction
horizon parameters Tp (dash-dashed- Tp = 350, and dash-dotted- Tp = 50).
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2.4 Case Study 2: Copolymerization Process

Case 2c: Effects of the prediction horizon parameters Tp on the
outputs
The prediction horizon parameters p and tuning parameters N are kept
constant.

p1 = p2 = 0.1, N1 = N2 = 3

The pole placement parameters p vary from slow response speeds to the fast
response speed. The corresponding parameters p are chosen as:

Case1 : Tp1 = Tp2 = 50

Case2 : Tp1 = Tp2 = 100

Case3 : Tp1 = Tp2 = 350

The figure shows the simulation results of the outputs.
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Figure 2.15: Closed-loop response for the outputs with different prediction
horizon parameters Tp (dash-dashed- Tp = 350, and dash-dotted- Tp = 50).
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Case 3a: Input Step Disturbance Rejection
The purpose of the simulation is to investigate how the MPC approach
handles the disturbance of the system. The tuning parameters are:

p1 = p2 = 0.1, N1 = N2 = 3, Tp1 = Tp2 = 100

The figure shows step input disturbances added into the inputs.

Figure 2.16: Disturbances are added into the inputs.
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Case 3b: Disturbance Rejection: Derivative of the input u̇

p1 = p2 = 0.1, N1 = N2 = 3, Tp1 = Tp2 = 100

The figure shows the simulation results of the derivative of the inputs.
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Figure 2.17: Copolymerization process control with disturbances: solid- with
disturbance, dash-dashed- without disturbance).
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Case 3c: Disturbance Rejection: the input u

p1 = p2 = 0.1, N1 = N2 = 3, Tp1 = Tp2 = 100

The figure shows the simulation results of the inputs.
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Figure 2.18: Copolymerization process control with disturbances: solid- with
disturbance, dash-dashed- without disturbance).
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2.4 Case Study 2: Copolymerization Process

Case 3d: Disturbance Rejection: the outputs y

p1 = p2 = 0.1, N1 = N2 = 3, Tp1 = Tp2 = 100

The figure shows the simulation results of the outputs.
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Figure 2.19: Copolymerization process control with disturbances: solid- with
disturbance, dash-dashed- without disturbance).
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Case 4a: Constraints on derivative of inputs, τi = 0.01, i = 0
The figure shows the simulation results of the derivative of inputs under
constrained problems. The tuning parameters are;

p1 = p2 = 0.1, N1 = N2 = 3, Tp1 = Tp2 = 100 τ0 = 0.01

There are 20 constraints in the system.
−3 ≤ u̇1 ≤ 8, 0 ≤ u̇2 ≤ 2, −6 ≤ u̇3 ≤ 0, 0 ≤ u̇4 ≤ 40, 0 ≤ u̇5 ≤ 0.1,
0 ≤ u1 ≤ 362, 0 ≤ u2 ≤ 100, −300 ≤ u3 ≤ 0, 0 ≤ u4 ≤ 1800, 0 ≤ u5 ≤ 1.

0 50 100 150
−4
−2

0
2
4
6
8

ud
ot

1

 

 

0 50 100 150
0

1

2
ud

ot
2

0 50 100 150
−6

−4

−2

0

ud
ot

3

0 50 100 150
0

20

40

ud
ot

4

0 50 100 150
0

0.05

0.1

ud
ot

5

response
constraints

Figure 2.20: Continuous-time MPC results with constraints on the derivative
of inputs, where τi = 0.01 and i = 0.
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2.4 Case Study 2: Copolymerization Process

Case 4b: Constraints on inputs, τi = 0.01, i = 0
The parameters and constraints are the same as in the Case 4a. This figure
shows the simulation results of the inputs under the constrained problems.
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Figure 2.21: Continuous-time MPC results with constraints of the Copoly-
merization process with τi = 0.01 and i = 0.
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Case 4c: Constraints on outputs, τi = 0.01, i = 0
The parameters and constraints are the same as in the Case 4a. This figure
shows the simulation results of the outputs under the constrained problems.
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Figure 2.22: Continuous-time MPC results with constraints of the Copoly-
merization process with τi = 0.01 and i = 0.

40



2.4 Case Study 2: Copolymerization Process

Case 5a: Constraints on derivative of inputs, τi = 0.01, i = 0, 1
The figure shows the simulation results of the derivative of inputs under
constrained problems. The tuning parameters are:

p1 = p2 = 0.1, N1 = N2 = 3, Tp1 = Tp2 = 100 τi = 0.01

There are 40 constraints in the system.
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Figure 2.23: Continuous-time MPC results with constraints of the Copoly-
merization process with τi = 0.01 and i = 0, 1
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Case 5b: Constraints on inputs, τi = 0.01, i = 0, 1
The parameters and constraints are the same as in the Case 5a. This figure
shows the simulation results of the inputs under the constrained problems.
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Figure 2.24: Continuous-time MPC results with constraints of the Copoly-
merization process with τi = 0.01 and i = 0, 1.
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Case 5c: Constraints on outputs, τi = 0.01, i = 0, 1
The parameters and constraints are the same as in the Case 5a. This figure
shows the simulation results of the outputs under the constrained problems.
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Figure 2.25: Continuous-time MPC results with constraints of the Copoly-
merization process with τi = 0.01 and i = 0, 1.
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2.5 Summary

In this chapter, the concepts of continuous time model predictive control al-
gorithm are reviewed. In the unconstrained problem, the optimal solution of
the system is derived directly and is also obtained by using the optimization
algorithm. The MPC in this case is similiar to Linear Quadratic Regula-
tor (LQR). When the constraints are imposed to the system, the Quadratic
Programming method is applied to the MPC to handle the constraints. The
case studies shows evidence of the ability of constrained control of the MPC.
The MPC produces stable and reliable responses. The delays may occur due
to the restriction on the control inputs. However, they can be improved by
changing the constrained sets or adjusting the tuning parameters which are
a key success of the MPC design using Laguerre functions. The MPC also
guarantees the stability and fast responses once the disturbances happen
in the system model. The effects of the disturbances can be reduced by
choosing appropriate tuning parameters.
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3.1 Introduction

Inequality constraints in the MPC method can be treated by optimization
algorithms. Optimization problems begin with a set of independent vari-
ables and often include conditions that define acceptable values of variables.
The conditions are termed as the constraints of the problems. The algo-
rithms will be applied to the cost equations to obtain the optimal derivative
of the control signal and to reduce the cost of computations. There are four
types of methods devised for solving constrained problem. They are primal
methods, dual methods, penalty and barrier methods, and Lagrange meth-
ods.

In the formula of the MPC problem, some state constraints are imposed
by physical problems. Other constraints are less important. They may rep-
resent desired ranges of operation for the plant. In some situations, no set
of inputs and states for the MPC problem may satisfy all these constraints.
Rather than having the algorithm declares infeasibility and returns without
a result, it is better to obtain the solution that enforces some constraint
strictly (hard constraints), while relaxing others. The Active Set method
as described in section 3.2 is a typical method which is able to handle such
problems.

Prior to solve the problem, we cannot know how large the constraints could
be so that the MPC is able to handle. In some process plant such as chem-
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ical process, the Active Set method can not prove the advantage to deal
with large amount of constraints. In section 3.3, the general description of
the Primal Dual Interior Point method using Mehrotra’s predictor corrector
algorithm is introduced to solve the problem. The method solves the so-
lution in dual problem and tests the convergence in the primal problem to
guarantee the feasibility of the solutions. Another primal dual method for
solving QP problem called Hildreth’s Quadratic Programming procedure is
described in section 3.4. The advantage of this procedure is the ease for
computer programming. Section 3.5 describes the last method which is a
Shor’s r-Algorithm. The method is able to handle the nonlinear constrained
problem which occurs in the physical applications.

Two case studies to investigate the performances of the QP methods are
shown in section 3.6. In the first case study, the basic constrained set is
constructed. In the second one, the constrained set is developed to support
the future prediction purpose of the MPC methods. The constrained set
varies with time, is depend on variables, is larger, and is more complex.
The food cooking extruder process is used for comparing the Active Set
method, Hildreth’s QP Procedure, Primal Dual Interior Point method, and
Shor’s r-Algorithm. The calculation speeds of those QP methods are also
recorded. The conclusion and comments of this chapter are stated in section
3.7.

Some successful methods for addressing this class of problems are the active
set method [78, 83], the primal-dual interior point method [88], Hildreth’s
quadratic programming procedure [14], and Shor’s r-Algorithm [64, 65].

3.2 Active Set Method

Before introducing the method, the definition is introduced. At the feasible
point η, the constraint mT

i η ≤ γ is said to be active if mT
i η = γ, and is said

to be inactive if mT
i η < γ.

M̂ is a constraint matrix for active constraints and Z is a null space matrix
of the matrix M̂ . Matrix Z can be found by applying the QR factorization
for the active set matrix. At η0, the original set of constraints is assumed to
be active. The search direction p in the equation (3.1) within the line search
method is used and the appropriate step length α if found in the equation
(3.2)

p = −ZZT 5 f(ηk) (3.1)

ᾱ = max{α : η + αp is feasible} (3.2)
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= min{(aT
i η − bi)/(−aT

i p) : aT
i p < 0, i /∈ W}

The step length in the inequality constraint might lead to the infeasible so-
lution that may violates one or more constraints that are eliminated. As the
solution η moves along feasible search direction p, the boundary of constraint
for some step length ᾱ is constructed as in (3.2). The value ᾱ represents
the largest step that may be taken without violating feasibility. If the step
length is ᾱ, no step is taken and the constraint is added to the working set.
Whereas, to determine with constraint is dropped from the working set, the
Lagrange multipliers λ are computed as follows:

λ = M̂−T 5 f(ηk) (3.3)

If the Lagrange multipliers are not all nonnegative, then η is also a solu-
tion to the original inequality constrained problem. The problem is solved.
However, if some Lagrange multipliers are negative, the η is not an optimal
solution. The negative multiplier indicates that the function can be de-
creased if we move away from the corresponding constraint into the interior
of the feasible region. Hence we can drop this constraint from the working
set. We now have a new working set and the process is repeated.

f(ηk + αp) < f(ηk), α ≤ ᾱ (3.4)

ηk+1 = ηk + αp (3.5)

3.3 Primal Dual Interior Point Algorithm

In this section, an interior point based approach, which used to solve the
MPC problem, is described. The approach is efficient when dealing with
large constrained problems. It maintains feasibility to both primal problem
and dual problem. The primal problem has the standard form:

Minimize : J =
1
2
ηT Eη + ηT F (3.6)

Subject to : Mη ≤ γ

The appropriate dual problem is also established by introducing the La-
grange multiplier λ. The dual interior point methods operate on dual prob-
lem.

Minimize : J =
1
2
ηT Eη + ηT γ (3.7)

Subject to : Eη + F + MT λ = 0, λ ≥ 0
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The primal dual methods attempt to solve the primal and dual problems
simultaneously. The objective functions (3.6) and (3.7) coincide at the op-
timal solutions as the solutions λ and η are solved. The dual method is
used to compute the estimated of the optimal primal variable; whereas the
primal method is used to test for convergence. The primal-dual methods
find the solution to the primal-dual linear programming pair by applying
the modified Newton’s method to the Karush Kuhn Kucker (KKT) condi-
tions. The solutions of the primal dual programming, which satisfied the
KKT conditions, is stated as follows:

Eη + F + MT λ = 0

MT η − γ ≤ 0

λ ≥ 0 (3.8)

λi(Mη − γ) = 0

The advantage of the primal dual method is that it does not solve the
inequality constraints directly. It starts more compactly by rewriting the
inequality constraints Mη ≤ γ into the equality constraint (3.9) which a
slack variable t is introduced:




Eη + F + MT λ
MT η − γ + t

ΓΛe


 = 0 (3.9)

where Γ and Λ are diagonal matrices defined by:

Γ = diag(t1, t2, ..., tm), Λ = diag(λ1, λ2, ..., λm)

e = [1, 1, ..., 1]T

The method generates iterates [ηk, λk, tk]T that satisfy strictly conditions
(λk, tk) ≥ 0. The general linear system can be written to solve for the
search direction as:




E MT 0
M 0 I
0 Γ Λ







∆η
∆λ
∆t


 = −




Eη + F + MT λ
MT η − γ + t

ΓΛe


 =




rQ

RC

rT


 (3.10)

The Mehrotra’s predictor-corrector algorithm is used to solve the quadratic
programming in the equation (3.6) rather than using the Newton’s search
direction as in the equation (3.5). The reason is that the Newton’s search
direction does not reach quickly to the feasible solution as the step length
is too small (α << 1). The first part of the Mehrotra’s search direction is
known as the predictor step or affine scaling step. It is a pure Newton step for
the system (3.9) and is obtained from a linear approximation to the equality
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conditions in (3.10). It results the set of solution [∆ηaff , ∆λaff , ∆taff ]T .
The step lengths to the boundary along the direction are taken as follows:

αprimal
aff = max(α ∈ [0, 1], t + α∆taff > 0) (3.11)

αdual
aff = max(α ∈ [0, 1], λ + α∆λaff > 0)

The duality gap µaff attained from this full step to the boundary is:

µaff = (λ + αdual
aff ∆λaff )T (t + αdual

primal∆taff )/m (3.12)

Finally, the centering parameter σ is calculated by the following heuristic:

σ =
(µaff

µ

)3
(3.13)

The second part of the search direction is the centering-corrector direction.
The solution [∆ηcor,∆λcor,∆tcor]T are calculated by solving the following
system:




E MT 0
M 0 I
0 Γ Λ







∆ηcor

∆λcor

∆tcor


 = −




0
0

∆Γ∆Λe + σµ


 (3.14)

This is effectively using Newton’s method to try to solve for a point on the
central path given by (3.8). The combined search direction is obtained by
adding the predictor and centering-corrector directions:

[∆η, ∆λ,∆t]T = [∆ηaff , ∆λaff ,∆taff ]T + [∆ηcor∆λcor∆tcor]T (3.15)

The actual step lengths (αprimal, αdual) are chosen according to the heuristic.
The next iterate is computed as follows:

(ηk+1, tk+1) = (ηk, tk) + αprimal(∆η, ∆t) (3.16)
λk+1 = λk + αdual∆λ

Since the matrix Γ−1Λ and (E + MT Γ−1Λ) are diagonal and nonsingular,
the search direction solution is obtained as follows:

∆η = (E + MT Γ−1Λ)[rQ + MT Γ−1(ΛrC − rT )]
∆λ = Γ−1Λ(M∆λ− rC) + Γ−1rT (3.17)
∆t = Λ−1[rT − Γ∆λ]

The interior point algorithms terminate when first order optimality condi-
tions (3.8) are satisfied with some predetermined tolerance, which is usually
chosen as 10−8:

(rQ, rC , rT ) ≤ 10−8
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3.4 Hildreth’s Quadratic Programming Procedure

Similar to the primal-dual interior point algorithm, the Hildreth’s method
can be presented in the primal problem:

Minimize :
1
2
ηT Eη + F T η (3.18)

Subject to : Mη ≤ γ

and obtains the problem that equivalent to the dual problem:

Maximize : −1
2
ηT Pη − ηT d− 1

2
F T Q−1 (3.19)

Subject to : λ ≥ 0

where P = ME−1MT , d = MQ−1F + γ, or equivalently:

Minimize :
1
2
ηT Pη − ηT d (3.20)

Subject to : Mη ≥ γ

As aforementioned, the dual method can be solved more efficiently than
primal method. The resulted optimal solution η0 is:

η0 = E−1(F −MT λ0) (3.21)

To obtain the strictly condition λ ≥ θ, vector λi is adjusted to minimize
the function and is set to zero if λi is negative. From one complete cycle
through the components to be one iteration taking the vector λk to λk+1,
the appropriate vector λk+1

i is expressed as:

λk+1
i = max

(
0,− 1

pii
(di +

i−1∑

j=1

piiλ
k+1
j +

n∑

j=i+1

pijλ
k
j )

)
(3.22)

If the objective function is decreased, the next component λi+1 is considered.

3.5 Shor’s r-Algorithm

F (η) is assumed to be an objective function under unconstrained problem.
In case of the nonlinear constraints h(η) ≤ 0 available, the objective function
can be rewritten as follows:

f(η) = F (η) + λ(0,maxi=1,...,me |hi(η)|, maxj=me+1,...,m|hj(η)|) (3.23)
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The Shor’s r-algorithm uses the same procedure to handle either uncon-
strained problem F (η) or constrained problem f(η). Therefore, g(η) is as-
sumed to be a gradient of the objective function, say f(η). The objective
function f(η), which subjected to constraints, is minimized by using the
iterative algorithm.

The key feature of the Shor’s algorithm is to make step in the direction
opposite to a sub-gradient at the current point. The steps are computed in
the transformed space by taking the difference between current and previous
sub-gradient.

rk+1 = ḡf (ηk)− ḡf (ηk−1) (3.24)

The direction of the next dilatation is performed:

ηk+1 =
BT

k rk

‖ BT
k rk ‖

(3.25)

in order to obtain the operators of the dilation of the space:

Rα(ξ) = In + (α− 1)ξξT (3.26)

where α is the coefficient of dilatation (α > 1) and β = 1/α. The matrix of
the space transformation is calculated as follows:

Bk+1 = BkRβk
(ξk) (3.27)

The new approximation of ηk+1 is:

ηk+1 = ηk − hkBk
BT

k ḡf (ηk)
‖ BT

k ḡf (ηk) ‖
= ηk − hkBkδk (3.28)

A step factor hk can be determined from the condition of the approximate
minimum toward the direction Bkδk in the initial space. The process is
repeated until the following stopping criteria is satisfied:

|ηi
k+1 − ηi

k| ≤ δx|ηi
k+1|

|f(ηk+1)− f(ηk)| ≤ δf |f(ηi
k+1)| (3.29)

where δx and δf are very small (≈ 10−8).

3.6 Case Studies

This section is to investigate the performance of the Quadratic Program-
ming methods. The food cooking extruder example is still used as a case
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study. There are eight (8) constraints as in (3.30) are imposed into the cost
functions.

−0.0015 ≤ u̇1 ≤ 0.015
−0.001 ≤ u̇2 ≤ 0.003
−0.003 ≤ u1 ≤ 0.08 (3.30)
−0.001 ≤ u2 ≤ 0.001

The future time instant τi = 0.01, where i = 0, is chosen. The Hildreth
Quadratic Programming procedure, Active Set method, and Primal Dual
Interior Point method give the same results. The simulation results are
shown in figure 3.1. The Shor’s r-Algorithm is mainly used to handle the
nonlinear model. Its simulation result is depicted in figure 3.2.

The computational time of each QP method is also recorded while simulating
the single-input single-output (SISO) and multiple-inputs multiple-ouputs
plants. The time (in seconds) is shown in table below.

Unconstraint Hildreth Active Set PDIP Shor’s r
SISO 3.52 5.92 5.68 8.95 36.94

MIMO 4,98 7.16 7.05 21.75 113.69
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Case 1: Active Set, DPIP, and Hildreth QP Methods, τ0 = 0.01
The purpose of the simulation is to investigate the performance of the
QP methods. The Active Set method, Primal Dual Interior Point (DPIP)
method, and Hildreth Quadratic Programming Procedure are used. The
tuning parameters of the MPC algorithm are chosen as p1 = p2 = 1/15,
Tp1 = Tp2 = 150, and N1 = N2 = 3. The future time instants is τi = 0.01, i
= 0. The imposed constraints are:

−0.0015 ≤ u̇1 ≤ 0.015 − 0.001 ≤ u̇2 ≤ 0.003
−0.003 ≤ u1 ≤ 0.08 − 0.001 ≤ u2 ≤ 0.001

Dashed-dashed line: unconstrained control, solid line: constrained control.
The simulation results using Active Set, DPIP, and Hildreth QP methods
are identical.
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Figure 3.1: Quadratic Programming methods used where τi = 0, i = 0:
Hildreth QP Procedure, Active Set method, and Primal Dual Interior Point
method.
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Case 2: Shor’s r-Algorithm, τ0 = 0.01
The purpose of the simulation is to investigate the performance of the Shor’s
r-Algorithm. The tuning parameters of the MPC algorithm are chosen as
p1 = p2 = 1/15, Tp1 = Tp2 = 150, and N1 = N2 = 3. The future time
instant τi = 0.01 and i = 0. The imposed constraints are:

−0.0015 ≤ u̇1 ≤ 0.015 − 0.001 ≤ u̇2 ≤ 0.003
−0.003 ≤ u1 ≤ 0.08 − 0.001 ≤ u2 ≤ 0.001

Conclusion: The Shor’s r-Algorithm handles well the constrained control
problem. However, noise happens at the derivative of the inputs.
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Figure 3.2: Quadratic Programming method used where τi = 0, i = 0: Shor’s
r-Algorithm
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In the above simulations, the constraints are imposed into the prediction
at current time where τi ≤ Tp, i = 0. In this section, the constraints are
imposed into the future prediction of the MPC where τi ≤ Tp, i = 0, 1, 2,
.... The purpose is to enhance the accuracy of the prediction of the MPC
method. However, the constrained set is not only larger, but also change
with time. The QP methods are investigated in order to find a suitable
method to handle this case.

The future time instant is chosen as τi = 0.01, i = 0, 1, 2. There are 24
constraints imposed into the model. At each τi, the high and low limits of
control inputs and its derivative are reduced 0.01 in amplitude. The imposed
constraints in both cases are:

Mη ≤ γ (3.31)

where: δ1 and δ2 are constant and are chosen as 0.01 in this case. Subscripts
’h and ’l ’ of the input u represent for high and low, respectively.

M =




LT
1 0

−LT
1 0

(eApτ1L1)T 0
−(eApτ1L1)T 0
(eApτ2L1)T 0
−(eApτ2L1)T 0

0 LT
2

0 −LT
2

0 (eApτ1L2)T

0 −(eApτ1L2)T

0 (eApτ2L2)T

0 −(eApτ2L2)T

LT
1 ∆t 0

−LT
1 ∆t 0

(A−1
p [(eApτ1 − I)L1])T ∆t 0

−(A−1
p [(eApτ1 − I)L1])T ∆t 0

(A−1
p [(eApτ2 − I)L1])T ∆t 0

−(A−1
p [(eApτ2 − I)L1])T ∆t 0

0 LT
2 ∆t

0 −LT
2 ∆t

0 (A−1
p [(eApτ1 − I)L2])T ∆t

0 −(A−1
p [(eApτ1 − I)L2])T ∆t

0 (A−1
p [(eApτ2 − I)L2])T ∆t

0 −(A−1
p [(eApτ2 − I)L2])T ∆t



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γ =




u̇1h

−u̇1l

u̇1h − δ1

u̇1l + δ1

u̇1h − 2δ1

u̇1l + 2δ1

u̇2h

−u̇2l

u̇2h − δ1

u̇2l + δ1

u̇2h − 2δ1

u̇2l + 2δ1

u1h − u1(t)
−u1l + u1(t)

u1h − u1(t + τ1)− δ2

−u1l + u1(t + τ1) + δ2

u1h − u1(t + τ2)− 2δ2

−u1l + u1(t + τ2) + 2δ2

u2h − u2(t)
−u2l + u2(t)

u2h − u2(t + τ1)− δ2

−u2l + u2(t + τ1) + δ2

u2h − u2(t + τ2)− 2δ2

−u2l + u2(t + τ2) + 2δ2




(3.32)

From the simulation, the Shor’ r-Algorithm can not produce feasible solu-
tion. The simulation results of the MPC using Hildreth Quadratic Program-
ming Procedure and Active Set method are shown in the figure 3.3. The
simulation results of the Interior Point Primal Dual method are very fluctu-
ated in the derivative of the control input. However, it still produce a good
estimation of the outputs. The result of this method is shown in the figure
3.4.
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Case 3: The Active Set method and Hildreth QP Method, τi =
0.01, i = 0, 1, 2
The set of constraints are enlarged in order to verify the ability of handling
constraints of the QP methods. The Active Set method, Primal Dual In-
terior Point (DPIP) method, and Hildreth QP Procedure are used. The
tuning parameters of the MPC algorithm are chosen as p1 = p2 = 1/15,
Tp1 = Tp2 = 150, and N1 = N2 = 3. The future time instant τi = 0.01, i =
0, 1, 2, is chosen to apply to the cost function 2.24. The constrained limits
are the same as in the equation 3.31.
Observation: The Active Set method and Hildreth’s Quadratic Program-
ming method produce the same results. However, the results are different
which those in case 1.
Conclusion: The Active Set method and Hildreth’s QP method can handle
the constraints well.
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Figure 3.3: Quadratic Programming methods where τi = 0, i = 0, 1, 2:
Active Set method and Hildreth’s QP method are used
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Case 4: Primal Dual Interior Point Method, τi = 0.01, i = 0, 1, 2
The Primal Dual Interior Point Method is used to handle the large scale
constraints. The tuning parameters of the MPC algorithm are chosen as
p1 = p2 = 1/15, Tp1 = Tp2 = 150, and N1 = N2 = 3. The future time
instant τi = 0.01, i = 0, 1, 2, is chosen to apply to the cost function 2.24.
The constrained limits are as in equation 3.31.
Observation: The responses of the inputs and outputs are acceptable, even
though there are fluctuations which are appeared at the derivative of the
inputs
Conclusion: The PDIP method shows the limit in handling the constraints
which vary with time.
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Figure 3.4: Quadratic Programming method where τi = 0, i = 0, 1, 2:
Interior Point Primal Dual method is used
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3.7 Summary

The Shor’s r-Algorithm can be applied to the MPC to handle either the lin-
ear or nonlinear constrained problems where the constrained set is fixed. Al-
though the method uses the linear search procedure as in the PDIP method,
the stopping criterion, the step size strategy, and the heuristic procedures
cause the serious problem. The process does more iterations and takes more
time to obtain the feasible solution. In case of the constrained set varying
with time and affected by the inputs, the Shor’s r-Algorithm is not able to
obtain the feasible solutions for the MPC methods. It is obvious that the al-
gorithm is not a good choice for the optimization process on-line. However,
it may result very robust, efficient, and accurate in the predicting solution.

In the small and medium scale constrained set, the primal-dual interior-
point (PDIP) method requires more time for calculating than the active set
method, even though it still delivers the accurate solutions. The reason is
that its procedure does the Mehrotra’s predictor-corrector search direction
for two times. If considering the solution (3.17), the matrices E and (E +
MT λM) are required to be positive definite. For that reason, the method is
used to solve the large scale constraints. Further more, the PDIP method
uses the linear search direction and the Cholesky factorizations to maintain
the positive defined of some matrices. The PDIP method is not efficient
to handle those constraints, which change with time and affected by other
elements, such as the inputs. However, the advantage of the PDIP method
is to handle few thousands of constraints. The method is applied to the
MPC to solve the large scale applications such as chemical industries, data
reconciliation, optimal control, multi-period design and process optimization
problems.

The active set method is the best suit for the MPC design using Laguerre
functions, where the problems have the small to medium scale and the con-
straints, are fixed or changed during iteration. The method eliminates the
conflict constraints so that the solution is converged quickly. However, in
the cases such as there are degenerate or ill-conditioned, and especially large
scale constraints, the active set method is not a good choice. The reason
is while eliminating the inactive constraints, the feasible solutions may be
eliminating. It results the incorrect solution.

The Hildreth’s Quadratic Programming Procedure is easy for computer pro-
gramming while calculating the Lagrange multipliers directly rather than
estimating. It works well and also suitable for the MPC method. However,
its performances may be changed depend on applications because the non-
negative Lagrange multipliers will slow down the prediction of the MPC.
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The process also produces unreliable solution in the large scale problems.

There are major steps were used to implement the QP algorithm, such as
QR and Cholesky factorizations, step size strategy, stopping criterion, and
heuristic procedures. Similarly, other excellent properties, which are tunning
methods, pole placement methods and disturbance rejection, are used in
MPC. These methods are able to guarantee the system stability and improve
the performance of the QP solver as well as the MPC method.
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Chapter 4

Intermittent
Continuous-time MPC

4.1 Introduction

In this section, a new intermittent continuous time model predictive control
is introduced. The approach is based on the Model Predictive Control design
using Laguerre functions and Intermittent Control (IMPC). The approach
is called an Intermittent Model Predictive Control and is shown in section
4.2. A coupled tank model is derived and used as a case study for the IMPC.
This work is shown in section 4.4. The properties and performance of the
IMPC are investigated based on the simulation results which is presented in
section 4.5. The general conclusion of this chapter is in section 4.7.

4.2 Intermittent Continuous-time Model Predic-
tive Control

This section develops a method that allows the model predictive control to
work in the conditions where the system has the short time constant and
slow sampling interval. The characteristic in this case is the time to com-
plete the ith optimisation ∆ol, which is smaller than the measurement time
interval ∆i from ti to ti+1. For this reason, as mentioned above, there is a
gap of time that no information is available. That means, the system can
not be updated and the control inputs can not be developed. To overcome
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the problem, we try to construct an unknown control signal by using the
prediction of the optimal results. The prediction is based on the orthonor-
mal expansion and Laguerre functions. The concept is now described as
below.

Without hard constraints on the variables, the solution of the cost func-
tion (2.19) is given as:

η = Π−1(Ψ1r(ti)−Ψ2X(ti)) (4.1)

The advantage of this solution is that the matrices Π,Ψ1 and Ψ2 are inde-
pendent of time ti. So, η varies together with the changes of the setpoint
r(ti) and state variables X(ti).

By applying the principle of receding horizon control, the derivative of the
optimal control signal is:

u̇(ti) =




L1(0)T 0 ... 0
0 L2(0)T ... 0
... ... ... ...
0 0 ... Lr(0)T


Π−1(Ψ1r(ti)−Ψ2X(ti)) (4.2)

In the unknown information section of our intermittent control theorem,
the first control signal u̇(0) is the optimal results which the optimisation is
completed. The next information is predicted based on the optimal control
signal by using Laguerre functions.

u̇1(0) = LT (0)η
u̇1(∆t) = LT (∆t)η (4.3)

u̇1(2∆t) = LT (2∆t)η

where:
L(n∆t) = enAp∆tL(0)

∆t is the fast sampling interval.
The concept can be described as the figure 4.1.

Now, we only need to integrate the derivative of control signal to reveal the
control law:

u(t) =
∫ t

0
u̇(τ)dτ

The IMPC is also developed to optimise the process on-line. The IMPC is
very useful for this purpose because the results can be produced in short
period of time. The model of the IMPC is constructed in Matlab Simulink
and is shown in figure 4.2.
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4.3 Design IMPC for Online Simulation

The IMPC approach is constructed in the Matlab Simulink model in order to
control and monitor the process plant on-line. The IMPC is programmed in
the Matlab function. The function is imported into the embedded function
block in Simulink. The advantages of the function block are:

• build stand-alone simulation applications. It supports the programmed
code in Real Time.

• easy to use. It inherits the properties of Simulink and m-files.

The system has three inputs which are the setpoint, open-loop time interval
and sampling time interval, and outputs. The function block is shown in
figure 4.2.
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Figure 4.1: Intermittent MPC.

Figure 4.2: Intermittent MPC on-line.
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4.4 Case Studies: A Coupled Tanks Model

The system model is determined by the relation among the input flow-rate
qin, output flow-rate qout, which leaving the valves and the water level h. The
coupled tank system is formed when the tanks are combined together. The
system has only one output which means valve 1 is closed and valve 2 opens.
In figure 4.3, the three tanks system is shown. However, one communication
valve is closed so that the system can be treated as a doubled tank system.
The operation of the tanks is also depicted. For simplicity in calculation
but not losing the meaning of modelling, we can assume that the surface
areas of two tanks are the same. It is similar for the cross section areas of
the valves. We now consider the level in each tank.

Figure 4.3: Water tank apparatus.

For tank 1:
A

dh1

dt
= qin1 − q3 (4.4)

and tank 2:
A

dh2

dt
= qin2 + q3 − qout2 (4.5)

The mathematical equations for flow-rate elements:

q3 = Av

√
2g|h1 − h2| (4.6)

qout = Av

√
2gh2 (4.7)

The overall equations are:

A
dh1

dt
= qin1 −Av

√
2g|h1 − h2| (4.8)
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A
dh2

dt
= qin2 + Av

√
2g|h1 − h2| −Av

√
2gh2 (4.9)

where Av = 2.45 ∗ 10−4 m2, A= 0.0176 m2, g = 9.81 m/s2, h0 = 0.05 m.

Applying the Taylor series for the square roots terms on the right hand side
of the above equations, the state space model of the coupled tanks system
is obtained:

[
dh1
dt

dh2
dt

]
=


 −Av

A

√
g

2h12

Av
A

√
g

2h12

Av
A

√
g

2h12
−Av

A

√
g
2( 1√

h12
+ 1√

h0
)




[
h1

h2

]
+

[
1
A 0
0 1

A

] [
qin1

qin2

]

(4.10)
where: h12 is the different between the desired of levels h1 and h2. h0 is the
initial level. h12, h0 6= 0. We measure the height of the tank in percentage
where 0% is empty and 100% is full.

4.5 Simulation Studies

In the system, the diameters of the cylindrical tanks are 15 cm. The valve
which is 2.5 cm in diameter is opened 50%. The water levels are controlled
so that the level in tank 1 is 45% and 40% for tank 2. The pole assignment
technique is used. In most of the cases in this paper, the poles are placed at
[-0.13 -0.63 -1.13 -1.63]. The parameter N which used in Laguerre model to
capture the control signal is set 3 and the predicted horizon Tp is 100. The
open loop time interval is 4 seconds and the sampling rate is 0.02 seconds.

In the simulation, the number of parameters N are chosen from 1, 3 to
9. From figure 4.5, it can conclude that the observing closed loop is stabil-
ity for all parameters N. The choices of parameters p, which used to assign
the pole locations, are important. To investigate the effects of parameters
p, the input and output responses are depicted in figure 4.4 with varying
parameters p from 1

30 (slow response) to 10
30 (fast response). The specific

procedures for choosing the parameters p can be found in [43] and [45]. It
can be seen that the water levels and control signals response faster with
higher values of either parameters N or p.

Unlike the model predictive control approach, the open-loop time interval
and the sampling time interval are introduced to the intermittent model
predictive control approach. It is important to know the influences of those
parameters. After the simulation, it is concluded that those parameters do
not strongly affect to the responses of the system. According to figure 4.7,
the open-loop time interval causes the a small changing at the input but
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not significant at the output responses. The figure 4.8 shows the responses
of the system with different values of the sampling rates. The input and
output responses are almost the same for all cases. Another new parameter
related to the derivative of the control signals that does not affect to the
prediction is the number of steps that predicted ahead. The simulation re-
sults are plotted in figure 4.6. The simulation results are the evidences to
show that IMPC approach inherits most of the properties of the MPC.

The disturbance rejection and the constrained control of the IMPC are in-
vestigated. The step input disturbances, which 0.15 liter/sec in magnitude,
are added to the system at time t = 10 seconds in order to consider how the
system detects noises. The figure 4.9 shows the comparison of the results
with and without disturbances. It can be seen that the large disturbances
affect to the closed-loop response, especially the control signals. By chang-
ing the gain of the observer, the effect of the disturbance can be reduced.
The parameter p is increased 10 times to assign the poles at [-1.33 -6.33
-11.33 -16.33]. The effects of disturbances are significant reduced and the
response speed are also faster. The results are shown in figure 4.10 where
the sampling rate is 0.02 seconds and the open loop is 4 seconds.

The constrained IMPC to the multivariable system is applied to the equa-
tion 4.10. The parameters p and N are 1

15 and 3, respectively. The open-loop
time interval is 2 seconds and sampling rate is 0.02 seconds. The imposed
constraints are:

−0.009 ≤ u̇1 ≤ 0.016

−0.01 ≤ u̇2 ≤ 0.02

0 ≤ u1 ≤ 0.58

0 ≤ u2 ≤ 1.532

and the comparison of the constrained and unconstrained problems are
shown in the figure 4.11.

4.6 Simulation Results
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Case 1: Effects of the pole location tuning parameters p
The purpose of the first simulation is to investigate the effects of the pole
location parameters p on the system responses. The prediction horizon
parameters Tp and tuning parameters N are kept constant.

Tp1 = Tp2 = 100, N1 = N2 = 3

The corresponding parameters p are chosen as:

Case1 : p1 = p2 = 1/30

Case2 : p1 = p2 = 2/30

Case3 : p1 = p2 = 10/30

Observation: The response speed in case 1 is slow. The response speed in
case 2 is normal. The response speed in case 3 is fast.
Conclusion: Closed loop responses are faster while increasing the pole place-
ment parameters p.
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Case 2: Effects of the tuning parameters N
The purpose of this simulation is to investigate the effects of the tuning
parameters N on the system responses. The tuning parameters Tp and p are
kept constant.

Tp1 = Tp2 = 100, p1 = p2 = 1/15

The parameters N are chosen as the following:

Case1 : N1 = N2 = 1

Case2 : N1 = N2 = 3

Case3 : N1 = N2 = 9

Observation: The response speed in case 1 is slow. The response speed in
case 2 is normal. The response speed in case 3 is fast.
Conclusion: Closed loop responses are faster while increasing the tuning
parameters N.
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Figure 4.5: The water level control with slow and fast response speed. Pa-
rameters N change from 1, 3 to 9.

69



Chapter 4. Intermittent Continuous-time MPC

Case 3: Effects of the number of ahead prediction
The purpose of this simulation is to investigate the effects of the number of
ahead prediction on the system response. The tuning parameters Tp, p, and
N are kept constant.

Tp1 = Tp2 = 100, p1 = p2 = 1/15, N1 = N2 = 3

The system is predicted 1, 3 and 9 steps ahead.
Conclusion: The IMPC produces accurate results and a good prediction.
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Figure 4.6: Continuous IMPC results with different number of ahead pre-
diction. The derivative of control signal is predicted with 1, 3, and 9 steps
ahead.
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Case 4: Effects of the open-loop time interval
The purpose of this simulation is to investigate the effects of the open-loop
time interval on the system response. The tuning parameters Tp, p, and N
are kept constant.

Tp1 = Tp2 = 100, p1 = p2 = 1/15, N1 = N2 = 3

The open loop time intervals (OL) are chosen as follow:

Case1 : OL = 0.5sec

Case2 : OL = 1sec

Case3 : OL = 2sec

Case4 : OL = 4sec

Conclusion: The response of the system is faster and less smoothness when
increasing the open-loop time interval.
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Figure 4.7: Continuous time IMPC results with different open loop time
intervals. The open loop time intervals are 0.5, 1, 2, and 4 seconds. The
sampling time interval is 0.02 second.
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Case 5: Effects of the sampling time interval
The purpose of this simulation is to investigate the effect of the sampling
time interval on the system response. The tuning parameters Tp, p, and N
are kept constant.

Tp1 = Tp2 = 100, p1 = p2 = 1/15, N1 = N2 = 3

The sampling time intervals (SI) are chosen as follow:

Case1 : SI = 0.005sec

Case2 : SI = 0.01sec

Case3 : SI = 0.02sec

Case4 : SI = 0.1sec

Conclusion: The sampling time interval does not show a strong effect on
the system response.
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Figure 4.8: Continuous time IMPC results with different open loop time
intervals. The open loop time interval is 4 seconds. The sampling time
intervals are 0.005, 0.01, 0.02, and 0.1 seconds.
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Case 6: Design Observer
The purpose of the simulation is to investigate how the IMPC approach
handles the disturbance of the system.
The high disturbances with 0.15 liter/sec in magnitudes are added to the
input of the system from the time t = 10 seconds. The tuning parameters
Tp1 = Tp2 = 100, N1 = N2 = 3, and p1 = p2 = 1/15.
Conclusion: The IMPC approach can handle well the process when the
disturbances are in the system.
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Figure 4.9: The continuous time IMPC with and without step input distur-
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Case 7: Design Observer
The purpose of the simulation is to show how to improve the performance
of the IMPC under disturbance by using the observer.
The high disturbances with 0.15 liter/sec in magnitudes are added to the
input of the system from the time t = 10 seconds. The tuning parameters
Tp1 = Tp2 = 100, N1 = N2 = 3. The pole location parameters is now chosen
as p1 = p2 = 10/15.
Conclusion: The disturbances at the outputs are reduced.
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Case 8: Constrained Control
The simulation shows how the MPC handle the constrained problems. The
tuning parameters are kept the same as in case 4. The imposed constraints
are:

−0.009 ≤ u̇1 ≤ 0.016

−0.01 ≤ u̇2 ≤ 0.02

0 ≤ u1 ≤ 0.58

0 ≤ u2 ≤ 1.532
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Figure 4.11: Continuous time IMPC with constraints. Sampling time inter-
val = 0.02 seconds and open-loop time interval is 2 seconds.
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4.7 Conclusions

The continuous time intermittent model predictive control approach inherits
all the properties of the continuous time model predictive control approach
such as easy to tune the poles, number of parameters N, and the predicted
horizon. It also can handle well the disturbances and the control of the con-
straints. Three new parameters that introduced in IMPC are the open loop
time interval, the sampling rate, and the steps predicted ahead of the deriva-
tive of the control signal. However, those parameters are slightly influent to
the predictions.
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Chapter 5

Nonlinear Model Predictive
Control

5.1 Introduction

This chapter proposed the two new Nonlinear Model Predictive Control
(NMPC) designs. The first design uses the Lie’s functions to transform the
nonlinear model to the Brunowski form. The Laguerre functions is then used
for prediction. The nonlinear inequality constrained set is derived. Some
other properties of this design, such as unknown parameters and disturbance
rejection, are also investigated. The nonlinear MPC design is shown in sec-
tion 5.2.2.

The second Nonlinear MPC design uses the Taylor’s series to predict the
state of the nonlinear system. The optimal control strategy and constrained
control problem are considered. This design is shown in section 5.4.2.

The simulation results of these two design are presented in sections 5.3 and
5.5, respectively. The conclusion is stated in section 5.6.
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5.2 NMPC Using Laguerre Functions

We consider the MIMO system with no uncertain disturbance where f(x)
and g(x) are smooth vector fields defined on Rn with g(x) 6= 0.

ẋ = f(x) +
m∑

i=1

gi(x)ui (5.1)

y = [h1, h2, ..., hm]T

The state variables in (5.1) can be represented as follows:

ẋ = F (x) + G(x)U

The system (5.1) can be transformed into a new coordinate which is linear
and controllable

z = T (x)

such that the system (5.1) in z coordinates is in Brunowski form:

ż = Az + Bv (5.2)

At the order kth where Lg(L
rk−1
f (hk)) 6= 0,

v =




z
(n1)
1

...

z
(nm)
m


 ≡




dn1y1

dtn1

...
dnmym

dtnm


 = β(x)u + α(x) (5.3)

where β(x) is an (m x m) and α(x) is an (m x1) matrix such that:

β(x) =




Lg1(L
r1−1
f (h1)) ... Lgm(Lr1−1

f (h1))
... ... ...

Lg1(L
rm−1
f (hm)) ... Lgm(Lrm−1

f (hm))


 (5.4)

and

α(x) =




Ln1
f (h1)
...

Lnm
f (hm)




The linearization state feedback is:

u = β−1(x)(v − α(x)) (5.5)
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5.2.1 Predicted Plant Response

At the current time ti, the state variable z(ti) is available. At the future
time ti+τ , the predicted state variable z(ti+τ) is described by the equation:

z(ti + τ) = eAτz(ti) +
∫ τ

0
e(τ−γ)Bv(t + γ)dγ (5.6)

The control input signal is:

v(t) = [v1(t), v2(t), ..., vn(t)]T

where the ith control signal vi(t), i =1, 2, ..., n, is:

vi(t) = Li(t)T ηi

Li(t)T = [li1(t), l
i
n(t), ..., lin(t)]

ηi = [ξi
1, ξ

i
2, ..., ξ

i
n]T

B = [B1, B2, ..., Bn]

The predicted future state at time (ti + τ) is:

z(ti +τ) = eAτz(ti)+
∫ τ

0
eAτ [B1L1(γ)T , B2L2(γ)T , ..., BnLn(γ)T ]dγη (5.7)

and the plant output prediction is:

y(ti + τ) = h(ti + τ)

Unconstrained Solution

Let us define:
Iint(τ)i =

∫ τ

0
eA(τ−γ)BiLi(γ)T dγ

Φ(τ) = (C[Iint(τ)1, Iint(τ)2, ..., Iint(τ)n])T

The cost function is formulated as the function of η:

J = ηT Πη − 2ηT (Ψ1r(ti)−Ψ2z(ti)) (5.8)

where:

Π =
∫ Tp

0
Φ(τ)QΦ(τ)T dτ + R̄

Ψ1 =
∫ Tp

0
Φ(τ)Qdτ Ψ2 =

∫ Tp

0
Φ(τ)QCeAτdτ

The solution is:
η = Π−1(Ψ1r(ti)−Ψ2z(ti)) (5.9)
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Constrained Solution

The hard limits on the control signals u(ti) are specified as:

umin ≤ u(ti) ≤ umax

From (5.5), the constraints on u(ti)can be represented as in linear form:
[

β(x)−1LT η
−β(x)−1LT η

]
≤

[
umax + β−1(x)α(x)
−umin − β−1(x)α(x)

]
(5.10)

The linear Quadratic Programming can solve the cost function (5.8) subject
to the inequality nonlinear constraints in equation (5.10). However, the
solutions may not reliable as the system is sensitivity. To overcome the
problem, the functions β(x) and α(x) are rewritten as the functions of η so
that the constraints in equation (5.10) become nonlinear. Considering the
state vector x(ti) at the time ti:

x(ti) = x(ti − 1) + ẋ(ti − 1)∆(t)

x(ti) = x(ti − 1)+ (5.11)

[F (x(ti−1))+G(x(ti−1))β(x(ti−1))−1(x(ti−1))(LT η−α(x(ti−1)))]∆(t)

The functions β(x(ti)) and α(x(ti)) are nonlinearity as functions of η and
x(ti − 1). The system is expressed as follow:

J = ηT Πη − 2ηT (Ψ1r(ti)−Ψ2z(ti))

subject to:
[

β(x(ti − 1), η)−1LT

−β(x(ti − 1), η)−1LT

]
η+

[ −umax − β(x(ti − 1), η)−1α(x(ti − 1), η)
umin + β(x(ti − 1), η)−1α(x(ti − 1), η)

]
≤ 0

(5.12)

5.2.2 Disturbance Rejection

This section considers the nonlinear system with uncertainties. While for-
mulating nonlinear mathematical models from physical systems or measure-
ments, the unknown , or not precisely known, parameters are sometimes
obtained. The uncertain system which affected by the unknown constant
disturbances are investigated.

ẋ = f(x) + g(x)u + q(x, θ) (5.13)

y = h(x)
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the equation (5.13) can be rewritten:

ẋ = f(x, θ) + g(x)u (5.14)

y = h(x)

where disturbance θ = [θ1(t), θ2(t)...θp(t)]T .

• Note:

the integer control characteristic index ρ of the equation (5.14)
is defined as:

LgL
i
fh(x) = 0, 0 ≤ i ≤ ρ− 2

LgL
ρ−1
f h(x) 6= 0

and the integer disturbance characteristic index µ, (µ > ρ),

is defined as:

LqL
i
fh(x) = 0, 0 ≤ i ≤ ρ− 2

LqL
µ−1
f h(x) 6= 0

The tracking problem is still solvable since the disturbance θ does not affect
the output of closed loop system. The state feedback control is still described
as:

u =
1

LgL
ρ−1
f h(x)

(−Lρ
fh(x) + v)

The tracking control input signal v in z-coordinates can be predicted by
NMPC or:

v = k1yr + ... + kρy
(ρ−1)
r + y(ρ)

r

where parameters ki, (i = 1, ..., ρ), are defined by a Hurwitz polynomial:

sρ + kρs
ρ−1 + ... + k1

5.3 Case Studies for NMPC Using Laguerre Func-
tions

Example 1: Nonlinear System and Linear Outputs
This nonlinear system of this example is taken from [81] in order to illustrate
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how the NMPC handles nonlinear system. The system has three inputs and
two linear outputs. The equation is shown as in the equation (5.15).

ẋ1 = x2 + x2
3 (5.15)

ẋ2 = x2
1 + (1 + x2

1)u1

ẋ3 = x2
2 + u2

y1 = x1

y2 = x3

By using the Lie’s function, the new state space coordinates are globally
defined:

z1 = x1

z2 = x2 + x2
3

z3 = x3

Where:
ż = Az + Bv

y = Cz

and:
z = [z1, z2, z3]T y = [y1, y2]T v = [v1, v2]T

A =




0 1 0
0 0 1
0 0 0


 B =




0 0
1 0
0 1


 C =

[
1 0 0
0 0 1

]
(5.16)

The tuning parameters p, N, and Tp are set 5, 3, and 150, respectively.
The figure (5.1) shows the process outputs and control signals. The hard
constraints are also included into the nonlinear system:

−7 ≤ u1 ≤ 50

−8 ≤ u2 ≤ 10

The linear Quadratic Programming (QP) and nonlinear one are used to han-
dle the constraints. Figure (5.1) shows the results for constrained control.
The linear QP is also considered because it requires less computational time.
The set of constraints is based on (5.10) with τi = 0. We only impose con-
straints at the current time. The simulation shows that the linear QP can
not handle constraints sufficiently. Even though the control signals reduce
incredible, their peaks still exceed the limits. The linear QP can be used
in the case that the constraints are not strict. Nonlinear QP performs well
under constraints. However, the simulation incurs the long computational
time.
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The effects of disturbances on closed loop responses are investigated. The
unit step input and output disturbances are added to the responses at time t
=0.2 seconds. The amplitudes of input and output disturbances are 12 and
0.15 units, respectively and pole location parameters are p = 6. The figures
(5.2) and (5.4) compare the results with and without the disturbances. The
closed responses are influenced. Fortunately, the effects of the disturbances
can be reduced by selecting the new pole location parameters p, e.g p = 15
as in this example , in order to decrease the gain of the controller. It can
be seen that the effects of the disturbances on the closed loop responses are
significant reduced. However, it is required the increasing of control signals.
The results are shown in figures (5.3) and (5.5).
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Case 1: Constrained Control Problems
The purpose of this simulation is to investigate the ability of handling non-
linear constraints of the NMPC using Laguerre function. The linear QP and
nonlinear QP methods are used. The nonlinear system as in the equation
5.15 has two inputs and two outputs. The tuning parameters are chosen as

Tp1 = Tp2 = 150 N1 = N2 = 3, p1 = p2 = 5

The imposed constraints are:

−7 ≤ u1 ≤ 50

−8 ≤ u2 ≤ 10

Conclusion: The NMPC method using Laguerre functions handles well the
constrained problems. The nonlinear QP method performs better than lin-
ear QP in handling the nonlinear constraints. However, it requires more
time for computations.
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Figure 5.1: Constrained control using linear QP and nonlinear QP for linear
output system (p = 5)
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Case 2: Disturbance Rejection: Disturbance at The Inputs
The purpose of the simulation is to investigate how the NMPC approach
handles the disturbance added to the inputs of the nonlinear system. This
process is known as disturbance rejection.
The high disturbances with 15 in magnitudes are added to the inputs of the
system from the time t = 0.1 to 0.6 seconds. The tuning parameters Tp1 =
Tp2 = 150, N1 = N2 = 3, and p1 = p2 = 6.
Conclusion: The NMPC approach can handle well the process when the
disturbances are in the system.

0 0.5 1 1.5
0

1

2

y 1

0 0.5 1 1.5
0

1

2

y 2

0 0.5 1 1.5
−100

0

100

200

u 1

0 0.5 1 1.5
−40

−20

0

20

u 2

0 0.5 1 1.5
0

5

10

15

time (sec)

di
st

ur
ba

nc
e

0 0.5 1 1.5
0

5

10

15

time (sec)

di
st

ur
ba

nc
e

w/o disturbance
disturbance

Figure 5.2: Constant disturbance at the inputs at p = 6
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Case 3: Disturbance Rejection: Improve the System Response
The purpose of this simulation is to show how to reduce the effect of the
disturbance on the system response.
The parameters in this case are the same as in case 2, except the pole location
parameters are reduced to p1 = p2 = 15. The simulation shows that the
disturbances at the outputs are reduced significantly when changing the pole
location parameters.
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Figure 5.3: Constant disturbance at the inputs at p = 15
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Case 4: Disturbance Rejection: Disturbance at the Outputs
The purpose of the simulation is to investigate how the NMPC approach
handles the disturbance added to the outputs of the nonlinear system.
The high disturbances with 0.15 in magnitudes are added to the outputs of
the system from the time t = 0.1 to 0.6 seconds. The tuning parameters Tp1

= Tp2 = 150, N1 = N2 = 3, and p1 = p2 = 6.
Conclusion: The NMPC approach can handle well the process when the
disturbances are in the system.
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Case 5: Disturbance Rejection: Improve the System Response
The purpose of this simulation is to show how to reduce the effect of the
disturbance on the system response.
The parameters in this case are the same as in case 4, except the pole location
parameters are reduced to p1 = p2 = 15. The simulation shows that the
disturbances at the outputs are reduced significantly when changing the pole
location parameters.
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Figure 5.5: Constant disturbance at outputs at p = 15
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Example 2: Nonlinear Systems and Nonlinear Outputs
The nonlinear MPC with nonlinear outputs is developed in order to widen
its applications. The nonlinear system is considered in the polar system
which uses the radius and the angle as coordinate. The simple example is
shown in (5.17).

ẋ1 = x2
1 + (1 + x2

1)u1 (5.17)

ẋ2 = x2
2 + u2

y1 =
√

x2
1 + x2

2

y2 = tan−1(
x1

x2
)

The new state space coordinates are:

z1 =
√

x2
1 + x2

2

z2 = tan−1(
x1

x2
)

The nonlinear MPC has the parameters p at 6 and N at 3. The imposed
constraints are:

u1 ≤ 10

u2 ≤ 10

The simulation results of the example 2 are shown in figure 5.6.
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Nonlinear System and Nonlinear Outputs
The purpose of this simulation is to investigate the ability of handling non-
linear constraints of the NMPC using Laguerre function. The outputs of
this nonlinear system are also nonlinear. The tuning parameters are chosen
as

Tp1 = Tp2 = 150 N1 = N2 = 3, p1 = p2 = 23

The imposed constraints are:

u1 ≤ 10

u2 ≤ 25
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Figure 5.6: NMPC using Laguerre functions with constraints

90



5.3 Case Studies for NMPC Using Laguerre Functions

Example 3: Nonlinear System and Unknown Disturbance
This section gives the example of the disturbance rejection algorithm which
mentioned in section 5.2.2. The Ball and Beam Systems [81] are considered.
The nonlinear SISO system has an input, which is a derivative of the state
x4, and an output, which is a state x1. The unknown disturbance θ(t) is
depend on time and represented as a sinusoidal signal. The mathematical
equations of the systems are rewritten as in the equation (5.18).

ẋ1 = x2 + θx2
3 (5.18)

ẋ2 = x2 − 2θx3x4

ẋ3 = x4

ẋ4 = u

y1 = x1

θ = sin(t)

The transformed states of the equation 5.18 is:

z1 = x1

z2 = x2 + θx2
3

z3 = x3

z4 = x4

The NMPC is used to control the nonlinear system with the unknown dis-
turbance. The constraint is imposed into the system.

−3 ≤ u ≤ 5

The simulation results are shown in figure 5.7.
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Unknown Disturbance Rejection
The purpose of this simulation is to show the properties of the NMPC in
handling the unknown disturbance. The unknown disturbance θ(t) = sin(t)
is added into the nonlinear system (as in equation 5.18). The system has an
input u = ẋ4 and an output y = x1. The imposed constraints is:

−3 ≤ u ≤ 5

Conclusion: The figure shows the property of the MPC in disturbance re-
jection. The NMPC still produces feasible solutions under unknown distur-
bance.
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5.4 NMPC Control Using Taylor’s Series

This section proposed the Nonlinear MPC using Taylor’s series. Nonlinear
system can be represented as follow:

ẋ = f(x) + g(x)u (5.19)

y = h(x)

Taking derivative of the above equation for nth times, we obtain:

x[2] = ḟ + ġu + gu̇ = ḟ + C1
0 ġ + C1

1gu̇ (5.20)

Deriving in the similar ways:

x[3] = f [2] + C2
0g[2]u + C2

1 ġu̇ + C2
2gu[2] (5.21)

...

x[ρ] = f [ρ−1] + Cρ−1
0 g[ρ−1]u + ... + Cρ−1

ρ−1 (5.22)

= f [ρ−1] +
ρ−1∑

i=0

Cρ−1
i gρ−1−iu[i]

where: Cm
n = m!

n!(m−n) !

5.4.1 Prediction

At the current time say ti, the state variable x(ti) is available. At the future
time ti + τ , the predicted state variable x(ti + τ) is derived as the following
equation:

x(ti + τ) = x(ti) + τ ẋ +
τ2

2!
x[2] + ... +

τρ

ρ!
x[ρ] (5.23)

Substituting the equations (5.19) to (5.22) to equation 5.23, the following
equation is obtained:

x(ti + τ) = x(ti) + [τf +
τ2

2!
ḟ + ... +

τρ

ρ!
f [ρ−1]]+

+u[C0
0gτ + C1

0 ġ
τ2

2!
+ C2

0g[2] τ
3

3!
+ ... + Cρ−1

0 g[ρ−1] τ
ρ

ρ!
+

+u̇[C1
1g

τ2

2!
+ C2

1 ġ
τ3

3!
+ ... + Cρ−1

1 g[ρ−2] τ
ρ

ρ!
]+
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+u[2][C2
2g

τ3

3!
+ C3

2 ġ
τ4

4!
+ ... + Cρ−1

2 g[ρ−3] τ
ρ

ρ!
]+

+...+

+u[ρ−2][Cρ−2
ρ−2g

τ [ρ−1]

(ρ− 1)!
+ Cρ−1

ρ−2 ġ
τρ

ρ!
] + u[ρ−1]Cρ−1

ρ−1g
τρ

ρ!

Or
x(ti + τ) = x(ti) + F (ti + τ) + G(ti + τ)U(ti) (5.24)

where:

F (ti + τ) = τf +
τ2

2!
ḟ + ... +

τρ

ρ!
f [ρ−1] = Γ(τ)F (ti)

F (ti) = [f, ḟ , f [2], ..., f [ρ−1]]T

G(ti+τ) =




C0
0gτ + C1

0 ġ τ2

2! + C2
0g[2] τ3

3! + ... + Cρ−1
0 g[ρ−1] τρ

ρ!

C1
1g τ2

2! + C2
1 ġ τ3

3! + ... + Cρ−1
1 g[ρ−2] τρ

ρ!

...

Cρ−1
ρ−1g τρ

ρ!


 = Γ(τ)G(ti)

(5.25)

G(ti) =




C0
1g 0 0 ... 0

C1
0 ġ C1

1g 0 ... 0
C2

0g[2]C2
1 ġ C2

2g ... 0
... ... ... ... ...

Cρ−1
0 g[ρ−1] Cρ−1

1 gρ−2 Cρ−1
2 gρ−3 ... C

[ρ−1]
ρ−1 g




(5.26)

U(ti) = [u, u̇, ..., u[ρ−1]]T

Γ(τ) = [τ,
τ2

2!
, ...,

τρ−1

ρ!− 1
]

5.4.2 Optimal Control Strategy

Suppose that the set of future setpoint is w. The cost function is:

J =
1
2

∫ Tp

0
(y(t + γ)− w)T Q(y(t + γ)− w)dγ +

1
2

∫ Tp

0
u(t + γ)Ru(t + γ)dγ

(5.27)

=
1
2

Np∑

i=0

(x(ti + iτ) + F (t, iτ) + G(t, iτ)U(t)− w)T .Q.

(x(ti + iτ) + F (t, iτ) + G(t, iτ)U(t)− w)T +
1
2
ηT Rη
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Unconstrained problem

u = −
Np∑

i=1

((CG(iτ))T Q(CG(iτ)))−1(CF (iτ)T (− CX(t)− CF (t, iτ)− w)+

(5.28)

+
1
2
ηT Rη

Constrained problem

The cost function can be rewritten as the following:

J = uT (
Np∑

i=1

(CΓ(iτ)G(t))T Q(CΓ(iτ)G(t)))u+ (5.29)

2uT (
Np∑

i=1

(CΓ(iτ)G(t))T Q(Cx(t) + CΓ(iτ)F (t)− w(t)))

subject to:

• inequality output constraints:

[ ∑Np

j=1 Γ(jτ)G(ti)
−∑Np

j=1 Γ(jτ)G(ti)

]
U(ti) ≤

[
yhigh − x(ti)−

∑Np

j=1 Γ(jτ)F (ti)
−ylow + x(ti) +

∑Np

j=1 Γ(jτ)F (ti)

]

(5.30)

• inequality input constraints:

Umin ≤ U(ti) ≤ Umax (5.31)
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5.5 Simulation Results for NMPC Using Taylor’s
Series

The stirred tank reactor is used as an example for the NMPC using Taylor’s
series. The modelling equation for this CSTR is given as the following:

ẋ1 = u1 + u2 − 0.2x0.5
1

ẋ2 =
24.9− x2

x1
u1 +

0.1− x2

x1
u2 − x2

2

x2 + 1
y1 = x1 (5.32)
y2 = x2

The process is simulated for 20 seconds and the sampling time τ is 0.02 sec-
onds. The initial conditions for the state variables is [x1, x2]T = [0.4, 0.4]T .
The Taylor’s series parameter is chosen as Np = 6.

The constraints are imposed to the system at the inputs. They are pre-
sented as the following:

[
u1

u2

]
≤

[
0.2
5

]
(5.33)

The simulation result is shown in figure 5.8. The constraints are also imposed
into the outputs of the system. The imposed constraints are:

[
y1

y2

]
≤

[
1
1

]
(5.34)

The simulation result is shown in figure 5.9.
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This simulation shows the NMPC using Taylor’s series to control the stirred
tank reactor. The constraints are imposed into the inputs of the system.
The constraints are:

[
u1

u2

]
≤

[
0.2
5

]
(5.35)
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Figure 5.8: NMPC using Taylor expansion: Input constrained problem.
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This simulation shows the NMPC using Taylor’s series to control the stirred
tank reactor. The constraints are imposed into the outputs of the system.
The constraints are:

[
y1

y2

]
≤

[
1
1

]
(5.36)

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

y 1

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

y 2

0 0.5 1 1.5 2
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

u 1

0 0.5 1 1.5 2
−5

0

5

10

15

u 2

Figure 5.9: NMPC using Taylor expansion: Output constrained problem.
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5.6 Conclusion

The NMPC designs using Laguerre and Lie’s functions inherit the advan-
tages of the MPC design. They are very robust and produce the reliable
outputs. It is simple to obtain the velocity form for the NMPC by using
the Lie’s function. From that, the design is able to optimise the process
plant by using the Laguerre function as in the MPC design. The constraints
in this design are nonlinear and inequality. The constraints are imposed in
the control inputs. One merit of the design is able to handle the nonlinear
system with unknown parameters or disturbances.

The NMPC design using Taylor’s series function is easy to understand due
to the well known of the Taylor’s series. The output response is unstable
and slow reach to the setpoint. However, it is very efficient under the con-
strained control problem. It can handle the constraints which imposed at
the outputs.
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Chapter 6

Autonomous Underwater
Vehicles

6.1 Introduction

The purpose of this chapter is to improve the AUV motion so that it can be
applied to the IMPC and the NMPC algorithms. Sections 6.1 to 6.5 revisit
the six degree of freedom formula which proposed by the MIT University in
1969. The ocean effects, such as buoyancy force, gravity force, hydrostatic
force, lift force, drag force and also their moments, cause the AUV model to
be highly nonlinear. The general nonlinear models of the AUV are shown
in sections 6.2 to 6.5 and state space model is shown in section 6.5.3.

There are several ways to control the AUV. Those methods are described
in [1, 3, 54]. In section 6.6.1, the IMPC approach is used to control the
tuning direction and diving direction of the AUV based on the rotational
angle of the rudder and stern. The performance of the IMPC is once again
confirmed. The contribution of this work is proposed in [75].

The NMPC algorithm is also applied to the control the nonlinear model of
the AUV. The simulation results of the IMPC and NMPC approaches are
presented in section 6.6.2. The conclusions are stated in section 6.7.
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6.2 Mathematical Modelling of AUVs

In this section, the equations of 6 degree of freedom of AUVs are presented.
Those equations are based on the assumption:

- The AUVs are considered like a rigid body.

- The earth rotation is neglected.

- The forces acting on vehicles are hydrostatic, lift, drag, control forces.

6.2.1 Vehicle Dynamics

Figure 6.1: Body fixed coordinates and earth fixed coordinates

6 degree of freedom vectors:

- [u, v, w]T : the translations of the vehicle with respect to the body
fixed coordinates. u is a surge speed. v is sway speed, and w is heave
speed.

- [x, y, z]T : the positions of the vehicle with respect to the earth fixed
coordinates. x is positive forward. y is perpendicular to starboard. z
is perpendicular to the water line.
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- [φ, θ, ψ]: the orientations of the vehicle with respect to the earth fixed
coordinates. The roll angle φ, the pitch angle θ, and the yaw angle ψ
are positive rotation about x, y, and z axis, respectively.

- [p, q, r]: the rotation velocities of the vehicle with respect to the body
fixed coordinates.

- [X, Y, Z]: the total forces acting on the vehicle with respect to the
body fixed coordinates.

- [K, M, N]: the moments acting on vehicles with respect to the body
fixed coordinates.

[xg, yg, zg]T is a center of gravity and is defined by vector ~rG. [xb, yb, zb]T is a
center of buoyancy of the vehicle and is defined by vector ~rB. The vehicle is
now treated as a rigid body. Let ~aG be an acceleration at center of gravity.
~aG is defined as:

~aG = δ~V
δt + ~w~V + ~̇w~rG + ~w~w~rG

From the Newton’s equation of motion, the sum of forces is defined as:∑
F = m~aG. Substituting ~aG into equation of motion, the force equations

in the x, y, z direction will be determined.
With known moment of inertia in Ix, Iy, and Iz, the matrix of moment of
inertia [I] = diagonal(Ix, Iy, Iz). The rate of change of angular momentum
about center of gravity is: ḢG = [I] ~̇w + ~wI ~w. From the Euler’s equation
of motion, the total moments of the rigid body with 6 degree of freedom
is defined as:

∑
M = ḢG + ~rGm~aG. Substituting ~aG again and drop the

higher term (e.g. x2
g, y

2
g , z

2
g), the moment equations in x, y, and z directions

are determined.
The equations of the motion for the vehicle in 6 degree of freedom are defined
as the following [58]

m[u̇− vr − wq − xg(q2 + r2) + yg(pq − ṙ) + zg(pr + q̇)] =
∑

Xext

m[(̇v)− wp + ur − yg(r2 + p2) + zg(qr − ṗ) + xg(qp + ṙ)] =
∑

Yext

m[ẇ − uq + vp− zg(p2 + q2) + xg(rp− q̇) + yg(rq + ṗ)] =
∑

Zext

Ixṗ + (Iz − Iy)qr + m[yg(ẇ − uq + vp)− zg(v̇ − wp + ur)] =
∑

Kext(6.1)

Iy (̇q) + (Ix − Iz)rp + m[zg(u̇− vr + wq)− xg(ẇ − uq + vp)] =
∑

Mext

Iz ṙ + (Iy − Ix)pq + m[xg((̇v)− wp + ur)− yg(u̇− vr + wq)] =
∑

Next
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The external forces acting on the vehicle are:
∑

Fext = Fhydrostatic + Fdrag + Flift + Fcontrol (6.2)

6.3 Vehicle Kinematic

The relationship between the earth fixed coordinates and body fixed co-
ordinates can be described from the translation velocities as well as the
rotational velocities [94]



ẋ
ẏ
ż


 =




c(ψ)c(θ) −s(ψ)c(φ) + c(ψ)s(θ)s(φ) s(ψ)s(φ) + c(ψ)s(θ)c(φ)
s(ψ)c(θ) c(ψ)c(φ) + s(ψ)s(θ)s(φ) −c(ψ)s(φ) + s(φ)s(θ)c(φ)
−s(θ) c(θ)s(φ) c(θ)c(φ)







u
v
w




(6.3)


φ̇

θ̇

ψ̇


 =




1 s(φ)t(θ) c(φ)t(θ)
0 c(φ) −s(φ)
0 s(φ)/c(θ) c(φ)/c(θ)







p
q
r


 (6.4)

where: c = cos, s = sin, and t = tan in the above equations.

6.4 Forces and Moments Acting on AUVs

In this chapter, the forces and moments acting on the AUVs (6.2) are anal-
ysed. The coefficients related are also carried out.

6.4.1 Hydrostatic Forces

The rigid body moving in the fluid is affected by:

- W: vehicle weight force that acting at the center of gravity: W = mg.

- B: buoyancy force that acting at the center of buoyancy: B = ρVg.

Both weight and buoyancy force vectors do not change with vehicle attitude.
They are expressed as:

fw = 0̂i + 0̂i + Wk̂
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fb = 0̂i + 0̂i + Bk̂

The moment vectors are described as:

M = ~rGfw − ~rBfb

The forces are acting on the vertical axis. Back to equation (6.4), the 3rd

column affects to those forces. So, the hydrostatic forces and moments are:

XHS = −(W −B)sin(θ)

YHS = (W −B)cos(θ)sin(φ)

ZHS = (W −B)cos(θ)cos(φ)

KHS = −(ygW − ybB)cos(θ)cos(φ)− (zgW − zbB)cos(θ)sin(φ) (6.5)

MHS = −(zgW − zbB)sin(θ)− (xgW − xbB)cos(θ)cos(φ)

NHS = −(xgW − xbB)cos(θ)sin(φ)− (ygW − ybB)sin(θ)

6.4.2 Lift Forces

Body Lift Forces

When the AUV swims with an angle of attack, the body lift forces occurs.
The pressure at the aft of the AUV is dropped. That pressure can be
described as the force located at the center of pressure.

Fbody = −1
2
ρd2Cydβuw (6.6)

where: ρ: fluid density, d: maximum hull diameter, Cydβ: lift slope coeffi-
cient.

Fin Lift Forces

The rudder and stern of the AUV are acted on by the lift force when held
at an angle of attack. Equations of lift forces and moments:

Yr =
1
2
ρCLαSfin[u2δr − uv − xfin(ur)]

Zs = −1
2
ρCLαSfin[u2δs + uw − xfin(uq)]

Ms =
1
2
ρCLαSfinxfin[u2δs + uw − xfin(uq)] (6.7)

Nr =
1
2
ρCLαSfinxfin[u2δr − uv − xfin(ur)]

where: Sfin: fin platform area, xfin: position of fin, CLα: fin lift slope.
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Figure 6.2: (a)Rudder angle attack and (b) Stern angle attack

6.4.3 Drag Forces

It is the skin friction due to the boundary layers. Like other friction force,
it opposes the movement of the vehicle. The drag force is expressed as:

X = −(
1
2
ρCdAf )u|u| (6.8)

where: Cd: drag coefficient.

6.4.4 Added Mass

It is a measure of additional inertia created by water when the vehicle ac-
celerates [68]. The forces and moments are:

XA = Xu̇u̇ + Zẇwq + Zq̇q
2 − Yv̇vr − Yṙṙ

2

YA = Yv̇v̇ + Yṙṙ + Xu̇ur − Zẇwp− Zq̇pq

ZA = Zẇẇ + Zq̇ q̇ −Xu̇uq + Yv̇vp + Yṙrp

KA = Kṗṗ (6.9)

MA = Mẇẇ + Mq̇ q̇ − (Zẇ −Xu̇)uw − Yṙvp + (Kṗ −Nṙ)rp

NA = Nv̇v̇ + Nṙṙ − (Xu̇ − Yv̇)uv + Zq̇wp− (Kṗ −Mq̇)pq + Yṙur

6.4.5 Euler’s Method

If ∆t is the sample of time, the Euler’ method is described as the following:

x(t + 1) = x(t) + ẋ∆t (6.10)
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6.5 Modelling Methodology

In this thesis, the diving and turning of the AUV are considered. Diving is
manoeuver in the x-z plane of the vehicle. The motion involved are surge,
heave and pitch. At the end of the dive, the depth of the vehicle should get
to the constant. In our simulation, the constant depths of the AUV are 10m
and 20m. In turning, it will be accomplished in x-y direction.

The trajectory of the AUV is controlled by the rudder and stern. When the
rudder is rotated, the AUV will turn right or left. The rotation of rudder
influents to the movement in the y direction of AUV. Similarly, the rotation
of the stern influent to the movement in the z direction (See figure 6.2).

The question is how much can we steer the rudder or the stern so that the
AUV will get to the position y or the depth z in which we want.

The y and z directions are interested. So, we concentrate on the position y,
depth z, pitch rate q, yaw rate r, pitch angle θ, and yaw angle ψ. Terms (x,
p) are set zero. The surge velocity u, sway velocity v and heave velocity w
are set constant. The surge velocity u is very important. The roll angle is
also constant.

We now define the equations for the diving and turning model.

6.5.1 Equations of motion

From equations 6.1, the equations of motion for pitch and yaw are:
Pitch:

Iy q̇ −mzgV r + mzgwq + mxgUq =
∑

Mext

Yaw:
Iz ṙ + mxgUr + mygV r + mygwq =

∑
Next (6.11)

From equation (6.4) and equation (6.3), we have

θ̇ = q − φr

ψ̇ = φq + r

ẏ = Uψ (6.12)

ż = −Uθ
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6.5.2 External forces and moments acting on AUV

1. Hydrostatic moments:
From equations of hydrostatic forces and moments (equation 6.5), the
moments acting on pitch and yaw are:

∑
MHS = −(zgW − zbB)θ

∑
NHS = −(ygW − ybB)θ

2. Lift moments:
From equation (6.7), the fin lift moments can be defined. The coef-
ficients and values of fin lift moments are shown in Appendix (A.2.1
and A.2.2)

Ms = MuuδsU
2δs + Muqfuq

Nr = NuuδrU
2δr + Nurfur

3. Drag moments:
The drag moment acting on y direction is (Appendix A.2.1 ):

Mqc = −1
2
ρCdcmq

∫ xb2

xt

2x3R(x)dx− 2x3
fin(

1
2
ρSfinCdcmq)

4. Added mass:

MA = Mq̇ q̇ − Zq̇Uq

NA = Nṙṙ − YṙUr

5. Total moments acting on AUV:
From the equations of hydrostatic, lift, drag, added mass moments,
and equation (6.2), the sum of moments acting on pitch and yaw are
defined as:

∑
M = Mq̇ q̇ + Mqq + MuuδsU

2δs + Mθθ

∑
NA = Nṙṙ + Nrr + NuuδrU

2δr + Nθ (6.13)

The equations above are reduced. The coefficients such as Mq̇, Mq,
Nṙ, Nr, etc. are sum of other coefficients. Their origin equations and
values are shown in Appendix (A.2.1 and A.2.2).
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6.5.3 State space equations

Combined all equations together (equations 6.11, 6.12 and 6.13), the equa-
tions of motion are:

(Iy −Mq̇)q̇ = mzgV r + (Mq −mzgw −mxgU)q + Mθθ + +MuuδsU
2δs

(Iz −Nṙ)ṙ = (Nr −mxgU −mygV )r −mygwq + Nθθ + NuuδrU
2δr

θ̇ = q − φr

ψ̇ = φq + r

ẏ = Uψ

ż = −Uθ

Now, we let the state vector x = [q, r, y, z, ψ, θ]T , and the input vector u =
[δr, δs]T . We can form the state space model:




(Iy −Mq̇) 0 0 0 0 0
0 (Iz −Nṙ) 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1







q̇
ṙ
ẏ
ż

ψ̇

θ̇




=




0 MuuδsU
2

NuuδrU
2 0

0 0
0 0
0 0
0 0




[
δr
δs

]
+

(6.14)




(Mq + mxqU −mzgw) mzgV 0 0 0 Mθ

−mxgw (Nr −mxgU −mygV ) 0 0 0 Nθ

0 0 0 0 U 0
0 0 0 0 0 −U
φ 1 0 0 0 0
1 φ 0 0 0 0







q
r
y
z
ψ
θ




(6.15)
We rewrite the equation 6.15 as a form:

Mẋ = Nx + Ku

then:
ẋ = Ax + Bu

where: A = M−1N and B = M−1K.
With the state space model and all values of coefficients, we are able to
model the dive and the turn of the AUV.
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6.6 Case Studies

6.6.1 Intermittent Continuous-time Model Predictive Con-
trol

The influences of the rudder and stern angles on the AUV’s trajectory are
considered and depicted in figure (6.3). Under the unconstrained and con-
strained problems, the tuning parameters and the disturbances are also in-
vestigated. The reference trajectories for turn y and dive z directions are
chosen as 1. The tuning parameters p, N, and Tp are set 2/15, 3 and 100,
respectively. The performances of the model under unconstrained problems
are depicted in figure (6.8). In this case, the tuning parameters are stud-
ied. While increasing parameters p from 1/15, 2/15 to 3/15 or parameters N
from 2, 3 to 4, the speed of the system responses faster. The speed is inverse
proportion with increasing Tp. The influences of the tuning parameters p,
N, and Tp are shown in figure (6.4).
After an optimization process, the information of the control signal, which
generated by the IMPC, can be predicted at each sampling interval h (or
∆t). The vary of h does not affect the output responses. However, the
increase of h slowly reduces the amplitude of the control input signals. The
figure (6.5) shows the simulation results while values of h are chosen as 0.01,
0.02 and 0.04 seconds.
To investigate how disturbances affect the performance of the system, unit
step inputs were added to the model at time t = 5 seconds. With the tuning
parameters p = 1/30, it can be seen that the disturbances affect both input
and output responses. These effects are shown in figure (6.6). To reduce
these effects, the gain of observers is also reduced. The new poles p now are
5/30. The performances of the system are improved and are shown in figure
(6.7).
While keeping the same tuning parameters as aforementioned, the con-
strained controls are applied to the model. The sampling time τ is 0.002
seconds and γ = 0.001. The set of maximum and minimum limits of u(τi)
and u̇(τi) are [u̇1min, u̇2min, u1min, u2min, u̇1max, u̇2max, u1max, u2max] = [
−3 ∗ 10−4, −6 ∗ 10−4, −10−3, −5 ∗ 10−5, 10−4, 3 ∗ 10−3, 4 ∗ 10−4, 3 ∗ 10−4].
The imposed constraints, where i = 0, 1, 2, are:

u1min + iγu1min ≤ u1(iτ) ≤ u1max − iγu1max

u2min + iγu2min ≤ u2(iτ) ≤ u2max − iγu2max

u̇1min + iγu̇1min ≤ u̇1(iτ) ≤ u̇1max − iγu̇1min

u̇2min + iγu̇2min ≤ u̇2(iτ) ≤ u̇2max − iγu̇2min
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The cost function of the model under constrained problems is solved by
active set quadratic programming procedure. There are 24 constraints in
the model. The simulation results are shown in figure (6.8).
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Case 1: Effect of the inputs on the system
This simulation is to investigate how the stern and rudder angles affect the
outputs. The unit step inputs are used to control the AUV. The figure shows
the simulation outputs.
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Figure 6.3: Influences of rudder and stern angles on the AUV’s trajectory
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Case 2: Effects of Tp, N, and p parameters on the system
The purpose of this simulation is to investigate the effects of the tuning
parameters on to the system.
Case 1: Parameters Tp and N are constant. Tp1 = Tp2 = 100 and N1 = N2

= 3. The parameters p1 = p2 vary from 1/15, 2/15 to 3/15.
Case 2: Parameters Tp and p are constant. Tp1 = Tp2 = 100 and p1 = p2 =
2/15. The parameters N1 = N2 vary from 2, 3 to 4.
Case 3: Parameters N and p are constant. N1 = N2 = 3 and p1 = p2 =
2/15. The parameters Tp1 = Tp2 vary from 50, 100 to 150.
In the figure, the first row shows the outputs of the case 1. The second row
shows the outputs of the case 2. The third row shows the outputs of the
case 3.
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Figure 6.4: Continuous time IMPC: Changing parameters N, Tp, p to tune
the response speeds.
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Case 3: Effects of the sampling time interval on the system
The purpose of this simulation is to investigate the effect of the sampling
time interval on the system response. The tuning parameters Tp, p, and N
are kept constant.

Tp1 = Tp2 = 100, p1 = p2 = 2/15, N1 = N2 = 3

The sampling time intervals (h) are chosen as follow:

Case2 : h = 0.01sec

Case3 : h = 0.02sec

Case4 : h = 0.4sec
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Figure 6.5: Continuous time IMPC: Changing sampling interval h.
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Case 4: Disturbance Rejection
The purpose of the simulation is to investigate how the IMPC approach
handles the disturbance of the system at time t = 5 second.
The disturbances are added to the inputs of the system. The tuning param-
eters are Tp1 = Tp2 = 100, N1 = N2 = 3, and p1 = p2 = 1/30.
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Figure 6.6: Continuous time IMPC: Investigating disturbances with higher
observer gain.
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Case 5: Reducing the Effect of the Disturbance
The purpose of this simulation is to show how to reduce the effect of the
disturbance on the system response.
The parameters in this case are the same as in case 4, except the pole location
parameters are reduced to p1 = p2 = 5/30. The simulation shows that the
disturbance is reduced when changing the pole location parameters.
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Figure 6.7: Continuous time IMPC: Investigating disturbances with lower
observer gain.
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Case 6: Constrained Control
The simulation shows how the IMPC handles the constrained problems. The
tuning parameters are kept the same as in case 4. The sampling time τ is
0.002 seconds and γ = 0.001. The set of maximum and minimum limits of
u(τi) and u̇(τi) are [u̇1min, u̇2min, u1min, u2min, u̇1max, u̇2max, u1max, u2max]
= [ −3∗10−4, −6∗10−4, −10−3, −5∗10−5, 10−4, 3∗10−3, 4∗10−4, 3∗10−4].
The imposed constraints, where i = 0, 1, 2, are:

u1min + iγu1min ≤ u1(iτ) ≤ u1max − iγu1max

u2min + iγu2min ≤ u2(iτ) ≤ u2max − iγu2max

u̇1min + iγu̇1min ≤ u̇1(iτ) ≤ u̇1max − iγu̇1min

u̇2min + iγu̇2min ≤ u̇2(iτ) ≤ u̇2max − iγu̇2min
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Figure 6.8: Continuous time Intermittent MPC with and without con-
straints.
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6.6.2 Nonlinear Model Predictive Control

ẏ = ψU + φwθ (6.16)

ż = −Uθ

θ̇ = q − φr

ψ̇ = φq + r

ṙ = Y −1
ṙ (mUr −mygr

2 + mzgqr +
1
2
ρCSXfinUr −Xu̇Ur)− Y −1

ṙ UX1u1

q̇ = Z−1
q̇ (−mUq −mzgq

2 + mygrq − 1
2
ρCSXfinUq −Xu̇Uq + Z−1

q̇ UX1u2)

y1 = y

y2 = z

The nonlinear dynamic equations of motion of the AUV are derived. The
equations in 6 degree of freedom are constructed as in (6.16). The state
variables are [y, z, θ, ψ, r, q]T . The outputs and inputs are [y, z]T and [u1,
u2]T , respectively. The NMPC design using Laguerre functions is used to
control the system. The tuning parameters are:

Tp1 = Tp2 = 150, p1 = p2 = 1/15, N1 = N2 = 3

The figure (6.9) shows the movements of the AUV in y, and z directions,
together with the control input signals u1 and u2.
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6.6 Case Studies

The NMPC using Laguerre function is used to control the system. The
tuning parameters are;

Tp1 = Tp2 = 150, p1 = p2 = 1/15, N1 = N2 = 3
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Figure 6.9: Nonlinear MPC to control the AUV
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6.7 Conclusions

The model for the AUV in six degree of freedom works very well. In this
thesis, we are interested in the y and z direction, that is why only the y and
z are simulated. With this model and the predictive control methods, we
can also simulate for the pitch rate q, pitch angle θ, yaw rate r, and yaw
angle ψ and all other variables that we want.

This chapter once again confirms the performances of the Intermittent MPC
and Nonlinear MPC. From these method, the linear as well as nonlinear
process plant can be controlled by the MPC methods.
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Chapter 7

Conclusion

7.0.1 Conclusions

The thesis has made new contribution in term of new methodologies such
as Intermittent Model Predictive Control approach, two different Nonlinear
Model Predictive Control approaches.

The Intermittent MPC approach is very useful for the applications which
have fast sampling time. The method inherits all the merits of the orig-
inal MPC. It also has the advantage of the Intermittent Control method.
The method can handle well the constrained problems. Its performance is
validated by many case studies.

The Nonlinear Model Predictive Control approaches are used to optimize the
nonlinear process plant. In this thesis, the NMPC approaches are applied to
control the systems that have nonlinear inputs, nonlinear outputs, unknown
constant parameters and disturbances. The approaches produce reliable
solutions and fast computational speed. These NMPC approaches also show
the ability in handling constrained problems.

Several Quadratic Programming methods are reviewed. The advantages and
drawbacks of each methods are pointed out. The Active Set method and
Hildreth’s Quadratic Programming method are suggested to use when the
constraints were changed during simulation. The Interior Point Primal Dual
method should be used when the applications have large scale and constant
constraints.
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7.0.2 Future Works

There are some questions, which are addressed to guide to the possible future
works, include:

• The Intermittent Control method and Nonlinear Model Predictive
Control design using Laguerre functions can be combined in order
to form the continuous time nonlinear intermittent model predictive
control. The new approach may handle the nonlinear plants which
operate in fast sampling environment.

• The Interior Point Primal Dual method can be applied to improve the
performance of the MPC. The nonlinear MPC can be used for that
applications.

• The Active Set Quadratic Programming methods are able to handle
the nonlinear medium scale constraints. The new QP methods, which
can handle the large scale and nonlinear constraints, should be applied
to the nonlinear MPC.
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Appendix

A.1 Chapter 3: Intermittent Continuous-time MPC
Design to Online Simulation

This section introduces the matlab code to use in the embedded simulink.

function y = fcn(H, delta_op, h)

[Ap, Bp, Cp, Dp] = TwoIO(H);
%here comes my multivariable state space model

mb1=2; nb1=2;m1=2;n1=2; p1=1/15; p2=1/15; N1=3; N2=3; Tp1=100;
Tp2=100; p=[p1 p2]; N=[N1 N2]; Tp=[Tp1 Tp2];
[In,Cinf,Setwei]=cmpc_trm();
% [m1,n1]=size(Cp);
%extended state space model
A_e=zeros(n1+m1,n1+m1); A_e(1:n1,1:n1)=Ap;
A_e(n1+1:n1+m1,1:n1)=Cp; B_e=zeros(n1+m1,nb1); B_e(1:n1,:)=Bp;
C_e=zeros(m1,n1+m1); C_e(:,n1+1:n1+m1)=eye(m1,m1);
op1=2*max(p); %poles of the observer
Po=[ -0.1333 -0.6333 -1.1333 -1.6333];\\
J = [.428 -.2502 1.6791 -.428; -.3151 .2817 -.4466 1.593]’;
xp=zeros(n1,1); % initialize the state variable for the process

nsim = 100; ndelay = 5; r1=[zeros(1,10) ones(1, 100) ];
r2=[zeros(1,10) ones(1, 100) ]; X_hat=zeros(n1+m1,1);
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dis=ones(nsim+50,1);
h = .02; % sampling rate
delta_op = 4; % optimised open-loop interval
sample = floor(delta_op/h);% number of sample
num = 3; % number of predictive taken in the open-loop
% Calculate Laguerre matrices
A01=-p1*eye(N1,N1); for ii=1:N1

for jj=1:N1
if jj<ii

A01(ii,jj)=-2*p1;
end

end
end A02=-p2*eye(N2,N2); for ii=1:N2

for jj=1:N2
if jj<ii

A02(ii,jj)=-2*p2;
end

end
end L0=sqrt(2*p1)*ones(N1,1);
% L(1)...L(num)
L1 =zeros(num,num); for k1 = 1:num

temp = A01*k1*h;
temp1 = eye(3) + temp + temp^2/2 + temp^3/6 + temp^4/24;
L1(:,k1)= temp1*L0;

end L2 = zeros(num, sample-num-1); if(sample-num-1 >0)
for k2 =1:(sample-num-1)

temp2 = A01*(num+1)*h;
temp3 = eye(3) + temp2 + ...

temp2^2/2 + temp2^3/6 + temp2^4/24;
L2(:,k2)= temp3*L0;

end
L11 = [L0, L1, L2];

else
L11 = [L0, L1];

end L12 = L11;
%%%%%%
[nn1,mm]=size(Bp); tam = Ap*h; tam1 = eye(nn1) + tam + tam^2/2 +
tam^3/6 + tam^4/24; Ap_delta=(tam1-eye(nn1))/h; B01=eye(nn1,nn1);
nm=1; for kk=1:500;

nm=nm*(kk+1);
B01=B01+(Ap*h).^kk/nm;

end Bp_delta=B01*Bp;
%%%%%
[nn2,mm2]=size(B_e); tam2 = A_e*h; tam3 = eye(nn2) + tam2 +
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tam2^2/2 + tam2^3/6 + tam2^4/24; A_delta1=(tam3-eye(nn2))/h;
B02=eye(nn2,nn2); nm2=1; for kk=1:500;

nm2=nm2*(kk+1);
B02=B02+(A_e*h).^kk/nm2;

end B_e_delta=B02*B_e;
%%%%%%
[nn3,mm]=size(B_e); tam4 = A_e*h; tam5 = eye(nn3) + tam4 +
tam4^2/2 + tam4^3/6 + tam4^4/24; A_e_delta=(tam5-eye(nn3))/h;
B03=eye(nn3,nn3); nm3=1; for kk=1:500;

nm3=nm3*(kk+1);
B03=B03+(A_e*h).^kk/nm3;

end
% J_d_delta=B03*J;
%%%%%
Su=zeros(2,1); t_ini=0; u1 = zeros(1,20198); u2 = zeros(1,20198);
y1 = zeros(1,20198); y2 = zeros(1,20198); y=zeros(m1,1);
y1_temp=zeros(1,sample); y2_temp = zeros(1,sample);
u1_temp=zeros(1,sample); u2_temp = zeros(1,sample); u =
zeros(2,1); udot0 = zeros(2,sample); for i=(ndelay):(nsim+ndelay)

%Least squares solutions
eta=(In)\(Setwei*[r1(i) r2(i)]’-Cinf*X_hat);
udot01 = L11’*eta(1:N1,1);
udot02 = L12’*eta(N1+1:N1+N2,1);
% for k =1
for k = 1:sample

if(k==1)
u1_temp(:,1)=u1(sample*(i-ndelay)+1)+udot01(k)*h;
u2_temp(:,1)=u2(sample*(i-ndelay)+1)+udot01(k)*h;
udot0(:,1) = [udot01(k,:) udot02(k,:)]’;
Su = Su + h*udot0(:,1);
u =Su*h;
xp=(Ap_delta*xp+Bp_delta*u)*h+xp;
y = Cp*xp;
X_hat=X_hat+(A_e_delta*X_hat+...

J*(y-C_e*X_hat))*h+B_e_delta*udot0(:,1)*h;
y1_temp(1)=y(1);
y2_temp(1)=y(2);

else
u1_temp(:,k) = u1_temp(:,k-1) + udot01(k)*h;
u2_temp(:,k) = u2_temp(:,k-1) + udot02(k)*h;
udot0=[udot01 udot02]’;
Su=Su+ udot0(:,k);
u=Su*h;
xp=(Ap_delta*xp+Bp_delta*u)*h+xp;
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y = Cp*xp;
X_hat=X_hat+(A_e_delta*X_hat...

+J*(y-C_e*X_hat))*h+B_e_delta*udot0(:,k-1)*h;
y1_temp(k)=y(1);
y2_temp(k)=y(2);

% plot(y1_temp)
end

end
end

function [A, B, C, D] = TwoIO(H);
H = H/100*0.5; % height is 50cm
As = 0.0176; % Cross section area of tank 2, 15cm dia
Av = 4.9e-4/2; % Valve cross section 50%
h0 = 0.05;

A =[-sqrt(9.81/2)*(Av/As)*(1/sqrt(H)) (Av/As)*sqrt(9.81/2/H);
(Av/As)*sqrt(9.81/2/H) -sqrt(9.81/2)*(Av/As)*(1/sqrt(h0)+1/sqrt(H))];

B =[1/As 0; 0 1/As]; C = [1 0; 0 1]; D =zeros(2);

function [In,Cinf,Setwei]= cmpc_trm();

In= 1e9*[2.6684 -1.7067 0.6543 0.9653 -0.6141 0.2324
-1.7067 1.2582 -0.5709 -0.6141 0.4484 -0.2004
0.6543 -0.5709 0.3433 0.2324 -0.2004 0.1176
0.9653 -0.6141 0.2324 0.5099 -0.3335 0.1346

-0.6141 0.4484 -0.2004 -0.3335 0.2556 -0.1227
0.2324 -0.2004 0.1176 0.1346 -0.1227 0.0803];

Cinf = 1e6*[ 9.8461 3.5697 0.4426 0.1261
-5.9236 -2.1403 -0.2456 -0.0667
2.1481 0.7648 0.0865 0.0205
3.5697 1.8640 0.1261 0.1605

-2.1403 -1.1378 -0.0667 -0.0965
0.7648 0.4379 0.0205 0.0406];

Setwei = 1e5*[ 4.4256 1.2612;
-2.4565 -0.6669;
0.8653 0.2055;
1.2612 1.6054;

-0.6669 -0.9653;
0.2055 0.4058];
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A.2 Chapter 6: Autonomous Underwater Vehicles

A.2.1 Equations for Coefficients

1. Coefficient of pitch moment induced by pitch rate Mq:

Mq = Mqc + Mqa + Mqf

where:

- Crossflow Drag Mqc

Mqc = −1
2
ρCdcmq

∫ xb2

xt

2x3R(x)dx− 2x3
fin(

1
2
ρSfinCdcmq)

- Added mass Mqa

Mqa = −Zq̇U

- Fin Lift Mqf

Mqf = −1
2
ρCLαSfinx2

finU

2. Added mass due to pitch rate Zq̇

where:

Zq̇ =
∫ xf

xt

xma(x)dx−
∫ xf2

xf

xmaf (x)dx−
∫ xb2

xf2

xma(x)dx

3. Coefficient of yaw moment due to yaw rate Nr:

Nr = Nurf + YṙU

where:
Yṙ = −Zq̇

Nuuf = −ρCLαSfinx2
fin

4. Added mass moment of inertia due to yaw rate Nṙ:

Nṙ =
∫ xfin

xtail

x2ma(x)dx−
∫ xffin2

xfin

x2maf (x)dx−
∫ xbow2

xfin2

x2ma(x)dx
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5. Fin Lift coefficients:

Muuδs = Nuuδr = ρCLαSfinxfin

6. Hydrostatic coefficients:

Mθ = −(zgW − zbB)

Nθ = −(ygW − ybB)
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A.2.2 Values of Coefficients

The values of the coefficients are taken from the real AUV named REMUS
[94] for modelling.

Nonlinear force and moment coefficients
Parameter Values Units Description

Mθ -5.77 kg.m2/s2 hydrostatic
Mq -6.87 kg.m2/s2 pitch moment coefficient
Mq̇ -4.88 kg.m2/s2 added mass

Muuδs -6.15 kg/rad fin lift moment
Mqc -2.16 kg.m2/s2 fin lift
Mqa 2.97 kg.m2/s2 cross flow drag
Mqf -7.68 kg.m2/s2 added mass
Nr -9.4 kg.m2/s2 yaw moment coefficient
Nṙ -4.88 kg.m2/s2 added mass

Nuuṙ -6.15 kg/rad fin lift moment
Nurf -3.93 kg.m/rad fin moment coefficient
Nθ 0 kg.m2/s2 hydrostatic
Zq̇ -1.93 kg.m/s added mass
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AUV’s Parameters
Parameter Values Units Description

xg 0 m center of gravity
yg 0 m center of gravity
zg 0.00196 m center of gravity
xb -0.0611 m center of buoyancy
yb 0 m center of buoyancy
zb 0 m center of buoyancy
U 1.54 m/s surge velocity
V 0.5 m/s sway velocity
w 1.54 m/s heave velocity
W 309 N vehicle weight
B 306 N vehicle buoyancy
ρ 999.3 kg/m3 fluid density
Ix 0.177 kg/m2 moment of inertia
Iy 3.45 kg/m2 moment of inertia
Iz 3.45 kg/m2 moment of inertia

Sfin 6.65 ∗ 10−3 m2 platform area
xfin -0.819 m fin height
afin 5.14 m fin height

t 0.654 n/a fin tapper ratio
CLα 3.12 n/a fin lift slope
Cdf 0.558 n/a fin crossflow drag coefficient
bfin 0.0857 n/a span
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