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Abstract  

 This thesis investigates the major errors and processes affecting the performance 

of a viable, standalone point positioning technique known as single frequency Precise 

Point Positioning (PPP). The PPP processing utilises both single frequency code and 

carrier phase GPS observables. The mathematical model implemented is known as the 

code and quasi-phase combination. Effective measures to improve the quality of the 

estimated positioning solutions are assessed and proposed.  

 

 The a priori observations sigma (or standard deviation) ratio in the sequential 

least squares adjustment model plays a significant role in determining the accuracy and 

precision of the estimated solutions, as well as the solutions convergence time. An 

“optimal” observations sigma ratio is found using an empirical approach, whereby 

different sigma ratios are tested and evaluated. It is concluded that an a priori code and 

quasi-phase sigma ratio of 1:50 provides optimal performance irrespective of the 

ionospheric conditions and the location of the GPS receiver. This is an innovative 

attribute of the research. 

 

 The feasibility of using Regional Ionosphere Maps (RIMs) to improve the 

accuracy of the single frequency PPP solutions is also examined. The performance of 

the RIMs is evaluated as a function of geographical locations and different ionospheric 

conditions. The quality of the estimated point positioning solutions based on the RIMs 

is then compared to those using the Broadcast model and the Global Ionosphere Maps. 

It is concluded that the RIMs are advantageous for GPS stations located in the low 

latitude regions and also during periods of high ionospheric activity.  

 

The single frequency PPP solutions convergence is investigated with respect to 

i) satellite clock corrections at different sampling rates, ii) varying observation sampling 

intervals, and iii) the different tropospheric delay mitigation methods. It is found that 

the clock corrections and observations sampling intervals have minimal impacts on the 

solutions convergence time. However, in order to improve the time of convergence, the 

use of a modelled tropospheric delay (instead of estimating the tropospheric delay as 

part of the solutions) is recommended.  

 



 v 

 The viability of using the various International GNSS Service (IGS) satellite 

orbit and clock corrections in single frequency PPP processing, particularly the near 

real-time and real-time products, is evaluated. The outcomes of this study demonstrate 

the potential benefits of the near real-time and real-time corrections for high accuracy 

point positioning. Numerical validations have been carried out using GPS data collected 

from different receiver types and qualities, i.e. geodetic grade, medium-cost, and low-

cost receivers. The results suggest that single frequency PPP has the potential to provide 

0.1m to 0.9m point positioning accuracy in post-processing mode. For real-time 

scenario, point positioning accuracy of about 1m to 2m can be expected. Despite the 

encouraging results, PPP is a challenging positioning technique and users should be 

aware of its limitations.  

 

 The accuracy of the PPP solutions is dependent on the quality of the GPS 

measurements and corrections products used, as well as the capacity of the processing 

engine. It is anticipated this research will provide valuable guidelines for high accuracy 

point positioning using a single frequency GPS receiver.  
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CHAPTER 1  

 

Introduction 

 

 

1.1 Background 

 The advent of satellite geodesy is one of the greatest technological inventions. The 

development of Global Navigation Satellite Systems (GNSS), which is a generic term for all 

the satellite-based global navigation systems at the end of the twentieth century, started a new 

and exciting era in positioning, navigation, and timing. Accurate estimates of position, 

velocity, and time have become available to all virtually instantaneously, continuously, 

inexpensively, and effortlessly (Misra and Enge, 2006). The immediate advantages of using 

GNSS are high precision, high efficiency, global coverage, and all weather conditions 

capability.  

 

 The American NAVigation Satellite Timing And Ranging Global Positioning System 

(NAVSTAR GPS) is one of the most established and best known GNSS systems. Since its 

inception in the late 1970s, this system has revolutionised positioning and navigation along 

with geodesy, geospatial science and technology. Although the primary intention of GPS was 

for military purposes, researchers soon recognised the versatility of this system. GPS can be 

adapted and exploited for a myriad of civilian applications such as vehicle, air and marine 

navigation, machine guidance/control, search and rescue, mapping and tracking, precision 

farming, and land surveying.   

 

Absolute point positioning or autonomous positioning using one single GPS receiver 

is the basic and simplest mode of GPS positioning. There are two levels of service provided 

by the GPS (Tiberius, 2003). They are the Standard Positioning Service (SPS), which is 

available to all users around the world, and the Precise Positioning Service (PPS), which is 

made exclusive to the U.S. military, certain U.S. Government agencies and civilian users who 

are specifically approved by the U.S. Government. The SPS is provided via the 

Coarse/Acquisition (C/A) code on L1 frequency, while the PPS is provided via the Precision 
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(P) code on both L1 and L2 frequencies. At present, the vast majority of the GPS receivers in 

the market are SPS receivers.  

 

 In absolute point positioning, a minimum of four ranges to four satellites and the 

corresponding satellite coordinates are required to determine the position of the receiver.  The 

ranges can be measured using the code measurements, while the ephemeris of the satellites 

can be obtained via the broadcast navigation message. The satellite clock bias and ionospheric 

error can also be reduced by applying the satellite clock and ionospheric corrections available 

from the navigation message. The tropospheric delay, on the other hand, is often ignored in 

point positioning, but it can be corrected by using an existing tropospheric model, e.g. 

Saastamoinen model and Hopfield model (Hopfield, 1969; Saastamoinen, 1972). There are 

four unknown parameters in absolute point positioning, and these are the receiver coordinates 

(X,Y,Z) and the receiver clock bias.  

 

 The final accuracy obtainable from absolute point positioning is restricted by the 

limited accuracy of the corrections contained in the broadcast navigation message, as well as 

the nature of the code measurements. The expected horizontal point positioning accuracy 

from a civilian code-based GPS receiver has improved tremendously since the removal of 

Selective Availability (SA) in 2000. The twice-distance root mean square horizontal accuracy 

of the point positioning based on SPS has improved from over 100m when SA was on, to 

about 22m after the switch-off of SA and sometimes better than 10m (Shaw, 2000; Bisnath et 

al., 2002; El-Rabbany, 2006). However, such accuracy is only adequate for low accuracy 

applications such as recreational and vehicle navigation. Highly accurate GPS positioning 

techniques have been developed over the last few decades by the process of relative 

positioning using carrier phase observables. 

 

Relative positioning, sometimes known as differential positioning, is different from 

the classical point positioning technique in the sense that a minimum of two receivers are 

required for positioning. One is selected as a reference (base) receiver set up over an 

accurately known point, while the other receiver acts as a rover receiver, whereby the 

coordinates to be determined are relative to the reference receiver. Both the receivers are 

required to simultaneously observe the same set of satellites. The design of relative 

positioning is to take advantage of the fact that the errors associated with satellite orbit, clock, 

and the atmospheric propagation effects such as the ionosphere and troposphere are similar, or 

vary “slowly” with time at both the reference and rover receivers. In other words, the errors 
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exhibit spatial and temporal correlations. The shorter the separation distance between the 

reference and rover receivers, as well as the smaller the measurement epochs interval, the 

more similar the errors (Misra and Enge, 2006).  

 

 The concept of relative positioning in GPS has been utilised over the last two decades. 

Originally, the usage of the relative positioning technique was one reference station and one 

(or more) rover receivers in a local area. But this technique was soon augmented to multiple 

reference stations based positioning approach that is more effective and efficient. The network 

of reference stations could be on a regional, national, continental, or global scale. 

 

 Relative positioning provides better positioning accuracy than the classical absolute 

point positioning. Centimetre-level to metre-level positioning accuracy can be obtained in 

relative positioning and the accuracy mainly depends on whether the code and/or carrier phase 

measurements are used. The latter provides the highest possible positioning accuracy. 

Relative positioning can be performed in either static or kinematic modes, and in either real-

time or post-processing modes.  

 

 One of the requirements for the relative positioning technique is the need for 

simultaneous observations at a minimum of two or more GPS stations, hence doubling the 

operational cost and complexity. The accuracy of relative positioning is also constrained by 

the baseline length. As the baseline length increases, the correlation between the ephemerides 

and atmospheric errors decreases. This limits the accuracy of the positioning solutions.  

 

 In the late 1990s, the proliferation of Continuously Operating Reference Station 

(CORS) networks around the world led to the introduction of precise satellite corrections. 

These corrections made high accuracy point positioning using a single GPS receiver possible. 

This novel positioning technique is known as Precise Point Positioning (PPP) (Zumberge et 

al., 1997a; Zumberge et al., 1997b). PPP has been an active research topic over the past few 

years, with the Institute of Navigation (ION) even introducing a separate PPP research session 

at their annual international technical meetings since 2004 (Beran, 2008; The Institute of 

Navigation, 2008). 

 

Relative positioning is based on (single, double or triple) differencing. PPP, however, 

uses un-differenced carrier phase observations, in addition to the code observations, together 

with precise and accurate satellite orbits and clocks to achieve positioning accuracies at the 
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few centimetres level or better (Zumberge et al., 1997b; Kouba and Hèroux, 2000; 

Witchayangkoon, 2000; Kouba, 2003). PPP is an attractive point positioning technique, which 

complements the existing relative positioning technique. It possesses the strengths of relative 

positioning and overcomes some of its weaknesses. PPP requires only one receiver for 

positioning, and eliminates the need for simultaneous observations at both the reference and 

rover receiver ends. In addition, this method of positioning also eliminates the need for the 

rover receiver to work within the vicinity of the reference receiver that only defines a locally 

consistent reference frame (Abdel-salam, 2005). The solutions from PPP are directly related 

to a global reference frame, i.e. International Terrestrial Reference Frame (ITRF).  

 

 The evolution of PPP can be dated back to a paper written by Anderle (1976), but it 

was not until the late 1990s that this technique was vigorously researched and studied at the 

Jet Propulsion Laboratory (JPL) (Zumberge et al., 1997a; Zumberge et al., 1997b). Since 

then, PPP has generated great interest among the GPS community (Hèroux and Kouba, 2001; 

Gao and Shen, 2002; Simsky, 2003; Abdel-salam, 2005; Wübbena et al., 2005; Gao, 2006; 

Waypoint Products Group, 2006; NRCan, 2008b; OmniSTAR, 2008). In order to achieve high 

accuracy point positioning solutions, numerous research groups have used data collected from 

dual frequency, geodetic quality GPS receivers. Theoretical foundations and early research 

results on PPP can be found in Zumberge et al. (1997a), Zumberge et al. (1997b), Zumberge 

et al. (2001), Kouba and Héroux (2000), Kouba (2003), Witchayangkoon (2000), Bisnath and 

Langley (2002), Mullerschoen et al. (2000), Gao and Shen (2001), Gao and Shen (2002), Gao 

and Wojciechowski (2004), Colombo et al. (2004), and Abdel-salam (2005).  

 

1.2 Research Motivations 

 Dual frequency PPP has been extensively researched within academia, governments 

and other scientific groups over the last decade. Several PPP software packages have been 

developed and it has shown that centimetre to decimetre level point positioning accuracy can 

be achieved in static and kinematic modes respectively using dual frequency, geodetic quality 

data sets (Zumberge et al., 1997b; Witchayangkoon, 2000; Gao and Shen, 2002; Kouba, 

2003; Leick, 2004; Abdel-salam, 2005). However, the use of a single frequency GPS receiver 

to achieve high accuracy point positioning poses a greater challenge due to the way the 

measurement errors, in particular the ionospheric effects are handled (Øvstedal, 2002; Beran, 

2008). In addition, the accuracy of the positioning solutions is highly dependent on the quality 

of the measurements made, as well as the mathematical and stochastic models used in the 
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processing software. This is a relatively new research area with only a limited number of 

researchers investigating the possibility of using single frequency PPP to achieve high 

accuracy point positioning. Literatures on this topic can be found in Witchayangkoon (2000), 

Øvstedal (2002), Beran et al. (2004), Beran et al. (2007), Beran (2008), Le (2004), Le and 

Tiberius (2006), Mullerchoen et al. (2004), Chen and Gao (2005), Gao et al. (2006), Tétreault 

et al. (2005), and Simsky (2006).  

 

 The processing platform used in this research is a Personal Computer (PC) based 

version of the on-line Canadian Spatial Reference System PPP (CSRS-PPP) service (NRCan, 

2008b). The software has been kindly provided by the Geodetic Survey Division (GSD) of 

Natural Resources Canada (NRCan). This service has the capability of processing dual 

frequency code and carrier phase observations as well as single frequency code-only 

observations. Single frequency PPP processing in the CSRS-PPP service using both code and 

carrier-phase measurements has not been made available on-line as it is not yet considered to 

be a robust system (Tètreault et al., 2005). The problems of this processing technique are 

principally due to the adverse effects of the ionosphere on single frequency measurements, as 

well as the nature of the more precise but ambiguous carrier phase measurements. Therefore, 

one motivation of this research is to provide an in-depth understanding of the processes 

affecting the performance of single frequency PPP code and carrier phase processing, and 

then, to suggest desirable measures, which could help improve the quality of the estimated 

positioning solutions. 

 

 In recent years, the GPS community has shown a desire to have instantaneous 

positions without compromising the quality of the positioning solutions. With the emergence 

of near real-time and real-time corrections products from organisations such as National 

Aeronautics and Space Administration (NASA) JPL, International GNSS service (IGS) and 

NRCan, the prospect of real-time PPP may become a reality (Muellerschoen et al., 2004; Gao 

et al., 2006; Mireault et al., 2008; Ray and Griffiths, 2008). It is well known that the quality 

of positioning solutions using the PPP technique is heavily dependent on the accuracy of the 

satellite orbit and clock corrections. It is necessary to appreciate the significance of using 

different correction products on the estimated positioning solutions. The NASA JPL’s Global 

Differential GPS System (GDGPS) was designed and developed for NASA’s real-time 

terrestrial, airborne and spaceborne applications. This system provides the unparalleled 

combination of real-time positioning accuracy and availability (Bar-Sever and Muellerschoen, 

2003). It is reported that real-time positioning accuracy of 10cm horizontally and 20cm 
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vertically can be achieved anywhere around the world. However, this system is not freely 

accessible (Muellerschoen et al., 2000; Muellerschoen et al., 2001; JPL, 2007). The freely 

accessible Canada-wide Differential GPS Service (CDGPS, 2009) delivers, real-time GPS 

corrections derived from the GSD NRCan’s real-time wide-area GPS correction information 

referred to as GPS•C. The intention of this service is to provide real-time positions with direct 

access to the Canadian Spatial Reference System (CSRS). These real-time corrections are 

only available in Canada and some parts of the United States and Greenland. On the other 

hand, the IGS Real-Time Working Group (RTWG) was set up in 2002 to address issues 

pertaining to the IGS developing real-time infrastructure and processes (IGS, 2008). This is 

driven by the high demand from the GPS community for real-time GPS raw data and 

products. The IGS has been providing the near real-time and real-time predicted GPS 

products such as satellite orbit and clock corrections as part of the Ultra-Rapid products since 

2000 (Springer, 2000). Correction products are valid for all users around the world and it is 

offered as a free utility that is accessible by the general public through the Internet. It is of 

interest to examine the implications of using the IGS near real-time and real-time products on 

the estimated single frequency PPP solutions. 

 

 L1 data extracted from dual frequency geodetic quality receivers are routinely used in 

single frequency positioning research. As a result, the research findings may not necessarily 

represent the true capabilities of consumer grade single frequency receivers. This research 

also attempted to assess and conduct a comprehensive comparison of the quality of the 

positioning solutions using different quality single frequency GPS receivers. Single frequency 

GPS receivers can generally be categorised into two groups: Geographic Information System 

(GIS) grade receivers which have a higher price tag (medium-cost); and consumer grade (low-

cost) handheld receivers which usually cost a few hundred dollars. It is expected that the 

results from GIS grade receivers would be better than those of low-cost receivers. Testing is 

undertaken in this research to evaluate the quality of the positioning results based on each 

receiver types using the research processing software and correction algorithms. 

 

 The basic intention of this research is to investigate an alternative, cost effective, and 

low positioning infrastructure technique, which could be useful for various GPS applications, 

including those in remote locations, where budgetary operational cost is essential. It is 

believed that high accuracy point positioning using a (low-cost) single frequency receiver 

could benefit a myriad of applications. Examples of applications include mining, airborne 

survey, agricultural, and off-shore oil/gas positioning. Currently, it is estimated that 75% of 
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all GPS receivers used globally are single frequency receiver units (Arbesser-Rastburg, 2006). 

Thus, any accuracy improvement in point positioning will clearly be of great practical 

importance. It is also anticipated that single frequency receivers will continue to be in-demand 

and produced due to its relatively lower price and better power utilisation (Khattanov et al., 

2004). 

 

1.3 Research Aim, Scope and Questions 

 The aim of this research is to investigate effective measures to provide the best point 

positioning solutions using single frequency PPP. The final accuracy, the repeatability of 

results, and the time of convergence of the point positioning solutions are the main 

investigation. This research will predominantly deal with four aspects of single frequency PPP 

and the impact of each on the estimated positions. These are the a priori observations 

weighting in the adjustment model, ionospheric effects in different ionospheric conditions, the 

single frequency PPP convergence behaviour, and the IGS satellite orbit and clock corrections 

products. The performance of the single frequency PPP software will also be tested and 

validated using real GPS data from single frequency medium-cost and low-cost receivers.  

 

 The scope of this investigation is limited to GPS data collected from the Australian 

continent. The continent extends from the low latitude to middle latitude regions. The 

intention is to keep the scope of the research at a manageable level, particularly for the 

ionospheric effects assessment. Additionally, the focus of this research is purely on static 

single frequency PPP. It must be noted that single frequency PPP in kinematic mode was not 

considered in this study. 

 

 In order to achieve the research aim, the following research questions are formulated, 

 

1. What are the limitations of the single frequency PPP?  

 

2. Is the a priori code and carrier phase measurement sigma (or standard deviation) ratio 

important in single frequency PPP? If yes, why, and how do the settings affect the solution 

accuracy and convergence time?  

 

3. Can Regional Ionosphere Maps (RIMs), with different spatial and temporal resolutions, be 

used to improve the accuracy of single frequency PPP? 
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4. Can the satellite clock correction rate, the observation sampling interval, and the use of 

different tropospheric delay mitigation methods affect single frequency PPP convergence 

time? 

 

5. How do the various IGS satellite orbit and clock correction products perform in terms of 

solution accuracy and product latency? 

 

6. What is the achievable single frequency PPP positioning accuracy using GPS data 

collected from a medium-cost, and low-cost handheld consumer grade receiver? 

 

1.4 Research Approach and Contributions 

 The CSRS-PPP software is used as the core research processing platform. 

Modifications are made to the software code to accommodate the specific needs of this 

investigation. Besides the core processing software, an in-house coordinates transformation 

program is also used to transform coordinates between different datums and also to convert 

Earth-Centred-Earth-Fixed (ECEF) coordinates expressed in X, Y and Z to latitude (east), 

longitude (north) and height components.  

  

 PPP using a single frequency GPS receiver is a challenging research topic principally 

due to the nature of the carrier phase measurements and the adverse effects of the ionosphere. 

The first contribution of this research is an in-depth understanding of the contributions of a 

priori observations sigma ratios on single frequency PPP solutions, in terms of the solutions 

accuracy, precision and convergence behaviour. This is an innovative aspect of the research 

because, to the author’s knowledge, this is the first report on this topic. It is discovered that 

the selection of an appropriate sigma ratio will significantly improve the quality of the 

solutions and also the time of convergence. The study is carried out based on an empirical 

approach using data sets collected from different receivers, different environments of the 

observation site, and varying atmospheric conditions. The outcome of this study is the 

recommendation of an “optimal” a priori observation sigma ratio, which could provide the 

best possible single frequency PPP solutions, irrespective of the location of the receiver and 

the ionospheric conditions. 
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 Another integral part of this research is the study of the ionospheric effects on single 

frequency PPP and the mitigation methods for the error. This is because the ionospheric delay 

is a major error source for single frequency GPS positioning (Klobuchar, 1996; Øvstedal, 

2002). The study extends the current knowledge by evaluating the feasibility of using the 

Broadcast model, Global Ionosphere Maps (GIMs) and Australia-wide RIMs in single 

frequency PPP to achieve high accuracy point positioning. The Australia-wide RIMs are 

created from GPS data collected locally (within the Australasia and part of the South East 

Asia region) and using local atmospheric models. The maps are produced using in-house 

software developed at RMIT University (Zhang et al., 2008). Australian GPS data from 

stations located in different latitude zones as well as different solar conditions are used in the 

evaluation process. In addition, high temporal (1-hour) resolution RIMs are also created and 

compared to the 2-hour interval global and regional ionosphere maps. The results of the 

estimated positioning solutions using different ionospheric error mitigation methods under 

different ionospheric conditions are provided in this thesis.  

 

 Besides the adverse effects of the ionosphere, another factor that restricts the accuracy 

of (single frequency) PPP is the limited accuracy of the existing precise satellite orbit and 

clock corrections (Bisnath and Gao, 2007). The impacts of using different satellite orbit and 

clock corrections products with varying accuracy and latency in single frequency PPP are 

examined as part of this research. This is because the PPP technique greatly relies on external 

products to correct for these biases. This research evaluates the IGS satellite orbit and clock 

corrections products in terms of the achievable point positioning accuracy and precision. 

Special attention is given to the near real-time and real-time predicted orbit and clock 

corrections. Only a few preliminary studies have been undertaken to examine the quality of 

the estimated single frequency PPP solutions using the IGS predicted corrections products. It 

is hoped that the outcome of this evaluation could better demonstrate that accurate point 

positioning is achievable in a real-time scenario using the IGS predicted corrections products.  

 

 The fourth contribution of this research is the assessment of the influence of satellite 

clock correction rate, data sampling interval, and tropospheric delay mitigation methods on 

single frequency PPP solutions convergence time. This study is expected to provide some 

positive recommendations, which could be utilised to improve the convergence time in single 

frequency PPP static data processing. 
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 The quality of the point positioning solutions is highly dependent upon the quality of 

the GPS measurements and types of receiver used. Geodetic quality, single frequency GPS 

measurements are used mainly to study the influence of above-mentioned components on 

single frequency PPP solutions accuracy, precision and convergence time. Hence the fifth 

contribution of this research is the investigation of the achievable point positioning accuracy 

in simulated real-time and post-processing modes using single frequency medium-cost and 

low-cost handheld consumer grade GPS receivers. This investigation was carried out by using 

the research software with the recommended settings suggested from the preceding studies. It 

is envisaged that the findings from this study could establish the possibility of using a low-

cost, single receiver point positioning technique to achieve high accuracy point positions.  

 

1.5 Thesis Outline  

 This thesis examines different aspects of the single frequency PPP and its implications 

on the estimated positioning solutions. Each Chapter concentrates on different components, 

investigates error sources, and notes improvements in key areas.  

 

Chapter 1, Introduction, presents the introduction, background to the study, research 

motivation, aim and scope, as well as the research contributions. 

 

Chapter 2, Precise Point Positioning and Design of Research Software, provides an account 

of the history and development of the PPP technique, starting from dual frequency PPP and 

then followed by single frequency PPP. A thorough description of the research software, 

which includes the implemented mathematical and adjustment models, the mathematical 

consideration associated with the adjustment model, the software computational flow and 

design is also provided. 

 

Chapter 3, Error Sources in PPP and Mitigation Methods, discusses the various GPS errors 

sources relevant to PPP and effective mitigation methods/strategies. The effectiveness of 

these error mitigation methods and data processing strategies is crucial for high accuracy 

point positioning. 

 

Chapter 4, Single Frequency PPP – Setting A Priori Observations Sigma Ratio, 

comprehensively details the study carried out to examine and evaluate the influence of a 
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priori observations sigma ratio in single frequency PPP. The outcomes of this study and the 

proposed “optimal” sigma ratio are presented. 

 

Chapter 5, Ionospheric Error Mitigation Strategies for Single Frequency Point Positioning, 

deals with the effects of the ionosphere on single frequency point positioning, and specifically 

on single frequency PPP. It presents an in-depth comparison of the quality of the point 

positioning solutions using different ionospheric error mitigation methods. The Broadcast 

model, GIMs and RIMs are tested and compared for their usefulness.  

 

Chapter 6, Convergence Evaluation of Single Frequency PPP Solutions, examine three 

aspects of PPP that could potentially influence the convergence behaviour of the single 

frequency PPP solutions. The three aspects investigated are the satellite clock corrections rate, 

observation sampling rate and the effects of either modelling the tropospheric delay using an 

empirical tropospheric model or estimating the delay as part of the PPP solutions.  

 

Chapter 7, IGS Satellite Orbit and Clock Corrections: From Post-Mission to Real-Time 

Point Positioning, describes the research undertaken to examine the effects of using the 

various IGS satellite orbit and clock corrections on the single frequency PPP solutions. The 

assessment of these products focuses on the relationship between the latency and accuracy of 

the products with the quality of the estimated point positions. Special emphasis is placed on 

the near real-time and real-time correction products. 

 

Chapter 8, Single Frequency PPP using Medium-Cost and Low-Cost GPS Receivers, reports 

on the tests undertaken to evaluate the possibilities of using a medium-cost and low-cost 

consumer grade GPS receiver to achieve high accuracy point positioning in both post-mission 

and simulated real-time static applications. The results are presented along with analyses.  

 

Chapter 9, Summary, Conclusions and Recommendations, summarises the primary outcomes 

of this research. The implications arising from each Chapter are briefly examined and 

discussed. The conclusions drawn from this research are provided and a few 

recommendations for future work are outlined.  
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CHAPTER 2  

 

Precise Point Positioning and Design of 

Research Software 

 

 

2.1 Introduction 

 This Chapter presents a synopsis of the history and development of the PPP technique, 

starting with dual frequency PPP followed by single frequency PPP. It aims to provide readers 

with some background knowledge and information regarding PPP, which is necessary for the 

research material presented in later Chapters. A considerable amount of the literature 

discussed dates back to texts and journal articles that provided coverage of this topic, e.g. 

Zumberge et al. (1997a), Zumberge et al. (1997b), Kouba and Héroux (2000), Kouba and 

Héroux (2001), Kouba (2003), Witchayangkoon (2000), Gao and Shen (2001), Beran (2008) 

and Leick (2004). An overview of the GPS organisations that are of particular interest to this 

research work is also outlined. These organisations play a pivotal role in developing and 

producing precise corrections products and GPS data, which were used extensively in the PPP 

testing.  

 

The key processing software used in this research is based on the CSRS-PPP online 

service. Thus, this Chapter will introduce the online processing service and further explain in 

details the design and architecture of the software. These include the software mathematical 

model, adjustment model, and the mathematical consideration associated with the sequential 

filter. In addition, the software computational flow and main components illustrated in a flow 

chart will also be presented.  
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2.2 Background Information 

2.2.1 Dual Frequency PPP 

 PPP is a high accuracy, single receiver point positioning technique based on un-

differenced code and carrier phase observations using precise satellite orbit and clock 

corrections products. The concept of point positioning using precise ephemerides was first 

introduced in 1970s by Richard. J. Anderle (Anderle, 1976). It was not until the late 1990s 

that this technique was rigorously researched. With the development and introduction of 

precise satellite orbit and clock corrections from the IGS and other organisations such as 

Centre of Orbit Determination in Europe (CODE), it is now possible to perform high accuracy 

point positioning without the need to difference simultaneous observations from reference and 

rover receivers, as with the case of relative positioning technique (Abdel-salam, 2005). In 

addition, the use of the more precise carrier phase measurements in PPP as primary 

observables could lead to high accuracy point positioning. Initial work on PPP was proposed 

and carried out primarily at JPL (Zumberge et al., 1997b). Two publications from JPL are 

particularly relevant to PPP and have generated great interest among the GPS community 

(Zumberge et al., 1997a; Zumberge et al., 1997b).  

 

 The number of GPS CORS networks being established around the world is rapidly 

increasing, and also the computational and economical capacity associated with analysing 

such a large amount of data. Therefore, an efficient process to analyse these data in a 

consistent, robust, feasible and economical manner is essential. Zumberge et al. (1997b) 

proposed the PPP technique using un-differenced code and carrier phase observations as a 

method to achieve this. The adopted approach is to use post-processed data, such as the IGS 

precise satellite orbit and clock corrections (Zumberge et al., 1997b; Leick, 2004). In 

addition, Zumberge et al. (1997b) also viewed PPP as a data compression strategy, whereby it 

allows the analysis of data from hundreds of GPS sites everyday with results comparable in 

quality to the simultaneous analysis of all data (Zumberge et al., 1997b). The study 

documented remarkable 3D positioning results using PPP with dual frequency GPS receivers, 

even when SA was still active. Centimetre level (< 9cm) accuracy for single point static 

surveys was reported. These results were obtained using GIPSY/OASIS-II software 

developed at JPL.  
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 In addition, JPL provides a free Internet processing service for PPP known as JPL’s 

Auto-GIPSY (JPL, 2006) service. Witchayangkoon (2000) has tested the online service using 

various data sets with different observation lengths, from 1 hour to 24 hours. He reported that 

0.1m repeatability can be generally achieved using 1 hour data, and 1cm to 2cm repeatability 

for data span greater than 4 hours (Leick, 2004).  

 

 The theoretical foundation of PPP using un-differenced code and carrier phase 

observations from dual frequency GPS receivers can be found in Kouba and Héroux (2000). 

The mathematical model used is termed the ionosphere-free combination of dual frequency 

PPP, or the so-called “Traditional” model. The emphasis of their paper was on the errors 

affecting PPP solutions and the ways to mitigate them. They stressed that the success of PPP 

depends on the consistency of the set of corrections, models and the weights applied. This 

included issues such as the satellite antenna offsets, phase windup, reference frames, and the 

Earth Rotation Parameters (ERPs) corresponding to the IGS satellite orbit, clock and stations 

solutions used. In their research, Kouba and Héroux (2000) used un-differenced dual 

frequency code and carrier phase measurements along with the IGS precise satellite orbit and 

clock corrections products. Comparable results to Zumberge et al. (1997a) were reported 

(Kouba and Hèroux, 2000; Hèroux and Kouba, 2001; Kouba, 2003). It is worth mentioning 

that they have implemented a free Internet processing service known as NRCan CSRS-PPP 

service. The program source codes provided by NRCan were used as the core research 

software in this research. Detailed description of the software architecture is presented in this 

Chapter. 

 

 In 2000, Muellerschoen et al. (2000) continued their work and developed a system for 

PPP using dual frequency receivers at JPL. The system was named the NASA GDGPS. JPL 

takes advantage of NASA’s Global GPS Network (which consists of approximately 70 sites), 

plus other sites owned by a variety of U.S. and international partner organisations (JPL, 

2007). These sites transmit data back to GDGPS Operation Centres in real-time via the 

Internet. The central processing site estimates the satellite orbit and clock corrections with 

respect to the broadcast orbit and clock parameters. Corrections to the broadcast parameters 

are then packed and transferred to users over the Internet, as well as via Inmarsat satellites 

yielding coverage over the entire globe between latitude ±75˚ (Sharpe et al., 2002; 

Muellerschoen et al., 2004). The GDGPS primarily services users with dual frequency 

receivers and there is a cost involved for accessing the NASA GDGPS real-time system. 
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Omnistar now also offers precise orbit and clock corrections to subscribers through the 

Omnistar-XP system (OmniSTAR, 2008).  

 

 The research work carried out by various authors presented so far were obtained by 

using the “Traditional” model. The unknown parameters of this model are the receiver 

position, receiver clock bias, tropospheric Zenith Path Delay (ZPD), and float ambiguity term 

for each satellite. Gao and Shen (2001) introduced a different dual frequency PPP 

mathematical model from the “Traditional” model. They named their model the University of 

Calgary (UofC) model. The main distinction between the two models is that the UofC uses an 

average of the code and phase observations on the two frequencies (i.e. L1 and L2) in addition 

to the ionosphere-free combination. Thus, in addition to estimating the receiver position, 

clock and tropospheric ZPD, the UofC model allows for the estimation of two float 

ambiguities for each satellite. The UofC model is made available in a commercial software 

package known as P³ (Gao, 2006). However, it is worthwhile to note that both models have 

demonstrated comparable performance (Hèroux et al., 2004). 

 

  In the past few years, substantial research on dual frequency PPP has been performed 

and documented in numerous literatures (e.g. Witchayangkoon (2000), Abdel-salam (2005), 

Gao and Shen (2002), Gao and Wojciechowski (2004), Bisnath and Langley (2002), Collins 

et al. (2001), Colombo et al. (2004), Ge et al. (2007), and Teferle et al. (2007)). Dual 

frequency PPP processing has also been implemented in the Bernese GPS software Version 

5.0 (Hugentobler et al., 2007).   

 

 Currently, the dual frequency PPP technique is capable of providing point positioning 

accuracy and precision of a few centimetres (in static mode). This is also substantiated in a 

preliminary analysis carried out at the start of this research to validate the achievable point 

positioning accuracy using dual frequency PPP (Choy et al., 2007). Twenty four hours, dual 

frequency, static observation data from six IGS stations from various locations, namely 

Algonquin (ALGO), Hoefn (HOFN), Sutherland (SUTH), Indian Institute of Science (IISC), 

Mount Stromlo (STR1) and Melbourne Observatory (MOBS) stations were post-processed 

using the CSRS-PPP and AUSPOS online services. The location of the stations is illustrated 

in Figure 2.1.  
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Figure 2.1: The location of ALGO, HOFN, SUTH, IISC, STR1 and MOBS IGS stations. 

 

 AUSPOS is a carrier phase based relative positioning processing service, whereby the 

software processes user-submitted GPS data (collected anywhere around the world) together 

with observations from the nearest three IGS stations. Information on AUSPOS service can be 

found at AUSPOS (2006). The findings from the study show that PPP positioning errors were 

comparable to those of the relative positioning technique and the results are presented in 

Figure 2.2. Less than 2cm horizontal and 8cm vertical point positioning accuracy can be 

expected when using dual frequency PPP.  

 

Dual frequency PPP was initially proposed for research and scientific applications 

within academia, governments and other scientific groups. However, it was soon recognised 

for its practicality for general GPS applications. Some governments have engaged in 

providing PPP products and services to public users, e.g. CSRS-PPP. Private industries and 

companies, e.g. Navcom’s StarFire and OmniSTAR-XP, have also embraced and engaged in 

research and development to improve PPP services, technology, and infrastructure to their 

clients (Bisnath and Gao, 2007; Navcom, 2008; OmniSTAR, 2008). 
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Figure 2.2: Differences between the estimated positions from the CSRS-PPP and AUSPOS 

online services with the accurately known coordinates of the six IGS stations, ALGO, HOFN, 

SUTH, IISC, MOBS and STR1. 24-hour data were used. 

 

2.2.2 Single Frequency PPP 

 As mentioned in the previous section, the initial focus of the PPP research was on dual 

frequency PPP. However, single frequency PPP has begun to attract interest within the GPS 

research community. Single frequency PPP poses significant challenges as to how the 

atmospheric, multipath, receiver biases, a priori observations sigmas (or standard deviations) 

and other measurement error sources are handled. The positioning solutions using single 

frequency PPP are expected to be less accurate especially in the height estimation. An obvious 

reason for this degradation in accuracy is the effects of unmodeled ionospheric error 

(Øvstedal, 2002). 
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 Single frequency PPP was first investigated by Witchayangkoon (2000) who proposed 

to use a single frequency ionosphere-free code and phase combination. Static observational 

data from four U.S. Naval Observatory GPS stations were used and the data were limited to 

the first 6 hours of the day. The evaluation was made by comparing the estimated point 

positioning solutions with the known coordinates. He noted that although many single 

frequency solutions exhibited equivalent accuracy as those obtained from dual frequency 

observations, single frequency PPP results did not appear to be as robust as dual frequency. 

Nevertheless, point positioning accuracy of about 20cm was reported. This finding was in fact 

quite promising.  

 

 Øvstedal (2002) examined the availability of a few empirical ionospheric models that 

are publicly available and quantified their usefulness for single frequency point positioning. 

He reported that horizontal positioning accuracy of better than 1m and a vertical accuracy of 

approximately 1m can be achieved when using high quality single frequency observations. 

The satellite orbit and clock biases were removed by using the precise ephemerides. Readers 

should note that no carrier phase measurements were used in this processing. The research 

was purely based on single frequency code-only processing. 

 

 Similarly, the NRCan CSRS-PPP online service has the ability to process single 

frequency GPS data, but only using single frequency code observations. The CSRS-PPP 

online service takes advantage of the precise satellite orbit and clock corrections, as well as 

the GIMs to remove the bulk of the measurement errors. Researchers at the NRCan carried 

out in-house testing using single frequency data. They reported that 0.2m horizontal and 

vertical accuracy was obtained after 2 hours of observation. These results were encouraging 

considering that only code observations were used. 

 

 Single frequency PPP using un-differenced code and carrier phase was studied by 

researchers at Delft University of Technology (Le and Tiberius, 2006). In their research, they 

proposed to use the phase-adjusted pseudorange algorithm, which was developed by 

Teunissen (1991). The filter was extensively tested using a series of static data sets. It was 

demonstrated that, in general, 0.5m horizontally and 1m vertically at 95% confidence interval 

can be achieved. In favourable conditions (e.g. low multipath environment, clean data), the 

horizontal and vertical positioning accuracies can be improved to 0.2m and 0.5m, 

respectively.  
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 Chen and Gao (2005) investigated the performance of single frequency PPP using un-

differenced code and carrier phase measurements. In their research, they proposed to estimate 

the ionospheric gradient parameters using un-differenced single frequency data and they 

compared the feasibility of these three types of ionospheric error handling methods. These 

were the Broadcast model with ionospheric coefficients, GIMs, and the proposed ionospheric 

delay estimation technique. The data used were obtained from three GPS stations located in 

different ionospheric regions, i.e. equatorial, middle latitude and high latitude, under different 

ionospheric conditions. It was found that resulting positioning solutions from both the 

ionospheric delay estimation technique (with the estimated ionospheric gradient parameters) 

and the GIMs were more accurate than those of the Broadcast model. The results obtained 

using the ionospheric estimation technique were comparable with those obtained with the 

GIMs at middle latitude stations. However, it must be noted that the former can be 

implemented in real-time mode, while the latter is only available in post-processing mode. 

Generally, a few decimetres level point positioning accuracy can be obtained at middle and 

high latitude stations. At equatorial stations, about one metre level point positioning can be 

achieved using the best ionospheric error mitigation method.  

 

 In 2006, Dr. Andrew Simsky from Septentrio Satellite Navigation presented a 

standalone real-time positioning algorithm for single frequency ionosphere-free positioning 

based on dynamic ambiguities. The system is known as Dynamic Ambiguities Real-Time 

Standalone Single Frequency (DARTS-SF) (Simsky, 2006). The concept of DARTS is based 

on the joint processing of code and carrier phase measurements in a Kalman filter. The 

ambiguities are estimated as unknown parameters, which can vary from epoch to epoch 

(Simsky, 2003). The algorithm used in DARTS-SF uses the single frequency ionosphere-free 

observable, whereby the ionospheric delay is accounted for. He noted that estimated 

ambiguities absorbed some of the measurements biases. The RMS values for the estimated 

positions (static applications) were about 1m horizontally and 1.5m vertically.  

 

 Single frequency PPP was also extensively researched by Dr. Tomas Beran from the 

University of New Brunswick. Different techniques were investigated and the code and time-

differenced carrier phase filter is proposed (Beran et al., 2003). The performance of this filter 

was first tested using single frequency measurements extracted from static, geodetic quality, 

dual frequency data sets. Horizontal and vertical RMS values of better than 0.2m and 0.3m, 

respectively, were obtained (Beran, 2008). In this research, data collected from low-cost 

single frequency GPS receiver in Canada was also tested. The positioning solutions obtained 



 20 

were worse than those of geodetic, high quality GPS receivers. Nonetheless, the Root Mean 

Square (RMS) values were still within a few decimetres level horizontally and less than 2m 

vertically. It was found that the presence of multipath and receiver tracking capabilities were 

the main contributing factors limiting the quality of the estimated positioning solutions. To 

the best of the author’s knowledge, only Beran (2008) has investigated the possibility of using 

data collected from low-cost single frequency GPS receivers in PPP to achieve high accuracy 

point positioning in post-processing mode.  

  

 Achieving high accuracy point positioning based on single frequency PPP using low-

cost GPS receivers is the most desirable point positioning technique in GPS applications. This 

is driven by the commercial desire for low-cost receivers, ease of use in field operation 

process and data processing, without compromising on the quality of the estimated 

positioning solutions. Real-time (single frequency) PPP is also another attractive research 

direction. Mullerschoen et al. (2004), Chen and Gao (2005), and Gao et al. (2006) have 

investigated the capability of single frequency PPP using real-time precise satellite orbit and 

clock, as well as ionospheric products. Better than one metre level horizontal and vertical 

positioning accuracy was obtained using real-time single frequency PPP approach. These 

results were accomplished by utilising the JPL subscribed real-time service, i.e. GDGPS 

(Muellerschoen et al., 2000; Muellerschoen et al., 2001). The applicability of the IGS real-

time predicted products in single frequency PPP is yet to be researched. However, there is 

evidence that work is constantly being carried out by the IGS to compare and evaluate the 

quality of their products (NGS, 2008). 
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2.3 Current Challenges in Single Frequency PPP 

 The performance of PPP is usually assessed based on its accuracy, precision, and 

convergence time. Research has demonstrated that dual frequency PPP is able to provide 

positioning solutions at an accuracy level of a few centimetres in static mode and there is 

usually very little difference between the accuracy and precision metrics in dual frequency 

PPP solutions (Bisnath and Gao, 2007). This is because the errors, in particular the 

ionospheric effects, are substantially mitigated in the dual frequency PPP data processing 

phase. In contrast, the solutions based on single frequency PPP are prone to receiver biases, as 

well as the adverse ionospheric effects. The ionospheric delay cannot be completely removed 

in single frequency PPP even with the best available ionospheric error mitigation product. As 

a result, the accuracy of the positioning solution decreases, particularly the height component.  

 

 Convergence time can be described, in the context of PPP, as the length of time 

required for the accuracy of the estimated positioning solutions to approach towards a pre-

defined point or level, e.g. decimetre level. The time of convergence is highly dependent on 

various factors such as the quantity and geometry of the satellites, the strength and quality of 

the GPS measurements and the number of parameters required in the estimation process. Due 

to these factors, the period of convergence required for the solutions to reach a pre-defined 

level will vary in different applications and environments. However, in an ideal environment, 

an average of half an hour to one hour is required for the PPP solutions to reach convergence 

(Gao and Shen, 2002; Bisnath and Gao, 2007).  

 

 Single frequency PPP has not been thoroughly researched due to its challenges and 

limitations. PPP using single frequency GPS receivers requires a different mathematical 

model from that of dual frequency. Thus this involves assigning different observations 

weighting in the single frequency adjustment process. In addition, the biases within the single 

frequency PPP solutions are also larger, thus affecting the convergence behaviour and quality 

of single frequency PPP solutions. Therefore, this research is devoted to investigate, explore, 

and improve the capability and performance of single frequency PPP.  
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2.4 GPS Organisations Relevant to This Work 

 The essence of achieving high accuracy point positioning via the PPP technique is the 

usage of the highly precise satellite orbit and clock correction products from organisations 

such as the IGS. In addition, the GPS data sets that were used extensively in this research 

were from Geoscience Australia and the data were collected as part of the Australian Regional 

GPS Network (ARGN). This section provides a description of the IGS and Geoscience 

Australia. 

 

2.4.1 The International GNSS Service 

 The IGS is a voluntary federation of more than 200 worldwide agencies in 80 

countries and a global network of over 370 tracking stations (see Figure 2.3) that pool 

resources and data to support various applications (Dow et al., 2005; Moore, 2007; IGS, 

2008). The IGS was formally recognised in 1993 by the International Association of Geodesy 

(IAG), and officially began its routine operations on 1 January 1994 (Beutler et al., 1994; 

Neilan, 1995). Currently, the IGS provides the highest quality GNSS data and products to 

support Earth science research, multidisciplinary applications, and education. In addition, the 

IGS contributes to the maintenance and improvement of the ITRF, and also helps to monitor 

the movement of the Earth's tectonic plates, assess sea-level variations, carry out precise time 

transfer, and determine accurate trajectories for Low-Earth Orbiters (LEO) satellites (Moore, 

2007).  

 

 

Figure 2.3: The IGS network of tracking stations (Dow et al., 2005). 
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 Data from the permanent, continuously operating, geodetic-quality tracking stations 

are archived at four Global Data Centres and six Regional Data Centres. These ten Analysis 

Centres (ACs) regularly process the data and contribute products to the Analysis Centre 

Coordinator (ACC) that produces the official IGS combined products. At present, the IGS 

ACC functions are performed by the National Oceanic and Atmospheric Administration 

(NOAA), National Geodetic Survey (NGS) in USA. The ten IGS ACs are,  

� CODE, AIUB, Switzerland 

� European Space Operations Centre (ESOC), European Space Agency, Germany 

� GeoForschungsZentrum (GFZ) Postdam, Germany 

� JPL, USA 

� NOAA, NGS, USA (also the ACC) 

� NRCan, Canada 

� Scripps Institution of Oceanography (SOPAC), USA 

� U.S. Naval Observatory (USNO), USA 

� Massachusetts Institute of Technology (MIT), USA 

� Geodetic Observatory Pecny, Czech Republic  

The Central Bureau is responsible for day-to-day management of the IGS following policies 

set by the International Governing Board (IGS, 2008).  

 

 IGS data are currently freely available on the Internet without charge to the public. In 

addition to providing GPS and GLONASS (the Russian GNSS) raw satellite measurements in 

Receiver-Independent EXchange (RINEX) format, the IGS also contributes a variety of 

products to support a wide-range of geodetic and geophysical research and applications, as 

well as various multidisciplinary applications. Table 2.1 presents the current IGS products 

made available and its characteristics. Products that are of particular interest to this research 

are the IGS satellite orbit and clock corrections, as well as the ionospheric Total Electron 

Content (TEC) grids known as the GIMs. These products were used widely in this research. 
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Table 2.1: The IGS products which are currently available on the Internet (Moore, 2007). 

 Accuracy Latency Updates Sample Interval 

GPS Satellite Ephemerides/  
Satellite & Station Clock 

Orbits ~160 cm Broadcast 

Satellite Clocks ~7 ns 
Real-time -- Daily 

Orbits ~10 cm Ultra-Rapid 
(Predicted Half) Satellite Clocks ~5 ns 

Real-time 4 times 
daily 

15 min 

Orbits <5 cm Ultra-Rapid 
(Estimated Half) Satellite Clocks ~0.2 ns 

3 hours 4 times 
daily 

15 min 

Orbits <5 cm 15 min Rapid 

Satellite Clocks 0.1 ns 
17 hours Daily 

5 min 
Orbits <5 cm 15 min Final 

Satellite Clocks <0.1 ns 
~13 days Weekly 

5 min 
Note 1: IGS accuracy limits, except for predicted orbit, based on computations with independent laser 
ranging results. The precision is better. 
Note 2: The accuracy of all clocks is expressed relative to the IGS time scale, which is linearly aligned to 
GPS time in one-day segments.  
GLONASS Satellite Ephemerides 
Final  15 cm 2 weeks Weekly  15 min 
Geocentric coordinates of IGS tracking stations (>130 sites) 

Horizontal 3 mm Final Positions 
Vertical 6 mm 

12 days Weekly Weekly 

Horizontal 2 mm/yr Final Velocities 
vertical 3 mm/yr 

12 days Weekly Weekly 

Earth Rotation Parameters: Polar Motion (PM), Polar Motion Rates (PM rate) Length-of-day (LOD) 
PM 0.3 mas 
PM rate 0.5 mas/day 

Ultra-Rapid 
(Predicted Half) 

LOD 0.6 ms 

Real-time 4 times 
daily 

4 times daily 

PM 0.1 mas 
PM rate 0.3 mas/day 

Ultra-Rapid 
(Estimated Half) 

LOD 0.03 ms 

3 hours 4 times 
daily 

4 times daily 

PM <0.1 mas 
PM rate <0.2  mas/day 

Rapid 

LOD 0.03 ms 

17 hours Daily Daily 

PM 0.05 mas 
PM rate <0.2  mas/day 

Final 

LOD 0.02 ms 

~13 days Weekly Daily 

Note: The IGS uses Very Long Baselines Interferometry results from International Earth Rotation Service 
Bulletin A to calibrate for long-term LOD biases 
Atmospheric Parameters 
Final Tropospheric Zenith Path 
Delay 

4 mm < 4 weeks Weekly 2 hours 

Ultra-Rapid Tropospheric Zenith 
Path Delay 

6mm 2-3 hours Every 3 
hours 

1 hour 

Final Ionospheric TEC Grid 2-8 TECU ~11 days Weekly 2 hours; 5 deg (long) 
x 2.5 deg (lat) 

Rapid Ionospheric TEC Grid 2-9 TECU < 24 hours Weekly 2 hours; 5 deg (long) 
x 2.5 deg (lat) 
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2.4.2 Geoscience Australia 

Geoscience Australia was first established in 1946 and is a national agency for 

geoscience research and geospatial information. The National Mapping Division of 

Geoscience Australia is Australia’s national mapping agency, providing fundamental 

geographic, spatial and geodetic information in support of various applications and industries. 

As part of this role, the National Mapping Division of Geoscience Australia maintains a 

network of permanent GPS tracking stations, known as the ARGN. The ARGN consists of a 

network of 21 permanent, geodetic quality tracking stations in Australia and its Territories, 

including the Australian Antarctic Territory (Geoscience Australia, 2008). These sites are 

accurately coordinated and they contribute to the spatial infrastructure in Australia and its 

Territories, the monitoring and measurements of earth processes, e.g. plate tectonics and sea 

level rise. Figure 2.4 and Figure 2.5 show the location of the ARGN tracking stations in 

Australia and Antarctica, respectively. GPS observational data collected from a number of 

ARGN stations (i.e. Darwin (DARW), Townsville (TOW2), Alice Springs (ALIC), STR1, 

and Hobart (HOB2) stations) were used frequently in the PPP testing. 

 

 

Figure 2.4: The location of the ARGN tracking stations in Australia and its Territories 

(Geoscience Australia, 2008). 
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Figure 2.5: The location of the ARGN tracking stations in Antarctica 

 (Geoscience Australia, 2008). 

 

2.5 Research Software: An Overview of the CSRS-PPP 

Processing Software 

 The CSRS-PPP software was written and developed by the GSD of NRCan. The 

processing software was first introduced in October 2003 as an on-line service for the benefit 

of Canadian GPS users to facilitate access to the CSRS and to encourage the use of IGS 

products (Tètreault et al., 2005). Since then, it has drawn countless attention worldwide. 

Drawing from its partnership with IGS, the NRCan is one of the ten IGS ACs regularly 

processing GPS data and contributing to the IGS combined products (refer to Section 2.4.1).  

 

 The CSRS-PPP on-line service is based on un-differenced code and carrier phase 

observations. The software contains all the necessary correction models, as well as 

conventions required to properly apply the IGS products to achieve high accuracy point 

positioning solutions. The CSRS-PPP service also outputs positioning solutions in ITRF 

coordinates, in addition to the North America Datum 1983 (NAD 83), which makes it 

accessible to both Canadian and worldwide GPS users. One of the key features of the CSRS-

PPP on-line service is that it is designed to minimise the amount of user interaction. Users can 

upload and submit single frequency or dual frequency GPS RINEX data files which are then 

processed in either static or kinematic mode using the precise satellite orbit and clock 

corrections. However, only the code observations are used in CSRS-PPP single frequency 

data processing. Also, before submitting the GPS data file, the users can select the output 
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reference frame. Thus, users could either select the estimated solutions to be in NAD 83 or the 

ITRF reference frame. Detailed information on the CSRS-PPP on-line service can be found at 

the NRCan CSRS On-line Database (NRCan, 2008a). 

 

 In this research, the CSRS-PPP software version 1.04 (release version 0246) coded in 

Fortran 77 was used as the core research processing engine. It allows for full access, control 

and maximum flexibility over the entire processing process. The CSRS-PPP software version 

1.04 (release version 0246) was used to process GPS data collected before the change to the 

new ITRF reference frame and absolute antenna phase centre model (refer to Section 3.5.1 for 

more information on the antenna phase centre corrections). For data that were collected after 

this change, the CSRS-PPP software version 1.04 (release version 1087) was used instead. It 

is also worth noting that numerous amendments were made to the original source codes in 

order to tailor the software to the requirements and purposes of this research.  

 

2.6 PPP Mathematical Model  

 The research software is capable of processing both single and dual frequency GPS 

data. The software utilises both L1 and L2 code and carrier phase observations for dual 

frequency PPP processing. With single frequency observations data processing, the software 

could either process L1 code only observations, or take advantage of the more precise carrier 

phase measurements in the data processing process. This section describes the implemented 

dual frequency and single frequency mathematical models. 

 

2.6.1 Dual Frequency PPP – Traditional Model  

 As discussed in Section 2.2.1, there are two PPP mathematical models that can be used 

for dual frequency PPP processing, i.e. the “Traditional” model and the UofC model. Both 

models take advantage of the ionosphere-free linear combinations of GPS code and carrier 

phase observations to eliminate the effects of the ionosphere so that high accuracy point 

positioning can be achieved. Although these two models have been well documented in 

various literatures (Zumberge et al., 1997b; Kouba and Hèroux, 2000; Witchayangkoon, 

2000; Gao and Shen, 2001; Hèroux and Kouba, 2001; Shen, 2002; Abdel-salam, 2005), the 

“Traditional” model will be recapitulated here as background information because this model 

was implemented in the software. Some dual frequency data were post-processed in this 

research and these positioning solutions are presented in Chapter 5. 
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 The un-differenced code and carrier phase observation equations are expressed in 

Equations (2.1) and (2.2), respectively. Assuming that the PPP related errors such as phase 

wind-up, relativity, antenna phase centre offset and geophysical effects have been properly 

accounted for (see Section 3.5 for information regarding these errors), the un-differenced 

observation equations can be written as follows (Abdel-salam, 2005), 

 

)]([).()( )(/ iLPmulttropionorbi LPdddddTdtcLP
i

ε+++++−+ρ=  (2.1) 

 

)]([).()( )(/ iLmultiitropionorbi LdNddddTdtcL
i

Φε++⋅λ++−+−+ρ=Φ Φ  (2.2) 

 

where, 

 

)( iLP  -   measured pseudorange on Li (m) 

)( iLΦ  -   measured carrier phase range on Li (m) 

ρ  -   true geometric range (m) 

c  -   speed of light ( 1ms− ) 

dt  -   receiver clock error (s) 

dT  -   satellite clock error (s) 

 orbd  -   satellite orbit error (m) 

 iond  -   ionospheric delay (m) 

tropd  -   tropospheric delay (m) 

 iλ  -   wavelength on Li (m) 

iN  -   non-integer phase ambiguity on Li (cycle) 

 )(/ iLPmultd  -   code multipath effect on Li (m) 

 )(/ iLmultd Φ  -   carrier phase multipath effect on Li (m) 

 ][⋅ε  -   measurement noise (m) 

 

Due to the dispersive nature of the ionosphere, the carrier phase observations on L1 and L2 

frequencies can be combined to form the ionosphere-free linear combination (“Traditional” 

model) to eliminate the ionospheric effects. The “Traditional” model can be written as 

follows, 
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where, 

 

IFP  , IFΦ  -   ionosphere-free code and carrier phase combination 

1f  , 2f  -   L1 and L2 carrier frequencies  

M  -   tropospheric mapping function 

ZPD  -   tropospheric zenith path delay (m) 

 )21(/ LLPmultd +  -   multipath effect on the combined L1 and L2 code (m) 

  )21(/ LLmultd +Φ  -   multipath effect on the combined L1 and L2 carrier phase (m) 

 

 In Equations (2.3) and (2.4), the tropospheric delay is expressed as a function of the 

tropospheric mapping function and ZPD. As can be seen from these equations, the satellite 

orbit and clock errors, as well as the tropospheric delay play a major role in limiting the 

accuracy of the estimated positions. However, these errors can be compensated by using the 

IGS correction products and appropriate tropospheric models, which will be discussed later in 

Chapter 3. In addition, it is also worth noting that the ambiguity term in Equation (2.4) is a 

linear combination of L1 and L2, and hence, it does not preserve the integer properties of the 

L1 and L2 ambiguities. The combined ambiguity can only be estimated as a float solution in 

PPP approach.  
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 In a dual frequency PPP solution based on the “Traditional” model, there are six 

unknown parameters that are required to be estimated. They are the receiver position ( rX , 

rY , rZ ),  receiver clock offset, tropospheric ZPD, and the carrier phase ambiguity for each 

satellite in view. The complexity of the mathematical problem depends on the dynamic (static 

or kinematic) of the receiver. The problem would be simpler if the receiver position is fixed 

(static) than changing (kinematic) over time. However, kinematic PPP is not discussed in this 

thesis as the focus of this research is purely on static PPP applications. The receiver clock bias 

will drift from epoch to epoch depending on the quality of the receiver clock. The 

tropospheric ZPD will vary slowly, typically in the order of a few centimetres per hour. The 

carrier phase ambiguities will remain constant as long as the carrier tracking is continuous 

(Kouba, 2003; Misra and Enge, 2006).  

 

 Various researchers have shown that dual frequency PPP is capable of providing 

centimetre level point positioning accuracy (Zumberge et al., 1997b; Kouba and Hèroux, 

2000; Witchayangkoon, 2000; Kouba, 2003). The convergence time of the estimates for static 

applications could range between half an hour to an hour, depending of the satellite geometry 

and quality of the observations. Reducing the convergence time is still the main challenge for 

PPP (Shen, 2002; Abdel-salam, 2005; Gao and Garin, 2006; Misra and Enge, 2006; Ge et al., 

2007).  

 

2.6.2 Single Frequency Point Positioning   

 The single frequency point positioning technique can be categorised into two 

approaches. They are the single frequency code-only processing, and single frequency code 

and carrier phase processing known as single frequency PPP. The CSRS-PPP online service 

only processes single frequency code measurements and it has been shown that better than a 

metre level point positioning accuracy can be achieved in ideal circumstances and when the 

precise correction products are used. This method of data processing is quite straightforward. 

The use of carrier phase measurements in single frequency processing, however, is far from 

trivial due to the ambiguous nature of the phase measurements. Nonetheless, the primary 

intention of this research is to investigate the feasibility of using a single frequency GPS 

receiver and PPP approach to achieve high accuracy point positioning. 
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2.6.2.1 Code-Only Processing 

The classical single frequency code-only processing is the basic mode of GPS 

positioning and navigation. The observation equation for the code measurement is shown in 

Equation (2.1), and this equation can be simplified as Equation (2.5) after the satellite orbit 

and clock errors, atmospheric effects and multipath have been removed. 

 

)]([.)( ii LPdtcLP ε++ρ=  (2.5) 

 

The geometric range can be obtained by, 

 

222 )()()( rsrsrs ZZYYXX −+−+−=ρ  (2.6) 

 

and satellite ephemerides allows the computation of the satellite position ( sX , sY , sZ ). This 

then leaves four unknown parameters, which are the receiver position ( rX , rY , rZ ), and 

receiver clock error dt . Since there are four unknowns, observations to four different 

satellites will then provide a unique solution. However, if a redundant amount of observations 

(i.e. five or more satellites) are available, then the least squares estimation technique can be 

used to determine the optimal solutions.  

 

 The accuracy and precision of the position estimates using this processing method are 

highly dependent on the ability to eliminate and compensate the errors involved in GPS 

positioning, such as the satellite and atmospheric errors. 

 

2.6.2.2 Code and Quasi-Phase Combination 

 Traditionally, the use of carrier phase observations is only common in the context of 

relative positioning. However, absolute point positioning using carrier phase observations 

have attracted significant interest from the GPS community in recent years (Beran et al., 

2004; Bisnath, 2004; Simsky, 2006). Carrier phase observations are used in dual frequency 

PPP to form the ionosphere-free linear combination, which eliminates the effects of the 

ionosphere (see Section 2.6.1). Single frequency point positioning, on the other hand, could 

also take advantage of the more precise carrier phase measurement coupled with the code 

measurements to compensate for the ionospheric delay. 
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The single frequency PPP processing strategy implemented in this research is called 

the code and quasi-phase combination. The code and quasi-phase combination is based on 

the principle that the ionosphere affects the code and carrier phase measurement at an equal 

magnitude but opposite in sign. Thus, the ionospheric effects can be eliminated through the 

combination of the code and carrier phase observations that forms the quasi-phase observable.  

 

Recapitulating the basic code and carrier phase observables from Equations (2.1) and 

(2.2), the mathematical implementation of the L1 code and quasi-phase combination can be 

expressed as (ignoring the higher-order ionospheric error terms) (Choy et al., 2008b), 
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where )( 1

~

LΦ  is the quasi-phase observable on L1 frequency. 

 

Equation (2.7) is essentially the single frequency ionosphere-free code and phase 

delay proposed by Yunck (1993). The single frequency ionosphere-free code and phase delay 

equation is addressed in this thesis as the quasi-phase equations (Simsky, 2006), because the 

ionosphere-free code and phase delay equation is treated as a phase observable in the single 

frequency PPP processing. In fact, the quasi-phase observable is “noisier” than the original 

carrier phase due to the influence of the code observations. The quasi-phase observable 

exhibits a noise with a standard deviation of approximately half of the code noise as the 

carrier phase noise is negligible (Montenbruck, 2003).  

 

( ) ( )

( ))]([
2

1
                     

)]([)]([
2

1
)]([

1

1
2

1
2

1

~

LP

LLPL

εσ≈

Φεσ+εσ=







Φεσ

 (2.8) 

 

It is also worthwhile to note that the noise of the resulting measurement is reduced by half. 

Whilst, the traditional dual frequency ionosphere-free linear combination increases the code 

noise by a factor of three (Leick, 2004).  
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The benefit of using the quasi-phase observables in single frequency PPP is apparent. 

The ionospheric error is effectively removed in the quasi-phase equation as a consequence of 

the opposite ionospheric effects on the code (delay) and carrier phase observations (advance).  

In other words, the ionospheric delay on the signal path is essentially eliminated using the 

quasi-phase observables.  

 

In the research software, Equation (2.1) is treated by the processing algorithm as code 

observations, while Equation (2.7) is treated as phase observations with float ambiguities.  

 

2.7 Adjustment Model 

The mathematical models described in the previous sections explicitly represent the 

relationship between observations and the unknown parameters. There are various adjustment 

models such as least squares estimation and Kalman filter, which can be used to “link” the 

observations with the unknown parameters. The adjustment model used in the research 

software is based on sequential least squares, which can adapt to varying user dynamics 

(Tètreault et al., 2005).  The sequential least squares is a step-by-step processing filter that 

divides a large computing burden into smaller and manageable parts, which then reduce the 

requirements on both computer memory and storage capabilities.  

 

 The notations describing the adjustment model used in this research closely follow 

those of Deakin (2005). A few good references on the basic theory of least squares are, but are 

not limited to, Merriman (1901), Mikhail (1976), and Krakiwsky (1976). There are two 

classes of variables in least squares estimation theory. The variables are observations and 

unknown parameters. The observations are denoted by l , and the unknown parameters are 

denoted by x .  
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For n  observations with variances 2

1l
σ , 2

2l
σ , 2

3l
σ ,…, 2
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σ  and covariances 2

21llσ , 2

31llσ ,… the 

variance-covariance matrix ∑  can be defined as, 
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The relationship between the variance-covariance matrix and cofactor matrix Q  is 

expressed as, 

 

∑
σ

=
2

1

o

Q

 (2.12) 

 

or, 

 

Q2
0σ=∑  (2.13) 

 

where 2
0σ  is the standard unit weight of observations or also known as variance factor. The 

variance factor is a scalar quantity. The inverse of the cofactor matrix is known as the weight 

matrix W . Thus, 

 

1−= QW  (2.14) 

 

The term weight is often used to express precision by the way of an inverse relationship with 

the cofactor matrices. In other words, high weighting means high precision but a smaller 

standard deviation, and vice versa.  
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 The linearised version of the observation equation using the Taylor’s series expansion 

series can be written symbolically as, 

 

vxBxf −∆=)(  (2.15) 

 

ldxf −=)(  (2.16) 

 

where, 

)(xf  -   vector of numeric terms derived from the observations 

d  -   vector of constants 

B  -   matrix of coefficients 

x∆  -   vector of unknown parameters 

v  -   vector residuals 

 

In the case of a dual frequency and single frequency PPP processing model, there are 

four types of unknown parameters, i.e. the receiver position ( rX , rY , rZ ), receiver clock 

( dt ), tropospheric ZPD and (non-integer) phase ambiguities (N). Thus the corrections to the 

unknown parameters x∆  can be expressed in a matrix form as, 
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where i is the number of satellites (i.e. 1 to n). 
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Thus, the partial derivatives of the observation equations with respect to the parameters are as 

follows, 
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The least squares estimation of the unknown parameters in this research is written as, 

 

)()( 1 WfBWBBWx TT

xx

−+−=∆  (2.19) 

 

where, xxW  is the a priori parameter weight matrix, and W  is the observation weight matrix.  

 

 The estimated unknown parameters ( x̂ ) with its corresponding covariance weight 

matrix ( x∑ ) are,  

 

xxx ∆+= 0ˆ  (2.20) 

 

11 )( −−∑+=∑ BBW T

xxx  (2.21) 

 

where 0x  is an approximate value of the unknown parameters. 

 

Equation (2.19) is different from the classical least squares approach (i.e. 

)()( 1 WfBWBBx TT −=∆ ). The adjustment model in the research software is based on the 

general estimation technique, or also known as the combined least squares estimation 

technique. In the combined least squares estimation, the a priori weight matrix of the 

parameters xxW  is added to the solutions. The combined least squares estimation technique 

treats the parameters as “observables”, that is, they have an a priori covariance matrix. This 

concept allows the combined least squares technique to be adapted to sequential processing of 

data sets where the parameters can be updated by the addition of new observations (Deakin, 
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2005). It should however be noted that when xxW = 0, the combined least squares estimation is 

equivalent to the classical least squares approach.  

 

 As noted earlier, the implemented adjustment procedure used in the processing 

software is a sequential filter, which adapts to user dynamics (Tètreault et al., 2005). This 

means that the procedure takes into account the variations in the parameters states between 

observation epochs, and then updates the parameters variances using appropriate stochastic 

models. In order to propagate the parameters’ covariance information from epoch 1−n  to n  

during an interval t∆ , the covariance of the process noise t∆ε∑  should be updated according 

to the receiver dynamics, receiver clock behaviour and atmospheric conditions using (Kouba, 

2003), 
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 (2.23) 

 

In static applications, the receiver position noise can be considered constant, 

0)()()( =ε∑=ε∑=ε∑ ∆∆∆ t

r

t

r

t

r ZYX ; in kinematic applications, the receiver position 

process noise depends on the receiver dynamics. The receiver clock process noise is usually 

set to a white noise with large tdt ∆ε∑ )(  values. This is because the receiver clock will drift 

according to the quality of its oscillator. The variation is expected to be about 0.1ns/sec, 

equivalent to several cm/sec, given the internal quartz clock with a frequency stability of 

about 1010− . The tropospheric ZPD process noise tZPD ∆ε∑ )(  is set to a random walk process 

with process noise of 5mm/√hr, since the tropospheric delay varies minimally over time. 

Lastly, in all instances, the ambiguity process noise 0)( =ε∑ ∆t

iN  since the phase ambiguity 

terms are constant over time provided that no cycle slips occur (Kouba, 2003).  
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It was discovered, during the course of this research, that the key element in achieving 

high accuracy point positioning solutions using the code and quasi-phase combination is to 

assign a priori observations weight, or sigma ratio in the adjustment model that adequately 

reflects the relative weight and uncertainty of the observations. The application of the a priori 

sigmas to the traditional dual frequency ionosphere-free linear combination follows the 

“standard” nominal values widely used in GPS processing, i.e. the carrier phase is 100 times 

more precise than the code measurements. In single frequency PPP, the answer to this 

problem is not as obvious. The code observations contain residual ionospheric delay even 

after the introduction of an ionospheric model, while the quasi-phase observations are free 

from the ionospheric delay. This complicates the relative weight ratio between the two 

observations. Chapter 4 will cover some basic theory behind observations weighting and 

describe in detail the study undertaken to understand the influence of observations weighting 

on single frequency PPP solutions. The recommendation of an “optimal” ratio is one of the 

primary objectives of this research. The corresponding results and findings will also be 

provided.  

 

2.8 Computational Flow and Software Components 

 The PPP algorithm used in this research is summarised in Figure 2.6. This figure 

illustrates the software computational flow starting from the GPS observation data (input) in 

RINEX format to the final point positioning solutions (output). The command file is a text file 

consisting of all the necessary software commands and processing settings. The output results, 

i.e. positioning solutions, residuals and statistical results are provided in a text file format. The 

applications of relevant corrections and error mitigation methods implemented in the 

processing software are described and given in Chapter 3.  
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Figure 2.6: Computational flow diagram of the research software. 
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2.9 Summary 

This Chapter has provided a thorough account of the development of the PPP 

technique. The idea of high accuracy point positioning using precise ephemerides was first 

introduced in 1970s (Anderle, 1976), but it was not until the late 1990s that this technique, in 

particular dual frequency PPP, was rigorously researched by the JPL researchers (Zumberge 

et al., 1997a; Zumberge et al., 1997b). The evolution of the PPP technique was a result of an 

innovative proposal for an efficient means to analyse large amounts of GPS data for research 

and scientific applications. Since then, much research has been undertaken by both academia 

and private industries to investigate the performance capability of this novel point positioning 

technique and its achievable point positioning accuracy. Numerous background literature on 

the topic have been suggested.  

 

Single frequency PPP has also drawn significant attention from the GPS community in 

recent years due to its potential for low receiver cost plus high precision. However, it poses a 

challenge as to how the measurement errors, particularly the ionospheric delay are handled. 

Thus, this research is aimed at investigating effective measures, which could be used to help 

improve the quality of the single frequency PPP solutions. In addition, an overview of the 

CSRS-PPP software, which was used as the core processing software, has also been given. 

The dual frequency and single frequency PPP mathematical models that were implemented 

have been outlined and described. The dual frequency PPP mathematical model is essentially 

based on the dual frequency ionosphere-free linear combination (refer to Section 2.6.1), whilst 

the single frequency PPP model is based on the code and quasi-phase combination (refer to 

Section 2.6.2.2). An in-depth account of the adjustment model, i.e. sequential least squares, 

has been given. Although the focus of this thesis is on static mode, the adjustment procedure 

takes into account the variation in the parameter states between observation epochs, which 

means that the model can adapt to varying receiver dynamics. This review has also described 

the design, features and computational flow of the implemented processing software.  

 

The next Chapter is dedicated to a comprehensive discussion on the GPS error sources 

that are relevant and which are required to be considered in the context of the PPP data 

processing process. Effective error mitigation products and strategies, which were applicable 

in this study, will also be presented. The key aspect to achieve high accuracy point positioning 

in PPP is the users’ ability to effectively eliminate the adverse impacts of the existing error 

sources in the system.    
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CHAPTER 3  

 

Error Sources in PPP and Mitigation Methods 

 

 

3.1 Introduction 

 Point positioning using GPS technology can exhibit significant errors if the biases 

contained in the system are not properly and adequately accounted for. The core element to 

achieve high accuracy GPS positioning and navigation is the ability to accurately and 

precisely mitigate all these errors. An overview of the GPS error sources which are relevant to 

PPP, as well as the mitigation strategies that were investigated and applied in this research, 

form the foundation of this Chapter.  

 

 The literature in this Chapter is structured into five segments: 

 

� Satellite Ephemerides – This segment aims to describe the errors caused by the GPS 

satellite orbit and clock. The correction strategies used in PPP processing will also be 

presented. These biases can be removed in relative positioning provided that the 

receivers are simultaneously observing to the same set of satellites. However, in single 

receiver point positioning like the PPP technique, these biases can only be removed by 

applying external correction algorithms or products from organisations like the IGS. 

� Atmospheric Errors – The atmospheric regions that impede the propagation of GPS 

signals are the ionosphere and troposphere. These errors can also be removed in 

relative positioning provided that the baseline length between the two receivers is 

short. The PPP technique, on the other hand, does not have this advantage and thus 

needs to correct for the atmospheric effects in order to obtain high accuracy point 

positioning solutions. The emphasis of this section is to provide readers with an 

overview of the atmospheric errors affecting the propagation of GPS signals, as well 

as the error mitigation methods that were investigated and used in this study. 
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� PPP and Associated Errors – There are several GPS-related biases that have 

received little attention from the GPS community. This may be due to the small 

magnitude of errors with respect to the achievable GPS positioning accuracy, and/or 

the errors can be cancelled out in the equations as in the case of relative positioning 

(Abdel-salam, 2005). A few examples of these errors are the satellite and receiver 

antenna offsets, relativity, and the geophysical errors including the earth and 

atmospheric tides, as well as the plate tectonic motion. Therefore, this segment aims to 

describe these biases that are frequently neglected in the (relative) processing process 

and then their appropriate mitigation techniques. These errors need to be considered in 

PPP for high accuracy point positioning 

� Multipath – This section aims to provide an overview of the errors caused by the 

user-defined environment known as multipath and the mitigation strategy applied in 

the processing software. Multipath may affect both PPP and relative positioning.  

� Reference Frames – In reality, the reference frame should not be a source of error. 

However, when the wrong datum, projections or transformation parameters are 

applied, the computed positioning solutions will be erroneous. Therefore, it is 

important that GPS users understand the differences between reference frames. 

 

3.2 Satellite Orbit and Clock Errors 

Satellite orbit error is the discrepancy between the satellites’ true position and the 

computed or “known” position. GPS satellites orbit in a pre-defined path, which are computed 

from the ephemerides. However, these orbits may vary from time to time due to gravitational 

forces and attractions, radiation pressure, particles of the Earth’s atmosphere and air drag. As 

a result of these factors, the ephemeris data that contains the computed location of the 

satellites at a specific time may not agree with the true position, and this bias is known as the 

satellite orbit error.  

 

GPS satellites carry highly stable atomic clocks to generate accurate timing signals. 

Although the onboard atomic clocks are stable, the inability of the onboard oscillator to 

maintain synchronisation with GPS time results in a clock error. The deviation between the 

atomic and GPS time is known as the satellite clock error. In addition, the GPS satellite 

oscillators are only adjusted occasionally, as the onboard atomic clocks will perform better if 

they are not constantly adjusted. As a result, the onboard atomic clocks are left to drift 

naturally, and their performance is closely monitored by the master control station (Roulston, 
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2001). The onboard atomic clocks are adjusted as required by the master control station to 

keep within ±1 microsecond of GPS system time (Roulston, 2001). 

  

Precise knowledge of the satellite orbit and clock errors is crucial in un-differenced 

PPP solutions. Witchayangkoon (2000) stated that if the satellite orbit and clock errors are not 

accurately known, it would be very difficult to achieve high accuracy point positioning using 

PPP technique. This is because the respective solutions would be in the same “class” as the 

standard positioning solutions, which crudely corrects for the clock errors provided by the 

broadcast navigation message. Therefore, it is necessary in PPP to correct for the satellite 

orbit clock error as effectively as possible so that the highest possible point positioning 

accuracy can be achieved.  

 

 In the PPP approach, the satellite orbit and clock biases can be corrected using the IGS 

precise satellite corrections products. The IGS precise satellite orbit and clock corrections 

come in various forms and their characteristics have been illustrated in Table 2.1. The four 

products are the Final, Rapid, Ultra-Rapid (Estimated Half), and Ultra-Rapid (Predicted 

Half) satellite orbit and clock corrections.  

 

The IGS orbit products differ predominantly by their accuracy, latency, and the extent 

of the tracking stations network used in the computations. The IGS orbits can be downloaded 

freely from the IGS website (IGS, 2008) in SP3 format, short for Standard Product 3 

(Remondi, 1993). The SP3 is an ASCII representation of the satellites position and clock 

corrections with their corresponding standard deviations, as well as other information such as 

the orbital accuracy information for each satellite. For all possible satellites, the orbit 

positions are given in the ITRF X, Y, Z coordinate system in kilometres. Currently, the SP3 

data are provided in a 15-minute sampling interval.  

 

 Besides the tabulated 15-minute interval orbit and clock corrections in the SP3 

ephemerides files, there is another clock correction file that contains satellites and monitoring 

stations receiver clock corrections at a higher sampling rate, i.e. 5-minute or 30-second. This 

file is known as the CLK file, which is a RINEX extension to record clock corrections. The 

satellite clock corrections can be downloaded freely from the IGS website (IGS, 2008).  For 

all possible satellites, the clock corrections and sigma values are expressed in seconds.  
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 The evaluation of the various IGS satellite orbit and clock corrections products in 

single frequency PPP was undertaken as part of this research and the findings will be given in 

Chapter 7. The intention of the study is to assess the quality of the estimated single frequency 

PPP positions using the different IGS corrections, in particular the near real-time and 

predicted products. Useful background information on the broadcast navigation message and 

the IGS satellite corrections products are presented in the following sections to provide 

readers with some knowledge on the quality of the satellite orbit and clock correction 

products. 

 

3.2.1 Broadcast Navigation Message 

  The information contained in the Broadcast navigation message is computed and 

generated by the GPS Operational Control Segment. A Kalman filter is used to estimate the 

states of the satellites (position and velocity) and their clocks (phase bias, frequency bias, and 

frequency drift rate) (Misra and Enge, 2006). These estimated parameters are then used in a 

prediction model to propagate the satellite position and clock corrections into the future. The 

propagated parameters are entered into a set of equations and the computed coefficients are 

broadcast in the navigation message (Warren, 2002). The GPS Control Segment is constantly 

monitoring the parameter errors by comparing the broadcast estimates with the best available 

values. If the error for a specific satellite exceeds a specified threshold, then a contingency 

data upload is scheduled for that satellite (Warren, 2002; Misra and Enge, 2006).  The 

threshold is defined by the satellite estimated range deviation and the threshold value for the 

contingency data upload was set at 8m prior to 1997 and 5m after that (Malys et al., 1997). 

However, if no uploads are required, then a typical once-a-day data upload is performed.  

 

 The IGS ACC is constantly monitoring and comparing the Broadcast ephemerides 

with the IGS precise ephemerides. Figure 3.1 shows residuals between the Broadcast orbits 

with the IGS Rapid orbits. Figure 3.2 shows comparison between the Broadcast and precise 

Rapid clock corrections. The x-axis denotes the GPS week and the y-axis denotes the 

differences between the two products. In-depth description of the IGS precise satellite orbit 

and clock corrections will be provided in the next section. 
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Figure 3.1: Residuals between the Broadcast and IGS Rapid orbits (GFZ, 2008). 

 

 

Figure 3.2: Residuals between the Broadcast and IGS Rapid satellite clocks (GFZ, 2008). 

  

 The quoted accuracies of the Broadcast orbit and clock corrections by the IGS are 

approximately 1.6m and 7ns, respectively (IGS, 2008). However, the comparison plot 

presented in Figure 3.2 shows that the current Broadcast satellite clock corrections are in fact 

more optimistic than the quoted accuracy.  
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3.2.2 IGS Combined Satellite Orbit and Clock Corrections  

 The main civilian organisation responsible for the production of precise satellite 

ephemerides and clock corrections is the IGS (Roulston, 2001).The products generated from 

the IGS are based on the combined effort from all, or most, of the IGS ACs. Each of the ACs 

uses data collected from numerous IGS stations around the world, which are processed using 

different processing software packages, algorithms, and models to generate independent 

solutions. These independent solutions are then weighted and combined at the IGS ACC to 

form the final official IGS products. The strength of this approach, as opposed to having a 

standard processing strategy for all ACs is that each AC has the flexibility and freedom for 

innovation and improvement. More importantly, this approach reduces the likelihood of 

errors, as it is unlikely that all ACs will be affected by the same problem at the same time 

(Roulston, 2001). Literature on the ACs processing procedures as well as the IGS orbit and 

clock corrections products combination strategies are documented at the IGS website (IGS, 

2008). 

 

3.2.2.1  IGS Final Satellite Orbit and Clock Corrections  

 The IGS Final satellite orbit and clock corrections are formed from the combination of 

seven and five ACs respectively. These ACs use different software packages like BERNESE, 

GAMIT, GIPSY, EPOS, BAHN and PAGES (Kouba, 2003). The IGS Final satellite orbit and 

clock corrections are usually available on the thirteenth day after the last observation. The 

satellite positions are sampled at 15-minute interval in SP3 format, while the clock corrections 

are sampled at a higher sampling rate, which is at 5-minute interval in CLK format.  

 

 At present, the IGS Final satellite orbit and clock corrections have the highest quality 

and precision among all the IGS products. The quoted accuracies of these products are better 

than 5cm for the orbits and better than 0.1ns for the clock corrections (IGS, 2008). The 

following figures, Figures 3.3 and 3.4, show residuals between the IGS ACs generated orbit 

and satellite clock corrections with the combined IGS Final products. As can be seen from 

these figures, the precision of the orbit and clock corrections has increased significantly in the 

last decade, from about 30cm to better than 3cm to 5cm, and 1.5ns to better than 0.1ns, 

respectively.  
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Figure 3.3: Residuals between the individual ACs generated orbits with the combined IGS 

Final orbits (GFZ, 2008). 

 

 

Figure 3.4: Residuals between the individual ACs generated satellite clock corrections with 

the combined IGS Final satellite clock corrections (GFZ, 2008). 

 

3.2.2.2  IGS Rapid Satellite Orbit and Clock Corrections  

 In addition to the Final products, the IGS also produces precise Rapid orbits and clock 

corrections. Similar to the Final products, the IGS Rapid products are post-computed. 

However, they are generated with shorter latency than the Final products, as the number of 

tracking stations used in generating the Rapid products is less than those used in generating 

the Final products. The IGS Rapid satellite orbit and clock corrections are available within the 

next 17 hours after the end of the day of interest. It is interesting to note that the combined 

IGS Rapid orbit products, with less tracking stations, but quicker delivery times, are as precise 

as the best available IGS Final orbit products. Therefore, for most practical applications, 

where time and precision are priorities, the IGS Rapid orbit products can be used as a 
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substitute for the Final products. The published accuracies of the Rapid orbit and satellite 

clock corrections are better than 5cm and 0.1ns, respectively (IGS, 2008).  

 

 Figures 3.5 and 3.6 illustrate the residuals between the individual ACs orbit and clock 

corrections with the combined IGS Rapid products (note the different y-axis scale between 

Figures 3.3 and 3.5, as well as, Figures 3.4 and 3.6). From Figure 3.6, it can be seen that the 

quality of the satellite clock corrections has been greatly improved since the elimination of 

SA on 1 May 2000 (GPS week 1060). The “spike” that occurred at GPS week 1400 in the 

figures is caused by the IGS transition to the new absolute antenna phase centre model and 

also the change to an IGS realisation of the new ITRF 2005 (Gendt, 2006). Literature on the 

antenna phase centre model is provided in Section 3.5.1. The consequence of the new 

convention, as far as PPP users are concerned, is a general shift in the terrestrial position, 

station clocks, and tropospheric zenith path delay estimates. The shift will primarily have an 

impact on the IGS clocks (Ray, 2005b). 

 

 

Figure 3.5: Residuals between the individual ACs generated orbits with the combined IGS 

Rapid orbits (GFZ, 2008). 
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Figure 3.6: Residuals between the individual ACs generated satellite clock corrections with 

the combined IGS Rapid satellite clock corrections (GFZ, 2008). 

 

3.2.2.3 IGS Ultra-Rapid (Estimated Half) Satellite Orbit and Clock 

Corrections  

 The IGS Ultra-Rapid (Estimated Half) orbit and clocks is another post-computed 

product generated by the IGS. The Ultra-Rapid (Estimated Half) orbit and clock corrections 

are near real-time products, with a latency of only three hours. The near real-time 

ephemerides are produced to satisfy the increasing demand from the meteorological and Low 

Earth Orbiters (LEOs) mission community.  

 

 The quoted accuracies of the Ultra-Rapid (Estimated Half) orbit and clocks are better 

than 5cm for the orbits and about 0.2ns for the satellite clock corrections, which are quite 

comparable to the more precise Rapid products (see Table 2.1 for comparison). Figure 3.7 

shows the differences between the IGS Ultra-Rapid (Estimated Half) with the Rapid orbits. 

The IGS Rapid products are considered as “truth”. The black thick line represents the 

smoothed IGS Ultra-Rapid (Estimated Half) orbits, and the pink circles denote the raw daily 

weighted RMS values. It can be seen from this figure that the precision of the near real-time 

orbits has improved over the years, as the IGS is constantly improving their spatial 

convergence of the global network, quality control procedures, as well as the products latency 

and update cycle. A graph showing the standard deviation differences between Ultra-Rapid 

(Estimated Half) with the Rapid clock corrections is depicted in Figure 3.8. Note that the y-

axis scale is quoted in picoseconds (ps). Historical data are not available until GPS Week 

1240 (NGS, 2008). 

 



 50 

 

Figure 3.7: Comparison plot showing the residuals between the Ultra-Rapid (Estimated Half) 

and IGS Rapid orbits (GFZ, 2008). 

 

 

Figure 3.8: Comparison plot showing the residuals between the Ultra-Rapid (Estimated Half) 

and IGS Rapid satellite clock corrections (NGS, 2008). 

 

 The IGS Ultra-Rapid (Estimated Half) satellite orbit and clock corrections are only 

available in SP3 format. The file contains 48 hour orbit arc, from which 24 hours are real orbit 

estimates, hence known as the Ultra-Rapid (Estimated Half). The remaining 24 hours are 

orbit predictions, known as the Ultra-Rapid (Predicted Half). Since May 2004, the update 

cycle for the Ultra-Rapid products have increased from twice to four times daily (IERS, 

2004). Therefore, the Ultra-Rapid products are released four times a day, at 03:00, 09:00, 

15:00, and 21:00 Universal Coordinated Time (UTC). The Ultra-Rapid products, both orbits 

and clock corrections, are sampled at 15-minute sampling interval.  
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3.2.2.4 IGS Ultra-Rapid (Predicted Half) Satellite Orbit and Clock 

Corrections  

 The real-time IGS satellite orbit and clock corrections, better known as the Ultra-

Rapid (Predicted Half) products, has an average prediction age of 6 hours. The predicted orbit 

and clock corrections are extrapolated based upon the most recent GPS observational data 

from the IGS hourly tracking network. Since the Ultra-Rapid file has a latency of 3 hours, and 

it contains both the observed (estimated) and extrapolated (predicted) orbits and clocks, the 

corrections between 3 hours to 9 hours in the predicted part of the Ultra-Rapid ephemerides 

are the most relevant for real-time applications (NGS, 2008). 

 

 Figure 3.9 shows comparison between the IGS Ultra-Rapid (Predicted Half) and the 

Rapid orbits. From this figure, it can be seen that the outliers of the satellite orbit predictions 

have reduced significantly since GPS Week 1425, and the heavy horizontal band of points is 

in fact within 5cm to 10cm. Figure 3.10 shows the residuals between the individual ACs 

generated satellite clock corrections with the combined IGS Rapid satellite clock corrections. 

The published accuracies of the Ultra-Rapid (Predicted Half) orbit and clock corrections are 

about 10cm and 0.5ns, respectively (IGS, 2008). 

 

 

Figure 3.9: Comparison plot showing the residuals between the Ultra-Rapid (Predicted Half) 

and IGS Rapid orbits (GFZ, 2008). 

 



 52 

 

Figure 3.10: Residuals between the individual ACs generated predicted satellite clock 

corrections with the combined IGS Rapid satellite clock corrections (GFZ, 2008). 

 

3.2.3 Satellite Orbit and Clock Interpolation Method 

 Most of the satellite orbit and clock corrections files are given at an evenly spaced 

time, e.g. 15-minute or 5-minute. A typical GPS user collects data at intervals ranging from 1-

second to 30-second, and thus needs to know the satellite positions and satellite clock 

corrections at the times of the data when it is collected. In this research, the Chebyshev 

polynomial interpolation method was implemented in the software.  

 

 The Chebyshev polynomial of degree n on [-1, 1] is expressed as, 

 

)arccoscos()( xnxTn =  (3.1) 

 

The Chevyshev polynomial can be computed recursively, 

 

)arccoscos()( xnxTn =  (3.2) 

 

starting from 1)(0 =xT  and xxT =)(1 .  

 

 

 

 

 



 53 

In addition, 
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 The advantage of the Chebyshev polynomial expansion compared to other 

polynomials is that it is capable of providing a much better approximation (Seeber, 2003). In 

addition, the Chebyshev polynomial will not suffer from the disadvantage of higher order 

polynomials, that is, the error does not increase rapidly near the endpoints of the interval. In 

other words, the maximum deviation on the interval in the Chebyshev polynomial is minimal 

(Neta et al., 1996). 

 

Note: The most precise IGS Final satellite orbit and clock corrections were routinely used 

in this research to eliminate the biases, unless stated otherwise. An investigation into the 

performance of the IGS Final, Rapid, Ultra-Rapid corrections products as well as the 

Broadcast ephemerides in single frequency PPP was undertaken as part of this research 

and the corresponding findings are given in Chapter 7.   

 

3.3 Ionospheric Effects 

 The ionosphere is the uppermost layer of the Earth’s atmosphere between the height of 

50km to 1000km above the Earth’s surface. In this region, the density of free electrons and 

ions is high enough to influence the propagation of satellite signals (Kleusberg and Teunissen, 

1996). The ionisation process is primarily driven by the Sun activity and it varies strongly 

with time, solar activity, the Earth’s magnetic field, as well as geographical location 

(Camargo et al., 2000; Todorova et al., 2006). The effects on GPS point positioning can vary 

from a few metres to more than twenty metres within a day, depending on the user’s location 

and time plus variations in the ionosphere. The day-to-day TEC variability from the monthly 
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mean value, at any given time and location, is approximately 20-25% (1 sigma) (Klobuchar, 

1996).  

 

The ionosphere is a dispersive medium, whereby the refraction is dependent on the 

signal frequency passing through it. The ionospheric delay can be defined as being inversely 

proportional to the square of the transmission frequency. Thus, dual frequency GPS receivers 

can take advantage of this property of the ionosphere to directly measure and remove the 

ionospheric effect by forming the dual frequency ionosphere-free linear combination (see 

Section 2.6.1 for the dual frequency ionosphere-free linear combination equations), 

sometimes referred to as the L3 combination (Klobuchar, 1996). Single frequency GPS users, 

on the other hand, are unable to utilise this to alleviate the ionospheric delay. Therefore, 

single frequency GPS users must rely on an external ionospheric product or model to correct 

for the delay. The accuracy of these ionospheric models is critical to achieve high accuracy 

PPP solutions.  

 

The next sections describe the sunspot cycle, variability of TEC, the ionosphere in 

different zones of latitude, as well as the different ionospheric error mitigation methods that 

were investigated and applied in this research. The rationale is to provide readers with an 

understanding of these phenomena as they will form the basis for the design of the case 

studies undertaken as part of this research. The details of the case studies will be given in 

Chapter 5.  

 

3.3.1 Ionospheric Variability 

3.3.1.1  Sunspot Cycle  

 The energy source driving all solar phenomena, which affect the space weather, is 

known as the solar magnetic activity cycle or the sunspot (solar) cycle. A sunspot cycle is the 

time period from solar minimum to solar maximum as measured by the number of sunspots 

(dark patches on the Sun’s surface). The average duration of a sunspot cycle is 11 years, 

although sunspot cycles as short as 9 years and as long as 14 years have been observed. The 

sunspot activities follow a periodic variation, and the cycles are not usually symmetric. The 

time from the solar minimum to maximum is shorter than the time from maximum to 

minimum (Leick, 2004). Figure 3.11 illustrates the daily sunspot counts from 1998 to 2008. 
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Figure 3.11: The daily sunspot counts from 1998 to 2008 (Solar Influences Data Analysis 

Center, 2008). 

 

 The number of sunspot counts are good indicators of solar activities, which has direct 

influence on the ionosphere and subsequently the GPS signals that pass through it (Leick, 

2004; Wyllie, 2007). However, there is no strict mathematical relationship between them. It 

can happen that GPS is adversely affected even when daily sunspot counts are actually low. 

At the time of writing this thesis, we are approaching the end of Solar Cycle 23 (solar 

minimum) and are on the heels of the start of Solar Cycle 24 (solar maximum) peaking in 

2011 or 2012.  

 

3.3.1.2  Variability of Total Electron Content  

 The electron density integrated along the satellite signal path is called the TEC, or the 

slant TEC. TEC is usually quantified by the number of free electrons presented along the 

signal path with units of electrons per 1m². That is, 1 TEC unit (TECU) is equal to 216 /10 mel  

( 1610  electron contained in a cylinder of cross section of 1m² aligned with the signal path); 

and 1 TECU will cause approximately 0.163m range delay on the GPS L1 frequency 

(Klobuchar, 1996; Øvstedal et al., 2006). Another term that is used often in ionospheric 

modelling and mapping is the Vertical TEC (VTEC). As the signal path length is the shortest 

in the zenith direction, the VTEC is the lowest. It should be remarked that irregularities in 

electron density can cause scintillation (fading in amplitude and changes in phase) of the radio 

signals, which degrade the GPS receivers tracking and navigation performance.   
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TEC is a function of the amount of insolation (incident solar radiation). The TEC 

above a particular spot on the Earth has strong diurnal variations, which is controlled by the 

solar radiation (Klobuchar, 1996). It is known that the daytime maximum TEC occurs at 

around 14:00 to 15:00 Local Time (LT), and these values are usually a factor of 2 to 4 times 

larger than the nighttime TEC (Skone et al., 2001). The TEC variations are also associated 

with the sunspot cycle and seasonal variations. According to Klobuchar et al. (1995), the 

increment of the TEC values in the middle latitude region from the periods of solar minimum 

to maximum is by a factor of 2 to 3 times. Kunches (2000) has also reported that at a typical 

middle latitude station, the daily variability of TEC during the periods of solar minimum is in 

the order of 10 TECU; while, the daily TECU variability could sometimes reach up to 100 

TECU. The seasonal TEC values in the middle latitude region are larger during the winter 

months than summer months (Soicher and Gorman, 1985). However, this is only true for the 

northern hemisphere. The southern hemisphere experiences an opposite trend (Wu et al., 

2006; Wyllie, 2007). Larger seasonal TEC values are observed during the summer months 

than the winter months.  The variability of VTEC values at 14:00LT at three specific ARGN 

stations for the year 2006 is shown in Figure 3.12. As it can be seen from this figure, the 

VTEC is higher during the summer months (December to February) than the summer months 

(July to September).  
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Figure 3.12: The daily VTEC at 14:00LT at Cocos Island (COCO), STR1 and ALIC ARGN 

stations for the year 2006. 

 

 In addition to the seasonal and diurnal variations of TEC, changes in TEC can also 

occur on much shorter time scales, e.g. 10 minutes. One of the phenomena responsible for 
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such changes is the travelling ionospheric disturbance, which is a manifestation of waves 

occurring in the upper atmosphere caused by severe weather and volcanic eruptions 

(Klobuchar, 1996).  

 

3.3.2 The Ionosphere in Zones of Latitude 

 The Earth can be separated into three latitudinal regions. The three regions are the 

equatorial (low), middle and high latitudinal regions. Figure 3.13 denotes the latitudinal 

regions defined by circles of latitude. 

 

 

Figure 3.13: Earth’s latitudinal regions used in this research. 

 

3.3.2.1  Equatorial Region  

The equatorial or low latitudinal region generally has the highest global TEC values. 

This is due to the stronger insolation in this region which produces enhanced ionisation along 

with the most disturbed ionospheric conditions caused by amplitude and phase scintillation 

effects (Fu et al., 1999; Wyllie, 2007). 

 

 A prominent characteristic of the equatorial region is the Appleton anomaly 

(Appleton, 1954), or commonly known as the equatorial anomaly. This anomaly consists of 

two electron density maxima, located approximately 10˚ to 15˚ north and south of the equator. 

The daily equatorial anomaly generally starts to develop around 09:00LT to 10:00LT, 

reaching its maximum development at approximately 14:00LT to 15:00LT (Huang and 

Cheng, 1991; Skone, 2000). However during the periods of solar maximum, this anomaly 

may peak at about 21:00LT, with stronger scintillation effects occurring predominantly at post 
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sunset periods, i.e. 20:00LT to 02:00LT (Basu et al., 1988). Scintillation effects are generally 

largest during periods of solar maximum and these degrade the GPS signals and receiver 

tracking capabilities.  

 

3.3.2.2  Middle Latitude Region  

 The middle latitude region (or mid-latitude region) is the most studied and researched 

region of all the latitude zones. This is because the majority of the instruments used to observe 

the ionospheric conditions are located in this region. The mid-latitude region has the least 

variability in TEC values as compared to the equatorial and high latitude regions, which 

makes it stable and less disturbed. The TEC behaviour in this region has a diurnal minimum 

just before dawn and a diurnal maximum near 14:00LT. The standard deviation of the TEC 

day-to-day fluctuation about the monthly average value for any given daytime hour could 

generally reach 20% to 25% of the mean value (Klobuchar, 1987).  

 

3.3.2.3  High Latitude Region  

The high latitude ionosphere can be divided into the polar cap, auroral, and sub-

auroral regions. The dynamic behaviour of the high latitude region has attracted many studies 

and research in the past decade. Different from the other zones of latitude, the unique 

behaviour of this region is predominately characterised by the complex interaction between 

the terrestrial magnetic field and charged particles flowing outwards from the Sun (solar 

wind) (Skone et al., 2001). During the periods of enhanced solar-terrestrial interaction, 

energetic particles emitted from the Sun are trapped in the Earth’s magnetic field, and 

accelerate into the high latitude ionosphere along the terrestrial magnetic field lines. These 

particles are energised through interactions between the Earth’s magnetic field and solar wind 

(Nichols et al., 1999), resulting in optical and ultraviolet emissions known as the aurora 

borealis and australis (northern and southern lights). This phenomena is common in the 

auroral region (Skone et al., 2001). In the sub-auroral region (equatorward auroral boundary), 

the energetic particles are also present during the geomagnetically enhanced periods. The 

resulting effects can cause ionospheric range error in GPS positioning, and in severe cases, 

GPS receivers may lose tracking and navigation capabilities. The polar cap region, on the 

other hand, is enclosed by the auroral oval. The characteristics of this region are relatively less 

well known due to the lack of observing instruments and data.  
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3.3.3 Ionospheric Error Mitigation Methods Used In This Study 

3.3.3.1  Broadcast Model  

In the mid-1970s, a simple algorithm was developed for single frequency GPS users to 

correct for approximately 50% RMS of the ionospheric range error (Klobuchar, 1987; 

Klobuchar, 1996). This simple algorithm is called the Broadcast (ionospheric) model, or more 

famously known as the Broadcast Klobuchar model, named after its developer, John A. 

Klobuchar. The ionospheric coefficients used in the Broadcast model are available to all GPS 

users as part of the broadcast navigation message. 

 

The Broadcast model is a truncated version of a much larger empirical model of TEC 

developed by Bent over 36 years ago (Llewellyn and Bent, 1973). The 50% correction goal 

was established as a compromise between, i) the number of coefficients required to be sent as 

part of the satellite message, ii) the coefficients update frequency, and iii) the awareness that 

even the state-of-the-art computationally intensive models could only remove 70% to 80% 

RMS of the ionospheric effects (Klobuchar, 1987; Wyllie, 2007).  

 

The Broadcast model is based on the single-layer model or “thin shell model” of the 

ionosphere (see Figure 3.16). The implicit assumption of this model is that the TEC is 

concentrated in an infinitesimally thin spherical layer at a certain height. In the case of the 

Broadcast model, the single-layer model height is assumed to be 350km (Klobuchar, 1987; 

Leick, 2004). Another characteristic of the Broadcast model is that this model assumes the 

maximum daily TEC value occurs at about 14:00LT.  

 

3.3.3.2  Global Ionosphere Maps  

On 28 May 1998, the IGS Ionosphere Working Group (Iono-WG) was established by 

the IGS Governing Board and commenced working in June 1998 (Hernández-Pajares, 2003; 

Hernández-Pajares, 2005). Its main responsibility is the routine generation of the combined 

GIMs on a daily basis.  

 

Currently, four IGS Ionosphere Associate Analysis Centres (IAACs) are contributing 

their ionospheric products to the IGS Iono-WG (Hernández-Pajares, 2008). These include the 

CODE, ESOC, JPL, and Technical University of Catalonia (UPC). The IAACs produce 2-
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dimensional ionosphere TEC maps that refer to a 450km shell height. The mathematical 

approaches, as well as, the number of IGS stations used by the individual IAACs in 

formulating their ionospheric TEC maps are quite different. Details on the individual IAACs 

modelling can be found in Gao et al. (1994), Feltens (1998), Mannucci et al. (1998), 

Hernández-Pajares et al. (1999) and Schaer (1999). It should be noted that although the 

IAACs have different approaches in computing the TEC maps, the produced ionospheric TEC 

maps from individual IAAC have common spatial and temporal resolutions, as well as, daily 

sets of GPS satellite and IGS station receiver hardware Differential Code Biases (DCBs).  

 

 There are four validation centres, namely ESOC, JPL, NRCan and UPC. ESOC and 

JPL are responsible for providing IGS TEC comparison with ENVISAT and JASON 

altimeters TEC, while NRCan and UPC are in-charge of providing individual IAACs weight 

based on the geographic-dependent weighting algorithm for the production of the combined 

GIMs (Hernández-Pajares, 2004). Detailed information on the combination/comparison and 

weighting scheme can be found in Feltens (2003). The final computation of the combined IGS 

GIMs is processed and distributed from UPC. In addition, the combined GIMs are routinely 

compared and validated for its accuracy with TOPEX and JASON altimeter data. In April 

2003, the IGS Final GIMs in IONsphere map EXchange (IONEX) format (Schaer et al., 

1998) became an official IGS products with a latency of 11 days. Meanwhile, a Rapid version 

of the TEC maps with a latency of less than 24 hours has been made available to the public 

since December 2003. Refer to Table 2.1 for products description. The GIMs can be treated as 

a “snapshot” of the global ionospheric TEC distribution at a specific interval. Figure 3.14 is 

an example of the 2-dimensional GIMs. 
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Figure 3.14: A snapshot of global TEC distribution based on the GIMs at 00:00 Universal 

Time (UT) on 9 September 2004 (CODE, 2007). 

 

3.3.3.3  Australia-Wide Regional Ionosphere Maps 

Besides the GIMs, single frequency GPS users may also benefit from the high spatial 

resolution RIMs. At present, RIMs for the Australian region are not routinely generated. In 

this research, an in-house software was used to create and produce the Australia-wide RIMs. 

The algorithm used in the software was based on a new method known as the Distance 

Weighted Model of Multi-Spherical Harmonic Functions. Detailed description of the 

development of the RIMs can be found in Zhang et al. (2008). 

 

 The GPS stations used to generate the Australia-wide RIMs are in Australasia and part 

of the South East Asia region. The north-south boundary of the generated RIMs is 12˚N to 

60˚S, and the east-west boundary is 60˚E to 5˚W. This is to ensure that the Ionospheric Pierce 

Points (IPPs) (see Figure 3.16) for all GPS stations on the Australian continent are covered by 

the ionosphere maps. It should also be noted that the number of GPS stations used to generate 

the Australia-wide RIMs would differ for each year. As more tracking stations are established 

in the region, more data would be used to model the ionosphere. For example, about 80 GPS 

stations data were used to generate the RIMs for the year 2006, while only 30 GPS stations 

data were used for year 2001. Figure 3.15 shows an example of the Australia-wide RIMs at 

02:00UTC on DOY 183 2006. It should be noted that the RIM has been cropped for 

illustration purpose. 
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Figure 3.15: A snapshot of regional TEC distribution based on the Australia-wide RIMs at 

02:00UTC on DOY 183 2006 (Choy et al., 2008c). 

 

3.3.3.4  Single Frequency Ionosphere-Free Code and Phase Delay 

Perhaps the least appreciated technique for single frequency GPS users to correct for 

the ionospheric error is the single frequency ionosphere-free code and phase delay 

observables  (Yunck, 1993). A beneficial characteristic of the ionosphere is that it delays the 

code but advances the carrier phase observations. Single frequency GPS users can take 

advantage of this property to eliminate the ionospheric error by taking the simple average of 

the code and carrier phase delay observables (Yunck, 1993; Montenbruck, 2003; Simsky, 

2006). The single frequency ionosphere-free code and phase delay is implemented in this 

research as the quasi-phase observables.  

 

3.3.4 Single-Layer Model and Ionospheric Mapping Function 

In order to refer the VTEC to specific solar-geomagnetic coordinates, the single-layer 

or thin-shell model is usually adopted for the ionosphere. Figure 3.16 illustrates the single-

layer model. It assumes that the TEC is concentrated in an infinitesimally thin shell at a 

certain altitude (H) from the surface of the Earth. The altitude, or height of the single layer 

model is usually from 350km to 450km, approximately corresponding to the altitude of 

maximum electron density (Schaer, 1999). The IGS GIMs and the Australia-wide RIMs 
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assume a fixed altitude of 450km for the single-layer model, while the Broadcast model 

assumes a single layer model height of 350km.  

 

 

Figure 3.16: The single-layer model (Schaer, 1999) 

 

The intersection of this shell and the satellite-receiver line of sight at a given local 

time is defined as the IPPs. The relationship between the satellite’s zenith angle at the IPP 

( 'z ), and the zenith angle at the receiver’s location is given as, 

 

z
HR

R
z sin'sin

+
=

 (3.4) 

 

where R is the radius of the Earth ( ≈ 6371km).   

 

 As GPS always provides TEC measurements along the ray path (i.e. slant TEC), and 

VTEC is of main interest for absolute TEC mapping, an elevation-dependent mapping 

function (or ionospheric slant factor) )(zF  which described the ratio between the slant TEC 

and VTEC is required.  

 

)(VTECTECSlant zF⋅=  (3.5) 
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where, 
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Note: The GIMs were used predominantly in this research, unless stated otherwise. The 

feasibility of using the Broadcast model, GIMs, and Australia-wide RIMs was examined as 

part of this research. The results and analysis of the comparison are presented in  

Chapter 5.  

 

3.4 Tropospheric Delay 

The troposphere is the lower layer of the atmosphere. It extends from the surface of 

the Earth to about 50km into the atmosphere. Unlike the ionosphere, the troposphere is a non-

ionised and a non-dispersive medium, i.e. the refraction is independent of the signals’ 

frequency passing through it (Leick, 2004). Thus, the tropospheric delay cannot be eliminated 

using dual frequency observations. Another characteristic of the troposphere is that it delays 

both the code and carrier phase signals by the same magnitude. 

 

It is extremely difficult to alleviate the troposphere delay completely. This is because 

the tropospheric effect not only depends on the satellite elevation angle and receiver altitude, 

but also on the atmospheric temperature, pressure and humidity. The troposphere is usually 

divided into two components, the dry (hydrostatic) and the wet part.  

 

The wet component is the lower region of the troposphere, extending to about 12km 

from the Earth’s surface. This region is highly affected by the humidity because it contains 

most of the water vapour. As the water vapour varies as a function of time and position, it 

makes it extremely difficult to model. About 10% of the tropospheric delay magnitude is 

caused by the wet portion of the troposphere. The dry component, on the other hand, is the 

higher portion of the troposphere. This component contains mostly dry gases, i.e. Nitrogen 

and Oxygen, which makes it easier to model. The dry component of the troposphere 

contributes to the remaining 90% of the total tropospheric delay.  

 

 The delay caused by the dry and wet components of the troposphere is usually 

modelled at the zenith angle and then scaled by an appropriate mapping function to any 
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satellite elevation angles. Therefore, the total tropospheric delay tropd  can be expressed in an 

equation as the combination of the delay caused by the dry and wet components (Shen, 2002), 

 

wetwetdrydrytrop MdMdd ⋅+⋅=
 (3.7) 

 

where dryd  and wetd  are the tropospheric ZPD caused by the dry and wet components, 

respectively; dryM  and dryM  are the appropriate mapping functions for the dry and wet 

components, respectively.  

 

 Many studies have been undertaken over the past few decades to develop robust 

tropospheric models. Examples of the models are Hopfield and Saastamoinen models 

(Hopfield, 1969; Saastamoinen, 1972). In addition to the tropospheric models, there are also 

different mapping functions developed to map the tropospheric ZPD as a function of elevation 

angles. Examples are the Chao, Herring, Lanyi, Davies and Niell mapping functions (Chao, 

1974; Lanyi, 1984; Davis et al., 1985; Herring, 1992; Niell, 1996; Mendes and Langley, 1998, 

2000; Niell, 2000; Xu, 2003). The following sections will introduce briefly the tropospheric 

model (Hopfield model) and mapping function (Niell mapping function), which were used in 

this research. The choice of the tropospheric model and mapping function was based on 

several publications and recommendations, as well as its performance in both high and low 

elevations and its independence from surface meteorological data (Witchayangkoon, 2000; 

Leick, 2004; Abdel-salam, 2005).  

 

3.4.1 Hopfield Model 

 The Hopfield model was developed by Helen S. Hopfield in 1963, with subsequent 

improvements in 1965 and 1969 (Hopfield, 1969). The model is based on a large number of 

meteorological radiosonde profiles made at various geographical locations over a number of 

years (Mekik, 1997).  

 

 The Hopfield model assumes a single polytropic (a model atmosphere in hydrostatic 

equilibrium) atmospheric layer that ranges from the Earth’s surface to an altitude of about 

11km and 40km for the wet and dry layers, respectively (Witchayangkoon, 2000; Hofmann-

Wellenhof et al., 2001). The dry and wet part of the tropospheric path delay can be written as, 
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where Trop

dN 0,  and Trop

wN 0,  are the dry and wet tropospheric refractivities for the station on the 

Earth’s surface as a function of pressure in millibars and temperature in Kelvin, respectively; 

dh  and wh  are the respective polytropic thickness for the dry and wet part in metres, and h  is 

the station height in metres above the Earth’s surface.  

 

 The integral can be solved if the delay is calculated along the vertical direction and if 

the curvature of the signal path is neglected (Hofmann-Wellenhof et al., 2001). Thus, for an 

observation station on the Earth’s surface (i.e. 0=h ), the tropospheric zenith path delay in 

metres can be expressed as, 
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 The Hopfield zenith tropospheric path delay Equation (3.10), can be used with a 

mapping function to obtain the tropospheric delay for a specific satellite elevation angle at a 

specific epoch.  

 

3.4.2 Niell Mapping Function 

The Niell mapping function was developed by Arthur E. Niell in 1996 (Niell, 1996). It 

is different from most of the other mapping functions (e.g. Lanyi, Davies and Herring 

mapping functions) because the Niell mapping function is essentially independent of the 

surface meteorology data. Niell (1996) suggested that the mapping function coefficients can 

be parameterised in terms of the site geographical latitude and the day of the year as studies 

have shown that the properties of the atmosphere are more representative than surface 

measurements for overall accuracy (Niell, 2001).  
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 Based on the hydrostatic Niell mapping function, the parameter a  (at tabular latitude 

iϕ  at time t ), from January 0.0 (in UTC days) is given in Equation (3.11) (Niell, 1996). 

 








 −
πϕ−ϕ=ϕ

24.365
2cos)()(),( 0Tt

aata iampiavgi

 (3.11) 

 

where, 0T  is the adopted phase, i.e. Day-Of-Year (DOY) 28 in the southern hemisphere, and 

the value of ),( ta ϕ  is obtained by linearly interpolating between the nearest ),( ta iϕ , avga  

and ampa  are the average and amplitude coefficients, respectively (see Table 3.1). A similar 

procedure is followed for the parameters b  and c . 

 

In addition to latitudinal and seasonal dependence, the hydrostatic mapping function is 

also dependent on the height above the sea level of the observation point. However, this does 

not apply to the wet mapping function since the distribution of the water vapour is not 

expected to be predictable from the station height. The coefficients for the hydrostatic and wet 

Niell mapping function are tabulated in Tables 3.1 and 3.2, respectively. No temporal 

dependence is included in the wet mapping function, thus only an interpolation in latitude for 

each parameter is required. 

 

The height correction associated with the hydrostatic Niell mapping function is 

provided as, 
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where, 
dh

dm )(ε
 is the mapping function height correction, )(ε∆m  is the height correction, ε  is 

the elevation angle, H  is the station height above sea level, and hththt cba ,,  are also given in  

Table 3.1.  
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Table 3.1: Coefficients of the hydrostatic mapping function (Niell, 1996). 

Latitude iϕ  Coefficients 

15˚ 30˚ 45˚ 60˚ 75˚ 

Average 

a  1.2769934 e -3 1.2683230 e -3 1.2465397 e -3 1.2196049 e -3 1.2045996 e -3 

b  2.9153695 e -3 2.9152299 e -3 2.9288445 e -3 2.9022565 e -3 2.9024912 e -3 

c  62.610505 e -3 62.837393 e -3 63.721774 e -3 63.824265 e -3 64.258455 e -3 

 

Amplitude 

a  0.0 1.2709626 e -5 2.6523662 e -5 3.4000452 e -5 4.1202191 e -5 

b  0.0 2.1414979 e -5 3.0160779 e -5 7.2562722 e -5 11.723375 e -5 

c  0.0 9.0128400 e -5 4.3497037 e -5 84.795348 e -5 170.37206 e -5 

 

Height Correction 

  
hta  2.53 e -5   

  
htb  5.49 e -3   

  
htc  1.14 e -3   

 

 

Table 3.2: Coefficients of the wet mapping function (Niell, 1996). 

Coefficients Latitude iϕ  

 15˚ 30˚ 45˚ 60˚ 75˚ 

a  5.8021897 e -4 5.6794847 e -4 5.8118019 e -4 5.9727542 e -4 6.1641693 e -4 

b  1.4275268 e -3 1.5138625 e -3 1.4572752 e -3 1.5007428 e -3 1.7599082 e -3 

c  4.3472961 e -2 4.6729510 e -2 4.3908931 e -2 4.4626982 e -2 5.4736038 e -2 

 

3.4.3 Estimation of Tropospheric Zenith Path Delay in PPP 

 The variability of the dry component is relatively low and can be estimated with a 

precision of approximately 1% when the surface pressure is known to mmHg (millimetres of 

mercury) level accuracy (Rizos, 1999). Most of the available tropospheric models can 

adequately and quite precisely model the dry component of the tropospheric ZPD. For the wet 

component, this delay is extremely difficult to estimate due to the existence of water vapour. 

Since the residual of the wet zenith tropospheric delay could be significant even after the use 

of a tropospheric model, the wet zenith tropospheric delay can be treated as an unknown and 
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estimated along with the other parameters in PPP processing (Kouba and Hèroux, 2000; Shen, 

2002; Abdel-salam, 2005). This is implemented in the research software.  

 

Note: The Hopfield model and Niell mapping function were used in this research to remove 

the bulk of the tropospheric delay. Section 6.4 will discuss the implications of modelling 

and estimating the tropospheric delay on the quality of the single frequency PPP solutions, 

as well as the convergence behaviour. 

 

3.5 PPP and Its Associated Errors 

There are several GPS errors that are frequently neglected or receive little attention 

from the GPS community but are relevant for PPP. The reasons are that these errors are 

removed in the case of relative positioning or the magnitude of these errors is insignificant 

with respect to the affordable GPS positioning accuracy (Abdel-salam, 2005). Since the PPP 

approach is based on un-differenced solutions, errors such as satellite and receiver antenna 

phase centre offsets, phase wind-up errors, relativity, group delay differential biases, and 

geophysical effects such as solid earth tides, atmospheric and ocean loading must be 

considered for high accuracy point positioning. The following sections briefly describe these 

biases.  

 

3.5.1 Antenna Phase Centre Offsets and Variations 

• Receiver Antenna  

 GPS range measurements are measured from the satellite transmitting antenna to the 

electrical phase centre of the receiving antenna. The receiver electrical phase centre is not a 

physical centre and is neither well defined nor fixed. Furthermore, for any given GPS antenna, 

the variation of the phase centre depends on the changing direction of the incoming GPS 

satellite signals, and it is a function of the antenna phase pattern, known as the Phase Centre 

Variations (PCVs). As a result of this, every GPS antenna will have, in addition to the antenna 

phase centre offset, antenna PCVs as a function of satellite elevation angle. The receiver 

antenna phase centre offset can cause positioning errors up to 10cm in the vertical component 

and a few centimetres in the horizontal component. For relative positioning over short 

baselines, this offset will be cancelled out provided that the users apply the correct models. 

However, this offset needs to be “manually” corrected in PPP. 
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Since 30 June 1996, the relative GPS antenna phase centre corrections had been 

applied by most of the IGS ACs to allow for a non-spherical phase response of the tracking 

antennas (Schmid et al., 2007). The relative antenna phase centre correction values were 

derived from data collected on a short baseline. For each antenna model calibrated, a north, 

east, and up offset value was adopted as the mean location of the antenna electrical reference 

centre. Relative to the antenna phase centre offsets, the antenna PCVs were then measured as 

a function of elevation angle (Gendt and Schmid, 2005). The relative antenna phase centre 

offsets and variations are published in the igs_01.pcv file and the file is available from the 

IGS website (IGS, 2008).  

 

The drawback of relative antenna PCVs is that the corrections are dependent on the 

assumed zero reference antenna, and that, the elevation range for the antenna PCVs has been 

limited to 10˚ due to the ground noise. Moreover, these systematic errors do not cancel out for 

long baselines even though similar antenna types are used because identical satellites may 

appear at different elevations at the two tracking stations. Due to these limitations, relative 

GPS antenna phase centre corrections can no longer satisfy the increasing demand for high 

accuracy positioning. Therefore, the only solution for this problem is the transition from 

relative to absolute phase centre corrections.  

 

 On 5 November 2006, the IGS has adopted the absolute antenna phase centre offsets 

and variations for its routine generation of precise satellite orbits and stations coordinates. The 

absolute antenna corrections for the receiver can be obtained from two independent methods, 

that is, the measurements in an anechoic chamber and the field measurements on a short 

baseline using a robot that is capable of tilting and rotating one of the antennas. The absolute 

receiver antenna phase centre information is contained in the file igs05_wwww.atx, where 

‘wwww’ stands for the GPS week of the last file modification. The .atx file is available from 

the IGS website (IGS, 2008).  

  

• Satellite Antenna  

 The satellite antenna phase centre offsets originate from the separation between the 

GPS satellite centre of mass and the electronic phase centre of its antenna. The orbital 

information in the broadcast navigation message refers to the satellite antenna phase centre. 

But the force models used by the IGS community for satellite orbit modelling refer to the 

satellite centre of mass. Subsequently, the resulting IGS precise satellite orbit and clock 

correction products also refer to the satellite centre of mass, and not the antenna phase centre. 
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Since the GPS range measurements are made from the antenna phase centre, users who utilise 

and constrain the IGS precise orbit and clock corrections in their positioning solutions need to 

consider the satellite phase centre offsets and monitor the orientation of the offset vectors in 

space as the satellite orbits the Earth (Kouba, 2003). If the offset is left uncorrected, users 

interested in estimating the satellite clock corrections, station height, or/and tropospheric 

zenith path delay will obtain erroneous results.  

 

The separation between the GPS satellite centre of mass and the electronic phase 

centre of its antenna predominantly depends on the design of the satellite. The origin of the 

satellite coordinate system is at the satellite centre of mass. The X-coordinate axis lies in the 

Sun-satellite-Earth plane; the Y-coordinate axis points along the solar panel axis; and the Z-

coordinate axis points toward the Earth centre (see Figure 3.17). The phase centre for most 

satellites are offset in the body of Z-coordinate and X-coordinate direction. Table 3.3 lists the 

relative satellite antenna phase centre offsets in metres adopted by the IGS for each satellite 

block. Azimuth-dependent PCVs were completely ignored in the relative phase centre model. 

Corrections from relative calibrations had been used until 5 November 2006.  

 

 

Figure 3.17: Satellite antenna phase centre offsets (Kouba, 2003).  

 

Table 3.3: Satellite antenna phase centre offsets adopted by IGS (Kouba, 2003). 

 X (m) Y (m) Z (m) 

Block II/IIA 0.279 0.000 1.023 

Block IIR 0.000 0.000 0.000 

 

 Ge and Gendt (2005) have shown that it is not sufficient to use block-specific antenna 

corrections, as the phase centre behaviour between certain subgroups of the satellite blocks 

and even between individual satellites is significant. At present, there is only one method to 

obtain the satellite antenna centre corrections, which is through the estimation of using global 

data since the official start of the IGS in 1994. Estimates from the Technische Universität 
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München and GFZ Potsdam using two different software packages have shown good 

agreement, that is, 20cm for the offsets and 1mm to 3mm for the patterns (Schmid et al., 

2004). 

 

 The absolute GPS satellite antenna centre corrections are contained in the 

igs05_wwww.atx file (IGS, 2008). Since the satellite antenna PCV solutions from different 

institutions using different software packages are generally in good agreement, the absolute 

satellite antenna PCVs are considered similar for all satellites within each block type. 

However, the z-offset values, which are in the direction from the satellite centre of mass 

towards the centre of the Earth, are satellite-specific (Gendt and Schmid, 2005; Schmid et al., 

2007). The IGS ACs monitor the satellite antenna models on a regular basis. As soon as 

significant changes are detected, an update of the IGS antenna model will be considered 

(Schmid et al., 2007) 

 

 The IGS switch to a new absolute antenna phase centre was made together with the 

ITRF switch to the latest realisation of the new ITRF 2005 on 5 November 2006 (Gendt, 

2006). Users should avoid combining results from solutions using different phase centre 

conventions, and the absolute antenna phase centre model requires corrections for both 

satellites and tracking receiver antennas simultaneously (Gendt, 2006; Schmid et al., 2007).  

 

Note: In this research, the relative antenna phase centre corrections were used to process 

all GPS data collected before the switch to absolute antenna phase centre corrections (5 

November 2006). For data that were collected after the 5 November 2006, the absolute 

antenna phase centre corrections were utilised. 

 

3.5.2 Phase Wind-Up 

 Phase wind-up error is a problem associated with the satellite and receiver antenna 

orientation due to the nature of circularly polarised waves intrinsic in the GPS signals (Wu et 

al., 1993; Witchayangkoon, 2000). The phase wind-up error does not affect the code 

measurements, but instead, it affects the carrier phase measurements. Since PPP takes 

advantage of, in addition to the code, the more precise carrier phase measurements, it is 

therefore necessary to consider the effects of the phase wind-up error. GPS satellites transmit 

right circularly polarised waves, thus the observed carrier depends on the mutual orientation 

of the satellite and receiver antennas (Kouba and Hèroux, 2001).  
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 In an ideal environment, the observed carrier phase at the receiver equals the 

geometric angle between the instantaneous electric field at the receiving antenna and some 

reference direction on the antenna. When the antenna orientation changes, so does the 

reference direction. As a result, the measured phase will also be affected. Similarly, when the 

satellite antenna orientation changes, so does the direction of the electric field at the 

transmitting antenna, and subsequently the measured phase at the receiving antenna 

(Witchayangkoon, 2000). This effect is called “phase wind-up”.  

 

 The phase wind-up error has generally been ignored in most of the high precision GPS 

applications. This error is negligible in relative positioning although it has been shown that 

the error can reach up to 4cm for 4000km baseline (Wu et al., 1993). However, this effect is 

quite significant for PPP positioning when constraining the IGS precise ephemerides (Kouba, 

2003). Therefore, most of the IGS ACs apply the phase wind up corrections while producing 

their precise ephemerides. By neglecting this effect while utilising the IGS precise 

ephemerides, one may introduce decimetre level error in the estimated receiver position and 

clock errors.  

 

Note: The phase wind-up correction was applied in this research. 

 

3.5.3 Relativity in GPS 

GPS satellites and control stations utilise highly stable and accurate atomic clocks to 

provide world-wide positioning and timing. These clocks have gravitational and motional 

frequency shifts, which are large enough that, without carefully accounting for relativistic 

effects, the system would not work (Ashby, 2007).  

 

• Periodic Clock Error Effect 

 The GPS satellite orbit is not truly circular. The slight eccentricity of each satellite 

orbit causes an additional periodic clock error that varies with the satellite position in its 

orbital plane (Shen, 2002). This effect can be cancelled out in relative positioning but not in 

PPP approach. Therefore, it is necessary to take into account the relativistic correction to the 

satellite clock time suggested in the GPS Interface Control Document (ICD-GPS-200c-004, 

2000) to achieve high accuracy positioning using PPP.  
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where c  is the speed of light in a vacuum, X  is the position of the satellite, and X&  is the 

velocity of the satellite at the instant of transmission.  

 

• Sagnac Delay 

Sagnac delay is an error associated with the Earth’s rotation during the transit time of 

the signal from the satellite to the receiver on the ground (Ashby and Spilker Jr., 1996). The 

sagnac correction term can be expressed as, 
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where eΩ  is the earth angular rotation rate, Ar  is the position vector of the satellite, and Br  is 

the position vector of the receiver at the instant of signal transmission.  

 

Note: The periodic clock error offset and sagnac delay were taken into account during the 

data processing process. 

 

3.5.4 Site Displacement Effects 

 The Earth is composed of three basic components: solid (i.e. rock), liquid (i.e. ocean) 

and the atmosphere, which constantly interact with each other. These “interactions” make the 

Earth pliable and subject to deformation. In a global sense, a station undergoes a real or 

apparent periodic movement reaching a few decimetres, which are generally not considered in 

the ITRF position (Kouba, 2003). As a consequence, accurate positioning within the ITRF 

frame needs to account for these periodical station displacement effects. For relative 

positioning with short baselines (<100km), these effects can cancel out as the effects are 

similar at the receivers (over broad areas of the Earth). For PPP positioning, the station 

displacement effects must be considered and modelled.  
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• Solid Earth Tides 

 The “solid” Earth is far from rigid and is pliable enough to respond to the same 

gravitational forces that generate the ocean tides. Tides are caused by the gravitational 

attraction and temporal variations of the Sun and Moon orbital motion. While the ocean tides 

are strongly influenced by the coastal outlines and the shape of the near-coastal ocean floor, 

the solid earth tides can be computed quite accurately from simple earth models (Leick, 

2004). The effect of the tidal variation is larger in the vertical component and can reach as 

much as 30cm (Kouba, 2003). For horizontal component, its effect can reach about 5cm 

(Leick, 2004; Abdel-salam, 2005). Neglecting this error in point positioning would result in 

systematic position errors of up to 12.5cm and 5cm in the radial and north directions, 

respectively (Kouba, 2003).  

 

• Polar Tides 

 Polar tides are periodical deformations caused by the changes of the Earth’s spinning 

axis with respect to the Earth’s crust, i.e. polar motion. In order to achieve sub-centimetre 

point positioning accuracy and be consistent with the ITRF frame, this bias is required to be 

considered during data processing. This is because most of the IGS ACs utilise these 

correction terms to generate the precise satellite orbit and clock corrections, and thus, the 

precise products are consistent with the station position corrections (Kouba, 2003). The polar 

tide displacements can reach about 7mm in the horizontal direction and 25mm in the height 

(Kouba, 2003). 

 

• Ocean Loading 

 The ocean loading tides are the deformation of the sea floor and coastal land that 

results from the redistribution of seawater, which occurs during the ocean tides. While ocean 

loading is almost an order of magnitude smaller than the solid earth tides, ocean loading is 

more localised. For stations that are located far from the ocean (>1000km), point positioning 

at 5cm precision level, or static positioning over 24 hour periods, the ocean loading effects 

can be safely ignored (Kouba, 2003). However, for stations that are located along the 

coastline with observation length shorter than 24 hours, this effect needs to be taken into 

account. Otherwise, this error will be mapped into the tropospheric ZPD and station clock 

solutions (Kouba and Hèroux, 2001). The magnitude of the surface displacement caused by 

the ocean tide loading can reach up to 5cm in the height and 2cm in the horizontal direction 

(Abdel-salam, 2005). 
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• Atmospheric Tides 

 The gravitational forces of the Sun and Moon affect the solid earth tides, the ocean 

and atmosphere in different ways due to the different properties of material involved 

(Witchayangkoon, 2000). The atmospheric mass above the Earth’s surface causes a load on 

the Earth’s surface. This results in horizontal and vertical displacements, which can be as 

large as 20mm for the vertical component and 3mm for the horizontal component (Petrov and 

Boy, 2004; Abdel-salam, 2005). The displacement caused by the atmospheric tides varies 

according to the atmospheric pressure variations, as well as the geographic location.  

 

Note: The effects of the solid earth tides, polar tides, ocean loading and atmospheric tides 

were modelled in the research software. 

 

3.5.5 Differential Code Biases  

• L1-L2 (P1-P2) Differential Code Biases 

 The L1-L2 (P1-P2) DCBs are the differences between L1 and L2 frequencies. They 

are consistent with the P1 and P2 code measurements, hence the term P1-P2. In general, the 

satellite DCBs are nearly constant in time but differ from satellite to satellite. The magnitude 

of this bias can reach up to 12 nanoseconds (ns). If left unaccounted, this may have 

detrimental effects on the estimated PPP solutions. 

 

The IGS precise satellite clock correction products generated by the IGS ACs always 

refer to the ionosphere-free linear combination between L1 and L2 frequencies. For dual 

frequency PPP, no such DCB calibrations are required to be applied. However, single 

frequency PPP users must apply the satellite DCBs as the IGS precise satellite clock 

corrections are consistent with the satellite L1-L2 DCBs convention. This can be done by first 

correcting for the IGS satellite clocks in order to be compatible with the single frequency 

observations (Kouba, 2003). 

 

The satellite DCBs are constantly computed by IGS IAACs as part of their global 

ionospheric TEC maps and transmitted in the broadcast ephemerides. The broadcast values 

are determined by the satellite manufacturer before launch and can be revised by the GPS 

control segments. Currently, the broadcast satellite DBCs agree with the CODE DCBs at a 

few nanoseconds level (CODE, 2007).  
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• P1-C1 Differential Code Biases 

 The P1-C1 DCBs are the differences between the code observations. As noted earlier, 

the L1-L2 DCBs are the differences between L1 and L2 frequencies but are consistent with 

the P1 and P2 code measurements. However, not all receivers output the P1 code, but are 

limited to C/A code. Cross correlation receivers, such as the AOA Rogue, Trimble 4000 and 

TurboRogue produce C/A and P2 codes in addition to the L1 and L2. The P2 code is 

calculated based on the summation of C/A code and the difference between P1 and P2 codes 

which are monitored by the receiver. On the other hand, the newer generation (non-cross 

correlation receivers), such as the Ashtech Z-XII and AOA Benchmark/ACT receivers, can 

produce C/A, P1 and P2 codes in addition to the L1 and L2. Thus, the P2 code generated from 

the non-cross correlation receivers are not the same as those of the cross correlation receivers 

(Abdel-salam, 2005). The IGS precise products are generated from a network of GPS stations 

using more modern receivers. They are consistent with the P1 and P2 non-cross correlation 

types of observations. Mixing data with different biases would degrade the IGS precise 

satellite clock corrections products.  

 

The magnitude of the P1-C1 biases is quite constant, i.e. in the order of 2 nanoseconds 

(60cm), but they are unique for each satellite and receiver. The values of the P1-C1 biases are 

regularly estimated by the IGS ACs as part of their precise satellite clock corrections 

estimation process. The latest biases are posted on the CODE website (CODE, 2007). In 

addition, a converter utility (cc2noncc) program is also available. It can be use to transform 

the cross correlation receivers (Ray, 2005a).  

 

Note: The DCB biases were considered in the data processing process. 

 

3.6 Multipath 

 Multipath occurs when the GPS signal arrives at a receiver via indirect paths, i.e. two 

or more different paths (Wells et al., 1986; Farret and Santos, 2001; Roulston, 2001; Xu, 

2003). This error is often caused by reflected GPS signals from surrounding objects and 

terrains such as buildings, trees, canyons, and fences. The reflected signals increase the 

measured distance between the receiver and satellite resulting in inaccurate positions. The 

multipath effect provokes errors in both code and carrier phase measurements. The magnitude 

of range error can reach up to several metres for code measurements and up to 5cm for carrier 

phase measurements (Georgiadou and Kleusberg, 1988; Roulston, 2001).  
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 Since the multipath error is environment dependent, the most effective mitigation 

technique is to locate the GPS receiver antenna away from reflecting surfaces. This may be an 

impractical solution for most applications. The effects of multipath can be reduced in the 

receiver antenna design by lowering the contribution of some types of reflections, e.g. from 

the ground below the antenna (Misra and Enge, 2006). An example of this is the choke ring 

ground plane antenna. The current GPS receivers are designed to be equipped with features, 

which could reduce multipath. The mitigation process is often performed during the signal 

processing step within the receiver itself.   In addition to site selection and receiver/antenna 

design, multipath effects can also be reduced by setting a high elevation cut-off angle.  

 

The elevation-dependent weighting of observations is applied in this research to 

mitigate the effects of multipath, as well as atmospheric errors. The observations weight to 

each GPS satellite was determined as a function of satellite signal paths. It is known that low 

elevations observations are generally more susceptible to multipath effects and atmospheric 

refraction than those at high elevations, thus affecting the quality of the solutions. However, 

low elevations observations may improve the tropospheric zenith delay estimations and 

consequently improve the solutions, particularly the vertical component (Rothacher et al., 

1997; Meindl et al., 2004). Therefore, the weighting scheme used in this research quantifies 

the precision of the observations as a function of satellite elevation angle.  

 

)sin(

1
)(

elevation
EM =

 (3.16) 

 

This weighting function was chosen based on the similarity of the cosecant function and the 

atmospheric effects with respect to the satellite elevations (Vermeer, 1997; Collins and 

Langley, 1999; Abdel-salam, 2005). Generally, the standard deviation of a satellite at about 5˚ 

elevation is about 10 times larger than that of a satellite at zenith.  
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3.7 Reference Frames 

Users of GPS technology need to be aware that the coordinates of the GPS satellites 

computed from the parameters broadcasted in the GPS navigation message are expressed in 

the World Geodetic System 1984 (WGS 84) reference frame. As a consequence, the default 

coordinates displayed and downloaded from a GPS receiver are also expressed in the WGS 84 

reference frame. In contrast, PPP technique takes advantage of the IGS precise satellite orbit 

and clock corrections, and the use of precise IGS products imply positioning, orientation and 

scale of a precise reference frame (Kouba, 2003). In this case, the estimated positioning 

solutions using the PPP approach are always directly in the IGS global reference frame, which 

conforms to the ITRF. Therefore, it is vital to understand the merits and relationships between 

different reference frames and use appropriate transformation tools and parameters to 

transform coordinates from one system, to other systems.  

 

The following section presents a description of the ITRF, WGS 84 and Geocentric 

Datum of Australia (GDA 94), which are the common reference frames used for GPS 

positioning in Australia.  

 

3.7.1 International Terrestrial Reference Frame 

The ITRF is a global datum widely used by the scientific community and is realised by 

a large network for fiducial sites around the globe (Stanaway, 2007). The ITRF is a realisation 

of the International Terrestrial Reference System (ITRS), and is maintained by the 

International Earth Rotation Service (IERS). The current ITRF frame is defined by 

coordinates of about two hundred terrestrial stations to an accuracy at the centimetre level. In 

addition to the coordinates of the stations, the ITRF also takes into account the Earth crustal 

movements, and thus, the velocities of the movements are also estimated. Consequently, the 

point coordinates expressed in ITRF must always have a date (time) associated with the 

coordinates.  

 

ITRF has undergone several refinements, e.g. ITRF 1989, 90, 91, 92, 94, 95, 96, 97, 

2000, 2005. ITRF 2005, which was released on 5 November 2006 (GPS week 1400) is the 

latest realisation of the ITRF at the time of writing this thesis.  
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The ITRF solutions do not directly refer to a reference ellipsoid. ITRF solutions are 

always specified by X, Y, Z Cartesian coordinates. However, the Cartesian coordinates can be 

transformed to geographical coordinates (latitude, longitude and height) that refer to an 

ellipsoid. In this case, the Geodetic Reference System 1980 (GRS 80) ellipsoid is 

recommended to be used in the transformation (ITRF, 2008).  

 

3.7.2 World Geodetic System 1984 

The global geocentric reference frame known as the WGS 84 has evolved significantly 

since its creation in the mid-1980s. The WGS 84 continues to provide a single, common, 

accessible 3-dimensional coordinate system for geospatial data collected from a broad 

spectrum of sources (NIMA, 2004). WGS 84 is a realisation of the Conventional Terrestrial 

Reference System (CTRS) developed by the National Imagery and Mapping Agency (NIMA) 

of the U.S. Department of Defence. The NIMA was reorganised in 2004 as the National 

Geospatial-Intelligence Agency (NGA) (Misra and Enge, 2006). WGS 84 is the official 

reference system used by GPS. 

 

WGS 84 is currently defined by the coordinates and velocities of GPS tracking 

stations maintained by the U.S. Air Force (USAF), NGA and a few additional IGS stations 

(Merrigan et al., 2002). The latest realisation of the WGS 84 is WGS 84 (G1150). ‘G’ 

indicates these coordinates were obtained through GPS techniques and the number ‘1150’ 

indicates the GPS week number when these coordinates were implemented in the NGA 

precise GPS ephemeris estimation process (NIMA, 2004; Stanaway, 2007). G1150 is the third 

update to the realisation of the WGS 84 reference frame. It was implemented on 20 January 

2002. It followed the two previous realisations, which were WGS 84 (G730) on 29 June 1994 

and WGS 84 (G873) on 29 January 1995, respectively (NIMA, 2004).  

 

• Relationship between WGS 84 and ITRF 

After the adjustment of a best fitting 7-parameter transformation and accounting for 

epoch differences, the RMS discrepancy between WGS 84 (G1150) reference frame and ITRF 

2000 is about one centimetre per component (NGA, 2003). Comparisons were also made 

between the tracking stations maintained by USAF and NGA and a subset of IGS stations 

used in ITRF 2000 realisation, as well as the NGA precise ephemerides (referenced to WGS 

84 (G1150)) and IGS precise ephemerides (referenced to ITRF 2000). The outcome of the 

comparisons indicates that the differences between WGS 84 (G1150) and ITRF 2000 
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reference frames are statistically insignificant to be considered (NGA, 2003). Therefore, the 

two reference frames are essentially identical for most applications.   

 

3.7.3 Geocentric Datum of Australia 1994 

GDA 94 is the current geodetic datum gazetted in Australia. It is based on a realisation 

of the ITRF 1992 fixed at epoch 1994.0 on 1 January 2004. As part of the world-wide IGS 

campaign, continuous GPS observations were undertaken in 1992 at eight Australian sites 

known as the Australian Fiducial Network (AFN). During the period of 1992 to 1994, 

additional GPS observations were also made at about 70 well determined GPS sites, at 

approximately 500km spacing across Australia. Theses sites are known as the Australian 

National Network (ANN) (ICSM, 1998). GPS observations collected at both the AFN and 

ANN sites were then combined in a single regional GPS solution to constrain the ITRF 1992 

and the resulting coordinates were mapped to a common epoch of 1994. These positions, at 

epoch 1994, were used to form the basis for the GDA 94 (Steed, 1995; Steed and Luton, 

2000). After the IGS campaign in 1992, the AFN sites were expanded into a network of 

permanent GPS sites, which are currently known as the ARGN (see Section 2.5.2). GDA 94 

has an origin that coincides with the centre of mass of the Earth. The International 

Association of Geodesy recommended GRS 80 ellipsoid to be used for transformation.    

 

• Relationship between GDA 94 and ITRF  

 According to Dawson and Steed (2004), a standard 7-parameter transformation can 

adequately model these differences at the cm level, provided that the 7-parameter 

transformation parameters are regularly updated to reflect the tectonic motion. However, a 

slightly more complex 14-parameter transformation, which includes the 7 parameters and 

their respective rates, can be used as a better long-term practical solution to these coordinate 

transformations. The 14 transformation parameters used to transform coordinates in ITRF 

2000 to GDA 94 are listed in Table 3.4.  
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Table 3.4: ITRF 2000 to GDA 94 using 14-parameter transformation (Dawson and Steed, 

2004). 

t  (years) xd (m) yd  (m) zd  (m) xr (as) yr (as) zr (as) cs (ppm) 

2000.00 -0.0663 -0.0050 0.0426 0.008814 0.009127 0.009042 0.007936 

/year 0.0049 0.0039 0.0049 0.001616 0.001200 0.001013 0.000096 

 

(Note: the transformation parameters required to transform coordinates in ITRF 2005 to GDA 

94 have yet to be published at the time of writing this thesis.) 

 

3.7.4 Understanding Different Reference Frames 

In essence, the selection of the reference frame is not a source of error. However, 

when the wrong datum, projections and transformation parameters are applied, the computed 

positioning solutions will be erroneous, and in some cases, detrimental. Thus, it is important 

to understand the relationships between different reference frames and use appropriate 

transformation tools and parameters to transform coordinates from one system to other 

systems. 

 

The ITRF, WGS 84 and GDA 94 are all geocentric datums. ITRF and WGS 84 are 

dynamic, which means that the coordinates of a point are constantly changing to reflect the 

plate tectonic movement on a global scale. For most practical applications, it is safe to regard 

ITRF and WGS 84 coordinates as identical. However, there is a common assumption that the 

ITRF and WGS 84 coordinates are similar to GDA 94 at the order of less than 10cm. This 

assumption is incorrect (Stanaway, 2007).  

 

The GDA 94 reference frame is static in nature. GDA 94 is a coordinate datum based 

on ITRF 1992 at the fixed epoch of 1994.0, which means that on 1 January 1994, GDA 94 

and ITRF were aligned together. But as the Australian tectonic plate is moving at about 7cm 

to 8cm per year in a northeasterly direction (in an absolute sense), there is an increasing 

difference in positions between the two frames. This amounts to about 60cm at the start of 

2001 and over a metre in 2008 (ICSM, 1998). As the Australian continent is remarkably 

stable and moving uniformly in the same direction, such movement is not an issue when 

obtaining position relative to other GDA 94 positions. But for high accuracy PPP positioning, 
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such movement is critical and needs to be taken into account when transforming positions 

expressed in ITRF to GDA 94 coordinates.  

 

3.8 Summary 

 The GPS error sources that are of particular relevance in the PPP technique have been 

thoroughly described. The errors that are covered in this Chapter are the satellite orbit and 

clock errors, ionospheric and tropospheric effects, phase wind-up, satellite and receiver 

antenna phase centre offsets and variations, relativity, multipath, geophysical effects, which 

include the earth and atmospheric tides, as well as the plate tectonic motion. One of the key 

elements of achieving high accuracy point positioning using the PPP technique is to 

accurately model and effectively mitigate all of the physical phenomena affecting the 

measurements. The error mitigation strategies investigated and applied in this research have 

also been given and described. Furthermore, the merits and importance of understanding the 

different reference frames used in Australia have been discussed in Section 3.7.   

 

 The impacts of satellite orbit, satellite clock, ionospheric and tropospheric errors in 

single frequency PPP were studied as part of the research objectives. Various mitigation 

strategies were also explored and examined for its usefulness and practicality. The findings 

from the studies are presented in Chapter 5: Ionospheric Error Mitigation Strategies for 

Single Frequency Point Positioning, Chapter 6: Convergence Evaluation of Single Frequency 

PPP Solutions (Section 6.4 Should Tropospheric Delay be Modelled or Estimated?), and 

Chapter 7: IGS Satellite Orbit and Clock Corrections: From Post-Mission to Real-Time Point 

Positioning. 
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CHAPTER 4  

 

Single Frequency PPP – Setting A Priori 

Observations Sigma Ratio 

 

 

4.1 Introduction 

 The previous Chapters have outlined the design of the research software, which 

includes the mathematical model, adjustment filter, as well as the software computational 

flow and components. The various error sources that affect the GPS signals and the effective 

mitigation methods in the context of PPP have also been described. It is important to consider 

these errors and take precautions to minimise those effects in order to attain the highest 

possible point positioning accuracy. 

  

 It was discovered during the course of this research that the a priori observations 

weighting plays a very significant role in determining the quality of the single frequency PPP 

solutions. It was found that the observation weighting, in particular the a priori observations 

sigma (or standard deviation) ratio between the code and quasi-phase measurements, affects 

the accuracy, precision, and also the convergence behaviour of the positioning solutions. 

Therefore, the objective of this Chapter is to evaluate the impacts of using different a priori 

code and quasi-phase measurements sigma ratios on single frequency PPP solutions. The 

design of the study was based on an empirical approach using static GPS data collected on the 

Australian continent. Five case scenarios were tested in different ionospheric conditions. The 

assessment of the results was undertaken by evaluating the accuracy, precision and 

convergence time of the position estimates. An “optimal” a priori sigma ratio, which would 

provide the best possible single frequency PPP point positioning quality, is proposed at the 

end of this Chapter.  
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4.2   Observations Weighting  

 The observations weight matrix has received much attention from the GPS research 

community in the past few years, e.g. Teunissen (1998), Hartinger and Brunner (1999), 

Tiberius (1999), Tiberius et al. (1999), Özlüdemir (2004). This is because the observation 

weight matrix has direct influence on the positioning solutions, ambiguity validation and 

quality control. In GPS point positioning, the observations are assumed to be uncorrelated. 

The covariance for each observation is placed on the diagonal in the variance covariance 

matrix. Typical factors that affect the observations noise level are the receiver dependent 

noise and multipath.  

 

 The receiver dependent noise is associated with the accuracy in the correlation 

procedures performed in a GPS receiver. In these procedures, the correlation is maximised 

between the receiver’s generated signal and the observed signal. As a result, the correlation 

will not be 100% since the incoming signal is contaminated with noise. A general rule of 

thumb states that the signal noise level or the observation resolution is about 1% of the signal 

wavelength (Wells et al., 1986; Seeber, 1993). Considering that the wavelength of the code 

and carrier phase observations are 300m and 0.2m, respectively, the noise level in the code 

and carrier phase observations would be 3m and 2mm, respectively (Andersson, 2006). 

  

4.2.1 A Priori Sigma of Unit Weight 

  The observation weight is defined as being inversely proportional to the observation 

sigma square, or variance (Deakin, 2005), 
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or,  
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where 2σ  is the observation variance. 
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For un-differenced solutions, the observations weight matrix is a diagonal matrix with 

the diagonal terms equal to,  
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where, 2
Pσ  is the variance of the code observation, 2

Φσ  is the variance of the phase 

observation, and 2
Pσ  and 2

Φσ  should approximately agree with the actually measurement 

noise. 

  

 It is important in the GPS observation adjustment model, or any other adjustment 

models, to set a priori observations sigma values that will adequately reflect the actual 

observations noise and uncertainty. In addition to the standard deviation values, it is also 

important to have an observations ratio that is suitable to represent the mathematical 

relationship between the observations. Generally, the ratio of the a priori weights PW  and 

ΦW  for the L1 code and carrier phase observations are defined as (Hugentobler et al., 2007), 
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or more commonly, 
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Φ
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 (4.5) 
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It has been established that a typical ratio of 100=
σ

σ

Φ

P  works well for dual frequency PPP 

using the ionosphere-free linear combination (Kouba, 2003). In fact, 100=
σ

σ

Φ

P  is the nominal 

ratio widely used in GPS data processing and in dual frequency PPP. This is because the error 

due to noise in the carrier phase observations is about one-hundredth of that in the code 

observations. 

 

For single frequency PPP using ionosphere-free quasi-phase, the ratio between the a 

priori code and quasi-phase sigmas is different from the conventional dual frequency 

ionosphere-free linear combination. The single frequency code observation is affected by the 

ionospheric delay; but when combined with carrier phase observations in the quasi-phase 

combination, it effectively eliminates the ionospheric effects. The noise affecting the quasi-

phase observations is half the effects of code multipath and tracking noise on the code as well 

as the carrier phase observations. Hence, the sigma ratio between the code and quasi-phase 

observations is difficult to determine due to the nature of the code and quasi-phase 

combination. Moreover, the noise on the code and phase observations is unknown, thus it is a 

challenge to produce realistic error estimates of the observations (Choy et al., 2008b).  

 

The values of the a priori code and quasi-phase sigmas used in the adjustment model 

should reflect the uncertainty of the observations. This can be determined using the a 

posteriori variance factor. However, it is noted that the values themselves are not of great 

important. What is more important is that the “relative” weighting between the observations 

should be correct (Cross, 1983; Simsky, 2006), i.e. as long as the code sigma is greater than 

the quasi-phase sigma. In other words, the ratio between the code and quasi-phase 

measurements sigma has a much more significant role in determining the optimum point 

positioning solutions. It is generally impossible to have guidelines for the necessary accuracy 

needed to determine the observations weight, or sigma value (Cross, 1983). Consequently, in 

this research, it was decided to test the sensitivity of different ratios on single frequency PPP 

by taking a few different estimates of the a priori sigma ratios and analysing the quality of the 

estimated positioning solutions.  
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4.2.2 Propagation of Errors 

In statistics, when the dependent variables are used as observations, the stochastic 

characteristics of the dependent variables are associated with the uncertainty of the 

independent variables and the functional relationships relating the variables. This 

dissemination of variables uncertainty is known as propagation of errors, or also known as 

propagation of variances and covariances.  

 

 For many practical applications of propagation, the random variables in x  and y  are 

not linearly related, that is, )(xfy = . In the context of this research, the quasi-phase 

measurement 
~

Φ  is a function of the code and carrier phase observations, P  and Φ  (refer to 

Equation (2.7)). 
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The variance-covariance matrix yyΣ  which contains the element 2
~

Φ
σ  can be written as,  
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Expressing the law of propagation of variance-covariance in an algebraic equation, 
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1
 (refer Equation (4.6)), and assuming that the code and carrier phase 

observations are independent, i.e. their covariances are zero ( 0=σ ΦP ), Equation (4.8) can be 

rewritten as, 
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From Equation (4.9), one can see that the quasi-phase observation variance should be 

four times (or two times for observation sigma) smaller than the code measurement variance. 

It should be remarked that the quasi-phase measurement variance only takes into account the 

noise and multipath effects on the code observations, as the ionospheric delay is compensated 

for in the quasi-phase observations; while, the code observation does contain residual 

ionospheric delay. Therefore, in the single frequency PPP adjustment model, the measurement 

variance of the quasi-phase should be at least four times smaller than the code observations 

variance in order to account for the ionospheric delay on the code observations (Choy et al., 

2008b).  



 90 

4.3 Case Study  

 In order to study the effects of setting different a priori code and quasi-phase sigma 

ratio values on single frequency PPP solutions, five case scenarios with different ratios were 

formulated (see Table 4.1).  

 

Table 4.1: The a priori code and quasi-phase sigmas and their corresponding observations 

sigma ratios. 

 
A Priori Code 

Sigma 

A Priori Quasi-

Phase Sigma 
Sigma Ratio 

Case-1 4m 0.03m ≈ 1 : 100 

Case-2 4m 0.10m ≈  1 : 50 

Case-3 4m 0.30m ≈  1 : 10 

Case-4 4m 1m 1 : 4 

Case-5 4m - - 

 

 Case-1 ( ≈ 1 : 100) was devised from the standard nominal ratio widely used for dual 

frequency ionosphere-free un-differenced code and carrier phase observations. Case-2, Case-3 

and Case-4 were intermediate cases, while Case-5 was simply based on the classical L1 code-

based processing. The a priori code sigma value was set to 4m to “sufficiently” allow for 

tracking noise and multipath effects. Furthermore, the a priori code sigma value was also 

chosen from the fact that the code observations do contain residual ionospheric delays. The a 

priori quasi-phase sigma, on the other hand, was scaled according to the designated ratio.  

 

 Three ARGN stations located in Australia were used, and they were DARW, STR1 

and TOW2. Figure 4.1 shows the location of these stations. These stations were chosen 

because they represent the different latitudinal zones across Australia, i.e. low latitude and 

middle latitude regions. The characteristics of the latitudinal zones have been described in 

Section 3.3.2. DARW and TOW2 are located in the low latitude region, while STR1 is located 

in the middle latitude region. It should be noted that although the ARGN stations were 

equipped with dual frequency geodetic quality GPS receivers, only observations on L1 

frequency were used in the single frequency data processing since the single frequency 

processing was the main focus in this study. 
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Figure 4.1: The location of the three Australian ARGN stations. 

 

Three consecutive days were randomly selected for each year starting from 2001 to 

2006 and the GPS data sets for DARW, TOW2 and STR1 were downloaded online from the 

SOPAC database (SOPAC, 2008). All data sets used in this study were limited to the first 4 

hours of the day, starting from 14:00LT, i.e. 14:00LT to 18:00LT. It was assumed that the 

daily maximum ionospheric activities occur at around 14:00LT (Klobuchar, 1987), and the 

effects of the ionosphere is at its peak during that period. Table 4.2 outlines the data sets DOY 

for 2001 to 2006 that were used.  

 

Table 4.2: The DOY of the data sets that were used. 

Year DOY 

2001 336, 337, 338 

2002 274, 275, 276 

2003 359, 360, 361 

2004 153, 154, 155 

2005 149, 150, 151 

2006 183, 184, 185 

 

 The IGS Final orbit and satellite clock corrections downloaded from the IGS website 

(IGS, 2008) were used in the processing. The ionospheric errors affecting the code 

observations were corrected by using the IGS Final GIMs. The tropospheric ZPD was 

modelled using Hopfield model with default atmospheric parameters, and the tropospheric 

ZPD was mapped to a slant delay by using the Niell mapping function. A cut-off elevation 

angle of 15˚ was used to reduce the data susceptibility to multipath effects, while ensuring 
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that a minimum of four or more satellites were always visible. The observation interval of the 

collected data sets was 30 seconds, similar to the majority of IGS GPS data sets. 

 

The impacts of the different sigma ratios were evaluated based on the estimated point 

positioning solution accuracy and precision, as well as, the positioning convergence 

behaviour. The estimated solutions were basically compared to a set of known (reference) 

values. For all the studies and assessments carried out in this research, unless stated otherwise, 

the published ITRF coordinates obtained from the ITRF website (ITRF, 2008) were employed 

as reference points. All the ITRF coordinates that were used as reference coordinates have 

been brought forward to respective epochs, e.g. ITRF00 @ 03/07/2006 and ITRF00 @ 

04/12/2001. Thus, the estimated coordinates from the PPP solutions in ITRF were also 

brought forward to correspond with the respective epochs. It is important to note that the PPP 

solutions and reference ITRF coordinates were originally expressed in the ECEF Cartesian 

coordinates X, Y, and Z. However, changes in geographical coordinates, longitude (east), 

latitude (north) and height components are usually used to show meaningful relations between 

the components. Therefore, to ease interpretation of the results, the X, Y, and Z coordinates 

were transformed into east, north, and height components using the GRS 80 ellipsoid 

recommended by ITRF team (ITRF, 2008).  

 

4.4 Results and Discussion  

 Tables 4.3, 4.4 and 4.5 present the combined mean, RMS, and 95% Confidence 

Interval (C.I.) values for DARW, STR1 and TOW2 stations based on Case-1, Case-2, Case-3, 

Case-4, and Case-5 processing strategies, respectively. The mean values are computed based 

upon the average differences between the estimated positioning solutions with the known 

coordinates; while the RMS values are indications of the positioning solutions precision with 

regards to the known coordinates. The complete statistical analyses for each year starting 

from 2001 to 2006 for DARW, TOW2 and STR1 stations are presented in Tables attached in 

Appendix A. The numbers highlighted in pink denote the lowest values; while the numbers 

highlighted in green are the highest values. As expected, the accuracy of the positioning 

solutions at low latitude stations (DARW and TOW2) is generally lower than those of middle 

latitude (STR1).  The Case-2 processing strategy generally provides the lowest mean and 

RMS values. However, it is interesting to see that the average mean and RMS positioning 

errors are well under 1m of the known values, which indicate that the results are quite 

accurate and precise.  
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Table 4.3: The mean, RMS and 95% confidence interval at DARW using different a priori 

observations sigma ratios. 

DARW 

  Case-1 Case-2 Case-3 Case-4 Case-5 
East -0.23 -0.07 -0.18 -0.15 -0.15 

North 0.20 0.19 0.29 0.51 0.64 
Mean 
(m) 

Height -0.47 -0.15 0.01 0.20 0.60 
East 0.78 0.39 0.39 0.48 0.49 

North 0.51 0.35 0.51 0.88 1.07 RMS (m) 

Height 1.71 0.75 0.89 1.27 1.82 
East 1.53 0.76 0.77 0.95 1.03 

North 1.00 0.69 1.00 1.72 2.18 
95% C.I. 

(m) 
Height 3.36 1.46 1.75 2.49 3.57 

 

Table 4.4: The mean, RMS and 95% confidence interval at STR1 using different a priori 

observations sigma ratios. 

STR1 
  Case-1 Case-2 Case-3 Case-4 Case-5 

East -0.02 0.04 0.07 0.10 0.12 
North 0.18 0.13 0.18 0.24 0.29 

Mean 
(m) 

Height 0.13 0.06 0.06 -0.09 -0.17 
East 0.31 0.16 0.20 0.22 0.24 

North 0.45 0.26 0.33 0.50 0.62 RMS (m) 

Height 0.80 0.36 0.30 0.45 0.60 
East 0.61 0.31 0.38 0.44 0.47 

North 0.88 0.51 0.62 0.98 1.21 
95% C.I. 

(m) 
Height 1.56 0.70 0.57 0.89 1.18 

 

Table 4.5: The mean, RMS and 95% confidence interval at TOW2 using different a priori 

observations sigma ratios. 

TOW2 
  Case-1 Case-2 Case-3 Case-4 Case-5 

East -0.13 0.00 0.01 0.00 -0.02 
North 0.11 0.12 0.17 0.25 0.30 

Mean 
(m) 

Height -0.05 0.03 0.24 0.61 0.90 
East 0.47 0.27 0.31 0.34 0.36 

North 0.41 0.28 0.39 0.55 0.62 RMS (m) 

Height 0.78 0.46 0.53 0.88 1.39 
East 0.92 0.52 0.60 0.66 0.71 

North 0.81 0.54 0.76 1.08 1.22 
95% C.I. 

(m) 
Height 1.52 0.89 1.03 1.72 2.72 

Note: The numbers highlighted in pink denote the minimum value, while the numbers highlighted in 

green are the maximum values. 
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 Figures 4.2, 4.3 and 4.4 are the “graphical” version of the tabulated values in Tables 

4.3, 4.4, and 4.5. These bar charts show the average mean and RMS values at DARW, STR1 

and TOW2 stations based on all the data sets used for this study. The x-axis represents the 

east, north and height components, and the y-axis denotes the mean and RMS values in 

metres. The coloured bars represent the solutions based on different a priori observation 

sigma ratios. 
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Figure 4.2: The combined mean and RMS values for DARW station. 
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Figure 4.3: The combined mean and RMS values for STR1 station. 

 



 95 

TOW2
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Figure 4.4: The combined mean and RMS values for TOW2 station. 

 

From these analyses, it appears that different observations sigma ratios affect the 

accuracy and precision of the single frequency PPP solutions differently. Among the five 

sigma ratios tested, Case-2 ( ≈  1 : 50) has the lowest mean and RMS values, and is followed 

by Case-3 ( ≈  1 : 10) and then Case 4 (1 : 4). In comparison to the estimated solutions based 

on single frequency code observations (Case-5), Case-2 strategy provides approximately 50% 

to 60% improvement in the positioning precision. Thus, it can be said that the positioning 

results based on Case-2 processing strategy are the most accurate and precise. The solutions 

from the classical code-based processing generally have the highest mean and RMS values as 

only L1 code observations (no carrier phase measurements) were used in the data processing. 

This indicates that the solutions from Case-5 processing strategy are the least accurate and 

precise. However, in some cases, the solutions based on Case-1 ( ≈  1 : 100) have the highest 

mean and RMS values. 

 

 Figures 4.5, 4.6, and 4.7 show the east, north and height errors in metres as a function 

of local time in hours for DARW, STR1 and TOW2, respectively. These figures are divided 

into five rows and three columns. Each row shows the positioning errors based on the 

different cases, i.e., Case-1, Case-2, Case-3, Case-4, and Case-5; each column consists of 

graphs showing the errors of the east, north and height components. The different coloured 

lines denote the positioning results for the different DOY data sets. These figures are useful as 

they illustrate the positioning errors of the different solutions as a function of observation 

time. 
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� Case-2 ( ≈  1 : 50) 
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� Case-3 ( ≈  1 : 10) 
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� Case-4 (1 : 4) 
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� Case-5 (code solutions) 
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Figure 4.5: East, north and height positioning errors based on the Case-1, Case-2, Case-3, 

Case-4, and Case-5 processing strategies at DARW station. 
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STR1 

� Case-1 ( ≈ 1 : 100) 
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� Case-2 ( ≈  1 : 50) 
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� Case-3 ( ≈  1 : 10) 
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� Case-4 (1 : 4) 
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� Case-5 (code solutions) 
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Figure 4.6: East, north and height positioning errors based on the Case-1, Case-2, Case-3, 

Case-4, and Case-5 processing strategies at STR1 station. 
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TOW2 

� Case-1 ( ≈ 1 : 100) 
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� Case-2 ( ≈  1 : 50) 
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� Case-3 ( ≈  1 : 10) 
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� Case-4 (1 : 4) 
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� Case-5 (code solutions) 
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Figure 4.7: East, north and height positioning errors based on the Case-1, Case-2, Case-3, 

Case-4, and Case-5 processing strategies at TOW2 station. 
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 It can be seen from these figures that the point positioning errors from Case-4 and 

Case-5 show comparable positioning trends. The accuracy of the horizontal and height 

positions did not improve with more observations. Case-5 processing strategy was essentially 

based on code observations only, while Case-4 was based on a code and quasi-phase 

observations sigma ratio of 1:4. The relative weighting between the code observations and the 

quasi-phase observations in Case-4 was in fact insignificant, and hence, the code observations 

dominated the solutions. Consequently, the Case-4 positioning results did not appear to 

converge and it portrays some similarities with the L1 code-based solutions.  

 

 In contrast to Case-4 and Case-5, the positioning solutions from Case-1, Case-2 and 

Case-3 processing strategies converged. As more observations were collected and used in the 

data processing, the positioning errors decreased. Thus the estimated solutions became more 

accurate. It can be seen from Figures 4.5, 4.6 and 4.7 that Case-2 has the best overall 

performance and the Case-2 solutions converged quicker than the other cases tested. When an 

a priori code and quasi-phase sigma ratio of about 1:50 was used, the variability of the 

horizontal and height positioning errors was lower compared to observations sigma ratios of 

1:100 (Case-1), 1:10 (Case-3), 1:4 (Case-4), Case-5. It is also apparent that the single 

frequency PPP solutions convergence behaviour improved when Case-2 processing strategy 

was used. Although this pattern is consistent at the three GPS stations located in different 

zones of latitude, remarkable improvement can be seen at the height component at DARW 

station.  

 

 Figure 4.8 shows the average RMS values in metres based on all the data processed at 

DARW at specific observations time for Case-1, Case-2, Case-3, and Case-4 processing 

strategies. This figure is simply an example to demonstrate the behaviour of the positioning 

results for different observation lengths.  
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DARW - Case-3 (~1:10)
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DARW - Case-4 (1:4)
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Figure 4.8: Point positioning RMS values in metres as a function of observation time in hours 

at DARW based on Case-1, Case-2, Case-3, and Case-4 processing strategies. 

 

 The initial positioning solutions from Case-1 strategy have the highest variability 

(refer to Figures 4.5, 4.6, and 4.7). However, after 15 minutes observation period, the 

horizontal and height errors have RMS values of about 2m and 6m, respectively. Whereas, the 

horizontal and height errors based on the other cases have RMS values of approximately 1m 

and 3m, respectively. It can also be inferred from this figure that the Case-2 solution 

convergence time is the shortest. About half an hour to an hour are required for Case-2 

solutions to converge within a metre of the known values.  

 

 In the Case-1 processing strategy, the quasi-phase observations have a relatively 

smaller sigma value, or equivalently, higher weight than the quasi-phase observations in 

Case-2. Thus, the solutions in Case-1 are strongly influenced by the single frequency 

ionosphere-free combination. Since single frequency PPP is essentially based on float 

solutions, the ambiguity term in the quasi-phase equation needs more time for the solutions to 

“stabilise”, which then affects the convergence behaviour of the solutions. In addition, the 

float ambiguity before stabilisation may also limit the accuracy and precision of the initial 

portion of the PPP solutions. Consequently, the variability of the positioning errors is larger in 

Case-1 than in the other cases tested.  
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 In contrast to Case-1 processing strategy, the quasi-phase observations were given a 

relatively larger sigma value in Case-3 processing. This means that the Case-3 quasi-phase 

observations have lesser weight relatively to the quasi-phase observations in both Case-1 and 

Case-2. As a result, the code observations in Case-3 processing strategy have more influence 

on the estimation process. Therefore, in a relative sense, the initial estimations of the solutions 

in this study based on Case-3 processing strategy were not greatly affected by the ambiguities. 

Therefore, the estimated positions deviate minimally from the known coordinates.  

 

 Similarly in Case-4 processing strategy, the quasi-phase observations were given less 

weight in the adjustment model than the other processing strategies tested. The relative 

weighting between the code observations and the quasi-phase observations is considered 

insignificant. Thus, the Case-4 initial solutions do not appear to be affected by the float 

ambiguities, but instead, it closely followed the code-based solutions.  

 

 In order to illustrate the float ambiguities before and after stabilisation, the ambiguity 

values for each satellite at TOW2 on DOY359 2003 based on Case-1, Case-2 and Case-3 

sigma ratios are plotted in Figure 4.9 as a function of observation time. It can be seen from 

this figure that the initial phase ambiguities from Case-1 vary substantially when compared to 

Case-2 and Case-3 strategies. In a PPP solution, the float ambiguities are estimated as part of 

a least squares estimation process. Therefore, any large variations in the ambiguity values will 

affect the accuracy and precision of the other parameters.   
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Case-1, 1:100 (TOW23590.03o)
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Case-2, 1:50 (TOW23590.03o)
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Case-3, 1:10 (TOW23590.03o)
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Figure 4.9: Phase ambiguity for each satellite observed at TOW2 on DOY 359 2003 using 

Case-1, Case-2, and Case-3 sigma ratios. 
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4.4.1 Relationship between Observations Sigma Ratio and 

Ionospheric Activities 

Another point worth noting in this research is the relationship between the a priori 

single frequency PPP observations sigma ratio and the behaviour of the estimated solutions in 

different ionospheric conditions. Assuming that the ionosphere is the only variable considered 

and the local environment surrounding the GPS stations and the effects of the other GPS error 

sources from 2001 to 2006 remains unchanged, the relationship between the ionospheric 

activities and the observations sigma ratio can be established. The Sunspot Cycle 23 started in 

1996; it peaked in 2001 and weakened in 2006 (Hathaway, 2008). This means that the effects 

of the ionosphere were the strongest in 2000 to 2001, and the ionospheric effects weaken as 

the year progresses. In 2006, the ionospheric activities were at its minimum (refer to Section 

3.3.1).  

 

In this study, as the quasi-phase observations in Case-3 processing strategy were given 

lesser weight than those in Case-1, the solutions were mostly dominated by the code 

observations. It is known that the code observations do contain residual ionospheric delay as 

the IGS Final GIMs are only accurate to about 2-8 TECU  (see Table 2.1) (IGS, 2008). 

During the periods of high ionospheric activities, the residual ionospheric delay contained in 

the code observations is larger, which may lead to less accurate and precise point positioning 

solutions. Thus, single frequency point positioning using code observations, even after 

correcting for the ionospheric delay, is expected to provide less accurate and precise solutions 

typically during the periods of high ionospheric activity. To date, there are no single 

frequency ionospheric correction products yet to be developed, which could completely 

eliminate all the ionospheric effects on the code observations. 

 

However, when the code observations are combined with the carrier phase 

observations, single frequency code and carrier phase ionosphere-free combination can be 

formed to eliminate the effects of the ionosphere (refer to Section 3.3.3.4). In this research, 

the quasi-phase observations in Case-3 processing strategy were assigned relatively lesser 

weight in the adjustment model. As a result, the solutions from this processing strategy follow 

the less precise code observations and the estimated solutions are relatively inaccurate and 

imprecise. In fact, these results are the worst during the periods of high ionospheric activity 

(in 2001 and 2002).  

 



 104 

For data sets that were collected during low ionospheric activity (e.g. 2006), the 

positioning solutions from Case-3 processing strategy are in fact more accurate and precise 

than those in Case-1. Therefore, the degree of improvement using different a priori sigma 

values is highly dependent on the ionospheric activity. Case-2 processing strategy, which 

“fits” in between Case-1 and Case-3 is more robust and capable of providing (if not better) 

comparable point positioning solutions during both the periods of high and low ionospheric 

activities. By setting the a priori code and quasi-phase sigma ratio to 1:50, it possesses the 

strengths of Case-1 and Case-3 processing strategies, while it lacks the weaknesses of the two 

strategies. 

 

4.4.2 The Use of an Ionospheric Error Mitigation Method 

 The use of an ionospheric product, e.g. the GIMs, improves the accuracy of the code-

based single frequency point positioning (Le and Tiberius, 2006; Øvstedal et al., 2006). But 

when an ionospheric product is used in a single frequency code and quasi-phase combination 

to correct for the ionospheric delay, it impacts only on the initial part of the single frequency 

PPP solutions. After the phase ambiguities stabilise, the quasi-phase observations will 

dominate the solutions, and the code observations will only have marginal influence in single 

frequency PPP solutions (Kouba and Hèroux, 2001; Simsky, 2006). 

 

4.5   Summary  

 This Chapter has investigated the contributions of different a priori observations 

sigma ratios on the quality of the estimated PPP solutions. Five case scenarios were tested 

using GPS data collected at three ARGN stations and the results from all three stations 

showed similar trends. More importantly, if an appropriate observations sigma ratio is 

assigned in the adjustment model, the quality and performance of the single frequency PPP 

solutions will prevail over the classical code-based positioning solutions. 

 

 The contribution of different a priori code and quasi-phase sigmas is dependent on the 

ionospheric activities. During the periods of high ionospheric activities, more weight, or 

equivalently smaller sigma value should be applied to the quasi-phase observations. This is 

because the ionospheric errors affecting the code observations are not completely eliminated 

by the use of an ionospheric error mitigation product, while the ionospheric-free quasi-phase 

observations are free from the ionospheric effects. Alternatively, during the periods of low 
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ionospheric activity, the ionospheric errors affecting the code observations are relatively 

lower, and the code observations could provide considerably more accurate solutions after the 

aid of an ionospheric error mitigation product. On the other hand, the quasi-phase 

observations are subject to float ambiguities, which affect the solutions convergence time and 

the initial portion of the estimated solutions. Hence, smaller weight (or larger sigma value) 

should be used on the quasi-phase observations to reduce its impacts in the adjustment model.  

 

 Based on the results compiled from this study, a priori code and quasi-phase sigma 

ratio of 1:50 provided optimal performance in terms of single frequency PPP positioning 

accuracy, precision and convergence time despite the ionospheric conditions and the location 

of the GPS receivers. During the periods of high and low ionospheric activities, this ratio did 

not appear to have negative effects on the estimated solutions at the three ARGN stations. 

Therefore, it can be concluded that the a priori code and quasi-phase sigma ratio of 1:50 is the 

best ratio among all the ratios tested in this study. This sigma ratio could adequately reflect 

the “relative” weighting between the code and quasi-phase observations.  

 

 One of the major error sources in single frequency point positioning, after the switch-

off of SA, is the adverse effects caused by the propagation of satellite signals through the 

ionosphere. This limits the accuracy of the estimated single frequency point positioning 

solutions. In order to achieve the highest possible point positioning accuracy, effective 

ionospheric error mitigation methods are required to minimise the impacts of the ionospheric 

delay. Therefore, the next Chapter will describe the study undertaken as part of this research 

to evaluate the effectiveness of using different ionospheric error mitigation methods in single 

frequency point positioning.  
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CHAPTER 5  

 

Ionospheric Error Mitigation Strategies for 

Single Frequency Point Positioning 

 

 

5.1 Introduction 

The ionosphere is a critical source of error for GPS users who require high accuracy 

point positioning solutions, in particular single frequency receiver users. The resultant range 

error introduced by the ionosphere can vary from less than 1m to more than 100m depending 

on the time of the day, season, location of the receiver, and solar activity (Klobuchar, 1991). 

Thus, it is very important to understand the impacts of the ionospheric delay on single 

frequency positioning, and to find effective measures which can be applied to minimise the 

effects of the ionosphere error. 

 

Several ionospheric error mitigation strategies have been developed in order to assist 

single frequency GPS users to correct for the ionospheric delay (Bent et al., 1972; Chiu, 1975; 

Klobuchar, 1987; Anderson et al., 1989; Komjathy, 1997; Bilitza, 2001). One of the more 

effective ionospheric error mitigation methods used in single frequency GPS point positioning 

is the GIMs provided by the IGS (see Section 3.3.3.2 for detailed description of the GIMs). 

The accuracy of the GIMs highly depends on the distribution, density and homogeneity of the 

GPS stations used for modelling. The location of the tracking stations around the world is not 

evenly distributed. As the number of tracking stations located in the northern hemisphere is 

higher than the southern hemisphere, the accuracy of the GIMs in the southern hemisphere 

may be limited. Another weakness of the GIMs is the simple mathematical model used in 

describing the behaviour of the ionosphere. The parameters of the model are actually 

determined based on the fitting of global data using a least squares technique. As a 

consequence, the GIMs may not be able to adequately reflect the local characteristics of the 

ionosphere (Yuan et al., 2007; Zhang et al., 2008). It is recognised that local or RIMs based 
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on direct GPS data collected from a regional network of tracking stations could provide a 

better representation of the local ionospheric behaviour (Zolesi and Cander, 1998; Gao and 

Liu, 2002; Ping et al., 2002). 

 

This Chapter will describe in detail the case studies undertaken to assess the feasibility 

of applying the RIMs in single frequency point positioning to improve the estimated 

positioning solutions. The estimated solutions based on the RIMs will be compared with those 

of the Broadcast model and GIMs. These products will be evaluated using GPS data from the 

low and middle latitude regions and during the periods of high and low solar activities.  

 

5.2 Case Studies  

 The aim of this research is to evaluate the effectiveness of the high spatial and 

temporal resolution RIMs in single frequency point positioning, typically in single frequency 

PPP. Two case studies, Case Study 1 and Case Study 2, were formulated. Case Study 1 

examines the feasibility of using RIMs, Broadcast model and GIMs in both classical single 

frequency code-based point positioning and PPP. Case Study 2 investigates the contribution 

of using higher temporal (1-hour) RIMs. The numerical results and analyses will be presented 

accordingly.  

 

5.2.1 Case Study 1: Assessment of the Broadcast Model, GIMs and 

RIMs  

The focus of the Case Study 1 is to evaluate the performance of three ionospheric error 

mitigation methods used in both classical code-based single frequency point positioning and 

PPP. The performance evaluation of the ionospheric error mitigation methods was carried out 

based on the accuracy and precision of the estimated positioning solutions. As the magnitude 

of error induced by the ionosphere is different in periods of solar maximum and minimum, 

GPS data collected from both periods were used in the evaluation process. The tested 

ionospheric error mitigation methods were the Broadcast model, GIMs and RIMs. As noted in 

Chapter 2, single frequency point positioning can be separated into the classical single 

frequency code-based solutions and single frequency PPP using code and quasi-phase 

combination. Therefore, the analyses carried out in this research were divided into two 

strategies as follows, 
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• Strategy 1: Classical code-based single frequency point positioning 

 

• Strategy 2: Single frequency PPP using code and quasi-phase combination 

 

Strategy 1 was included primarily to illustrate the quality of the estimated point positioning 

solutions based on the classical code-based single frequency point positioning using various 

ionospheric error mitigation methods. Readers should note that the emphasis of this research 

is on Strategy 2, that is, the feasibility of these ionospheric error mitigation methods, 

especially the RIMs in single frequency PPP. Each of the processing strategies was carried out 

using identical software configurations and settings, as well as the same set of GPS data and 

observation time span. The only difference between the two strategies was that the carrier 

phase measurements were used in Strategy 2 data processing in addition to code 

measurements. 

 

 In order to investigate the ionospheric effects on single frequency point positioning in 

Australia, the location of the GPS stations used in this study were strategically selected. The 

effects of the ionosphere on GPS observations strongly depend on the location of the receivers 

in different latitudinal zones. Observation data from five ARGN stations were strategically 

selected based on the location of the stations. The selected stations were DARW, TOW2, 

ALIC, STR1, and HOB2. The geographic location of these stations is shown and described in 

Figure 5.1 and Table 5.1.  
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Figure 5.1: The five ARGN stations used in this study. 

 

Table 5.1: The approximate latitude and zone of the five ARGN stations. 

Station Approx. Latitude Latitude Region 

DARW -12˚ 51’ Low Latitude 

TOW2 -19˚ 16’ Low Latitude 

ALIC -23˚ 40’ Low Latitude 

STR1 -35˚ 19’ Middle Latitude 

HOB2 -42˚ 48’ Middle Latitude 

 

One of the objectives of this analysis is to test the performance of the Australia-wide 

RIMs during the periods of high and low ionospheric activities, i.e. solar maximum and 

minimum periods. Taking into account the rapid development of the ARGN stations across 

the Australian continent in the early 2000s, the year 2001 was selected as the period of solar 

maximum. For the period of solar minimum, the year 2006 was selected. Since the variations 

of TEC values are higher during the summer months than winter months in the southern 

hemisphere, GPS observation data from DOY 336 to 341 2001 were used to represent the 

solar maximum periods as the data were collected during the summer. For the solar minimum 

periods, data from DOY 183 to 188 2006 were selected as they were days during the winter 

months. Table 5.2 tabulates the data that are (and are not) used (or available) for this study, 

and Figure 5.2 denotes the daily sunspot numbers in 2001 and 2006 (SIDC, 2008). The daily 

sunspot number for DOY 336 to 341 2001 range between 49 and 62, whilst the daily sunspot 

number range between 17 and 20 for DOY 183 to 188 2006. 
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Table 5.2: GPS observation data that were and were not used in this study. 

YEAR 2001 2006 

DOY 336 337 338 339 340 341 183 184 185 186 187 188 

DARW Y Y Y Y Y N Y Y Y Y Y Y 

TOW2 Y Y Y Y Y Y Y Y Y Y Y Y 

ALIC NA N NA N Y Y Y Y Y Y Y Y 

STR1 Y Y Y Y Y Y Y Y Y Y Y Y 

HOB2 Y Y Y Y Y Y Y Y Y Y Y Y 

Legends: Y-Data was used; N-Data was not used (e.g. data was incomplete); NA-Data 

was not available. 
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         Figure 5.2: The daily sunspot number for 2001 and 2006 (SIDC, 2008). 

 

24 hour data sets with 30 seconds observation interval for the five stations were 

downloaded from the SOPAC database (SOPAC, 2008). All data sets used in this experiment 

were windowed into a 12-hour observation period, starting from 14:00LT. A 15˚ elevation 

cut-off angle was applied to reduce the data susceptibility to multipath. The tropospheric ZPD 

was modelled and mapped using Hopfield model with default atmospheric parameters, and 

the Niell mapping function, respectively. The a priori observations sigma ratio was set to 

about 1:50 with a code and quasi-phase sigma value of 4m and 0.1m, respectively. The IGS 

Final satellite orbit and clock corrections were used to constrain the satellite orbit and clock 

errors.  
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In this study, the performance of the Australia-wide RIMs was compared with the “no 

ionospheric corrections”, Broadcast model, and the GIMs. The ionospheric coefficients 

applied in the Broadcast model were obtained from the daily “auto” navigation file from 

SOPAC (SOPAC, 2008) as most of the ARGN stations did not store the daily navigation file. 

The “auto” file is simply a global broadcast navigation message containing all broadcast 

navigation messages for the 24-hour period generated using several navigation files (SOPAC, 

2008). The IGS Final and Rapid GIMs used for the 2006 data processing were obtained from 

IGS website (IGS, 2008). However, for 2001 data processing, the CODE GIMs were used 

instead (CODE, 2007). This is because the IGS has only started producing the combined 

GIMs since 2003. Therefore, the GIMs produced from CODE were used to correct for the 

ionospheric effects. 

 

Although the ARGN stations were equipped with dual frequency geodetic quality GPS 

receivers, only observations on L1 frequency were used for the single frequency data 

processing. Nonetheless, the data were also post-processed using dual frequency PPP and the 

results were presented in Strategy 2 along with the single frequency PPP solutions. The dual 

frequency PPP results were included for the purpose of comparison, as well as to demonstrate 

the accuracy of dual frequency PPP using the “Traditional model” described in Section 2.6.1.  

 

5.2.1.1  Strategy 1: Single Frequency Code-Based Solutions 

 This section reports on the quality of the estimated point positioning solutions based 

on single frequency code-based processing using various ionospheric models and products. 

Four processing strategies, namely “no ionospheric corrections”, Broadcast model, GIMs and 

RIMs were carried out. The “no ionospheric corrections” strategy was performed to emulate 

the accuracy of the estimated point positioning if no ionospheric corrections were applied. 

The results were separated and presented into two parts: solar maximum and solar minimum 

periods.  

 

DOY 336 to 341 2001 (solar maximum) 

Table 5.3 shows the combined mean and RMS values for DARW, TOW2, ALIC, 

STR1 and HOB2 stations based on the L1 code-only solutions for DOY 336 to 341 2001. The 

computed mean shows the average point positioning errors based on all the data used in this 

study. The RMS value indicates the dispersion of the estimated positioning solutions from the 
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known coordinates. From Table 5.3, one can see that the effects of the ionosphere during the 

periods of solar maximum, if left unaccounted for, are detrimental on the estimated point 

positioning solutions. The positioning errors are worse on the height component for GPS 

stations located in the low latitude region. The minimum and maximum RMS values for the 

horizontal position, if no ionospheric corrections were applied, are 1.44m and 5.72m, 

respectively. While, the minimum and maximum RMS values for the height component are 

10.68m and 20.96m, respectively. As expected, DARW station which is located in the low 

latitude region portrays the largest positioning error, whilst HOB2 station that is located in the 

middle latitude region shows the smallest point positioning error.   

 

Table 5.3: The statistical results for DARW, TOW2, ALIC, STR1 and HOB2 stations using 

single frequency code observations from DOY 336 to 341 2001 (solar maximum). 

2001 

Mean (m) RMS (m) 
Methods 

East North Height East North Height 

DARW       
1. No Ionospheric correction -1.12 5.47 -20.81 1.30 5.57 20.96 
2. Broadcast Model -0.84 4.97 -2.08 1.09 5.06 2.96 
3. CODE GIMs -0.58 1.36 0.61 0.83 1.70 2.32 
4. RIMs 0.11 1.99 -1.25 0.50 2.08 1.66 
TOW2       
1. No Ionospheric correction 0.58 3.51 -17.31 0.65 3.62 17.44 
2. Broadcast Model 0.19 3.27 1.06 0.38 3.40 2.09 
3. CODE GIMs 0.35 -0.31 1.99 0.49 0.52 2.10 
4. RIMs 0.31 0.25 0.98 0.57 0.75 1.15 
ALIC       
1. No Ionospheric correction -0.76 4.48 -14.56 0.82 4.61 14.64 
2. Broadcast Model -0.73 4.15 2.62 0.77 4.25 2.72 
3. CODE GIMs -0.62 1.02 1.75 0.64 1.04 1.77 
4. RIMs -0.60 1.06 1.03 0.66 1.12 1.26 
STR1       
1. No Ionospheric correction 0.79 1.91 -12.01 0.80 1.97 12.06 
2. Broadcast Model 0.67 2.28 3.06 0.68 2.35 3.11 
3. CODE GIMs 0.37 0.44 -0.09 0.41 0.58 0.72 
4. RIMs 0.36 0.62 -0.71 0.42 0.64 1.11 
HOB2       
1. No Ionospheric correction 0.78 1.13 -10.63 0.79 1.20 10.68 
2. Broadcast Model 0.68 1.51 2.67 0.69 1.60 2.77 
3. CODE GIMs 0.41 0.10 -0.20 0.43 0.29 0.71 
4. RIMs 0.37 0.40 -0.83 0.40 0.52 1.08 

 

 In this study, the benefits of using the Broadcast model are apparent in the height 

component. In comparison to the “no ionospheric corrections”, the Broadcast model could 

almost correct for 90% of the height error, which is quite remarkable. However, there is only 

a marginal improvement in the horizontal component between no ionospheric corrections 

applied and using the Broadcast model.  
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 As anticipated, the quality of the estimated solutions based on the GIMs is superior to 

the Broadcast model. Significant improvement can be seen on the estimated point positioning 

solutions when the GIMs were used. On the other hand, the developed Australia-wide RIMs 

are able to provide more precise height solutions at low latitude GPS stations. The biggest 

improvement is seen at TOW2, whereby a RMS difference of 0.95m between the GIMs and 

RIMs can be observed. That is, the height RMS at TOW2 based on the RIMs improves by a 

magnitude of two. For the middle latitude stations, the GIMs provide the best horizontal and 

height solutions for single frequency code-based processing.  

 

DOY 183 to 188 2006 (solar minimum) 

 Table 5.4 shows the combined mean and RMS values for the five ARGN stations 

using data collected from DOY 183 to 188 2006.  

 

Table 5.4: The statistical results for DARW, TOW2, ALIC, STR1 and HOB2 stations using 

single frequency code observations from DOY 183 to 188 2006 (solar minimum). 

2006 

Mean (m) RMS (m) 
Methods 

East North Height East North Height 

DARW       
1. No Ionospheric correction 0.95 0.74 -3.48 0.98 0.81 3.84 
2. Broadcast Model -0.02 1.06 1.52 0.19 1.07 1.56 
3. IGS Rapid GIMs 0.08 0.09 1.71 0.19 0.18 1.72 
4. IGS Final GIMs 0.10 0.10 1.78 0.19 0.18 1.78 
5. RIMs 0.14 0.28 1.08 0.20 0.31 1.11 
TOW2       
1. No Ionospheric correction 0.78 0.56 -1.77 0.85 0.67 2.03 
2. Broadcast Model -0.08 0.56 1.44 0.12 0.57 1.46 
3. IGS Rapid GIMs -0.05 0.18 1.21 0.10 0.19 1.22 
4. IGS Final GIMs -0.06 0.17 1.26 0.11 0.19 1.27 
5. RIMs -0.11 0.48 0.57 0.15 0.49 0.60 
ALIC       
1. No Ionospheric correction 0.76 0.48 -2.62 0.78 0.74 2.99 
2. Broadcast Model 0.05 0.85 1.72 0.16 0.85 1.74 
3. IGS Rapid GIMs 0.09 0.60 1.13 0.16 0.60 1.14 
4. IGS Final GIMs 0.08 0.45 1.17 0.15 0.54 1.18 
5. RIMs 0.07 0.84 0.84 0.17 0.84 0.87 
STR1       
1. No Ionospheric correction 0.65 1.25 -2.03 0.84 1.54 2.38 
2. Broadcast Model 0.12 0.92 0.53 0.15 0.94 0.64 
3. IGS Rapid GIMs 0.08 0.53 -0.04 0.10 0.54 0.15 
4. IGS Final GIMs 0.06 0.51 -0.04 0.09 0.52 0.16 
5. RIMs 0.03 0.64 0.02 0.09 0.66 0.21 
HOB2       
1. No Ionospheric correction 0.46 0.86 -1.35 0.51 1.03 1.65 
2. Broadcast Model 0.08 0.80 0.80 0.11 0.81 0.92 
3. IGS Rapid GIMs 0.11 0.37 -0.16 0.12 0.37 0.24 
4. IGS Final GIMs 0.11 0.41 -0.17 0.12 0.41 0.26 
5. RIMs 0.11 0.59 0.05 0.14 0.59 0.28 
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 The benefits of using the Australia-wide RIMs are apparent in the low latitude 

stations. This discovery is identical to the finding for the periods of solar maximum. The 

RIMs generally provide more precise height solutions than the GIMs. For example, an 

average height RMS value of 1.22m is obtained when using the IGS GIMs at TOW2. When 

the Australia-wide RIMs were used instead, the height RMS value decreases to 0.6m. This 

shows an improvement in the height estimations. However, for middle latitude stations, the 

GIMs are able to provide more precise horizontal and height solutions.  

 

 Based on the results tabulated in Tables 5.3 and 5.4, the Australia-wide RIMs have 

positive impacts on height estimations using single frequency code-based processing. The 

positive contribution is apparent at stations located in the low latitude region. Half a metre to 

a metre level improvement in the height estimation is achieved when using the Australia-wide 

RIMs instead of the GIMs. As for the horizontal component, the positioning solutions based 

on GIMs are slightly better. On the other hand, minimal or no improvement on both 

horizontal and height components is observed at the middle latitude stations. In fact, the 

quality of the estimated horizontal component using the RIMs is not comparable to those of 

GIMs. This could be attributed to the mathematical model, as well as the density and 

distribution of GPS stations used in modelling the regional characteristic of the ionosphere.  

 

 As a summary, single frequency code-based point positioning users should, instead of 

not correcting for the ionospheric errors at all, apply the Broadcast model to achieve better 

quality point positioning solutions in real-time. For post-processed applications, users could 

take advantage of the GIMs to obtain more accurate and precise positioning solutions. The 

benefit of using the RIMs is only apparent for height estimations at low latitude stations. 

Thus, the feasibility of using the RIMs (instead of GIMs) for single frequency code-based 

point positioning is inconclusive.  
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5.2.1.2  Strategy 2: Single Frequency Code and Quasi-Phase Solutions 

 Strategy 2 presents the evaluation of various ionospheric models and products using 

single frequency PPP. Similar to Strategy 1, the results are presented in two parts: the solar 

maximum and solar minimum periods. 

 

DOY 336 to 341 2006 (solar maximum) 

The combined mean and RMS values using data collected from DOY 336 to 341 2001 

are presented in Table 5.5. A number of key points could be interpreted from the numerical 

values tabulated in the table. 

 

Table 5.5: The statistical results for DARW, TOW2, ALIC, STR1 and HOB2 stations using 

single frequency code and carrier phase observations from DOY 336 to 341 2001 (solar 

maximum). 

2001 

Mean (m) RMS (m) 
Methods 

East North Height East North Height 

DARW       
1. No Ionospheric correction 0.38 0.55 -1.72 1.01 1.05 3.93 
2. Broadcast Model -0.04 0.49 -0.64 0.41 0.94 0.96 
3. CODE GIMs -0.17 0.24 -0.45 0.40 0.35 0.78 
4. RIMs 0.06 0.31 -0.57 0.33 0.52 0.73 
5. Dual Frequency PPP 0.03 0.03 -0.51 0.21 0.21 0.54 
TOW2       
1. No Ionospheric correction 0.32 0.13 -0.95 0.38 0.39 2.54 
2. Broadcast Model 0.04 0.31 0.07 0.27 0.71 0.49 
3. CODE GIMs 0.05 0.09 0.01 0.21 0.15 0.28 
4. RIMs -0.01 0.11 -0.06 0.21 0.17 0.23 
5. Dual Frequency PPP -0.01 0.07 -0.23 0.11 0.11 0.28 
ALIC       
1. No Ionospheric correction -0.37 0.45 -1.34 0.62 0.86 2.75 
2. Broadcast Model -0.45 0.49 -0.32 0.59 0.97 1.33 
3. CODE GIMs -0.18 0.46 -0.33 0.32 0.50 0.58 
4. RIMs -0.31 0.24 -0.38 0.45 0.38 0.58 
5. Dual Frequency PPP -0.06 0.10 -0.53 0.16 0.13 0.55 
STR1       
1. No Ionospheric correction 0.22 0.25 -0.28 0.32 0.62 1.47 
2. Broadcast Model 0.12 0.33 0.29 0.34 0.64 0.54 
3. CODE GIMs 0.03 0.14 0.05 0.19 0.22 0.23 
4. RIMs 0.07 0.14 0.02 0.20 0.22 0.34 
5. Dual Frequency PPP 0.03 0.10 0.07 0.13 0.13 0.20 
HOB2       
1. No Ionospheric correction 0.22 0.13 -0.23 0.30 0.39 1.53 
2. Broadcast Model 0.14 0.24 0.30 0.30 0.57 0.38 
3. CODE GIMs 0.09 0.05 0.16 0.20 0.08 0.26 
4. RIMs 0.13 0.08 0.14 0.23 0.17 0.34 
5. Dual Frequency PPP 0.05 0.10 0.13 0.17 0.13 0.22 
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It is interesting to note that the estimated point positioning errors using single 

frequency PPP are smaller than the classical code-based solutions.  In comparison to the 

solutions with “no ionospheric corrections”, the level of improvement provided by the 

Broadcast model in single frequency PPP is not as remarkable as those based on the code-only 

solutions. Nonetheless, the use of the Broadcast model could still help to improve the quality 

of the height estimations in single frequency PPP.  

 

During the solar maximum periods, the numerical results using the GIMs has smaller 

mean and RMS values than the Broadcast model. This indicates that the GIMs solutions are 

more accurate than those of the Broadcast model. This is true especially for the horizontal 

positioning component. In comparison to the Australia-wide RIMs, the GIMs also provide 

more accurate and precise point positioning estimations for users who are in the middle 

latitude region. However, for low latitude stations, the Australia-wide RIMs provide more 

precise height estimations, which resembles the findings from the single frequency code-

based solutions. 

 

Dual frequency PPP has the best overall performance apart from the height results for 

DARW and ALIC. According to Gao and Shen (2002), the tropospheric error should be 

estimated in dual frequency PPP as an unknown parameter in order to reduce the influence of 

the tropospheric error. This could help provide higher accuracy and precision point 

positioning estimates, in particular the height solutions. However, the tropospheric delay was 

modelled (instead of estimated) in this study to ensure consistency with the single frequency 

processing settings.  

 

The positioning errors for each ARGN station tested in this study based on the 

different ionospheric correction products are plotted and attached in Appendix B. The graphs 

show the positioning errors versus local time at the respective GPS station. The differences 

between the known coordinates obtained from the ITRF website with the software computed 

coordinates are the positioning errors. The intention of these plots is to demonstrate the 

accuracy of the computed solutions as a function of observation time, and also the 

convergence behaviour of the positioning solutions using the GIMs and RIMs. Due to the 

amount of data being processed, the solutions from two stations, i.e. DARW and STR1 are 

used as examples for the purpose of this discussion. 

 



 117 

Figure 5.3 presents the positioning errors at DARW station during DOY 336 to 340 

2001. The x-axis shows the observation time in hours, starting from 14:00LT to 02:00LT; the 

y-axis shows the horizontal (2D) position errors and height position errors in metres. The 

horizontal component values are calculated based on the following equation, 

 

N²  E²ErrorPosition  2D ∆+∆=   (5.1) 

 

where ∆E and ∆N were the differences between the known and computed Easting and 

Northing. The height errors are presented as positive values to show the magnitude and the 

convergence feature of the errors. 
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Figure 5.3: The positioning errors at DARW from DOY 336 to 341 2001 using single 

frequency code and carrier phase observations. 

 

 The plotted horizontal positioning errors for DOY337 2001 are unusual when 

compared to the other DOY data sets. Snapshots of the GIMs and RIMs at a specified time 

frame are plotted and compared in Figure 5.4. It can be seen from these snapshots that the 

GIMs have a smoother representation of the ionosphere. This is apparent in the 07:00UTC 

and 09:00UTC (16:30LT and 18:30LT at Darwin) snapshots, whereby differences of about 40 

TECU to 60 TECU are noticeable at the northwest corner of the Australian continent. These 
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variations are in fact quite significant, which may have contributed to the large horizontal 

positioning errors in the DOY 337 2001 solutions. 
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Figure 5.4: Snapshots of the GIMs and RIMs on DOY337 2001 at 05:00UTC, 07:00UTC, 

09:00UTC, and 11:00UTC (05:00UTC is approximately 14:30LT at Darwin). 
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 Figure 5.5 depicts the point positioning errors for STR1 station from DOY 336 to 341 

2001. It is unclear from this figure if the higher resolution RIMs could help improve the single 

frequency PPP convergence time. However, it can be seen from Figures 5.3 and 5.5 that 

longer convergence time is required for single frequency PPP solutions in the low latitude 

region to converge during solar maximum periods. 
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Figure 5.5: The positioning errors at STR1 from DOY 336 to 341 2001 using single 

frequency code and carrier phase observations. 

 

DOY 183 to 188 2006 (solar minimum) 

The combined mean and RMS values using data collected on DOY 183 to 188 2006 

are presented in Table 5.6. As expected, the use of a Broadcast model will provide more 

accurate and precise point positioning solutions than those of no ionospheric corrections. 

However, it is worthwhile to point out that the combined mean and RMS values based on 

single frequency PPP with no ionospheric corrections applied during this period are well 

within 0.7m of the known values. This is attributed to the fact that the implemented single 

frequency PPP processing is based on the code and quasi-phase combination, which 

eliminates the ionospheric effects without the aid of an independent ionospheric error 

mitigation product or model.  
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Table 5.6: The statistical results for DARW, TOW2, ALIC, STR1 and HOB2 stations using 

single frequency code and carrier phase observations from DOY 183 to 188 2006 (solar 

minimum). 

2006 

Mean (m) RMS (m) 
Methods 

East North Height East North Height 

DARW       
1. No Ionospheric correction 0.12 0.06 0.00 0.24 0.10 0.62 
2. Broadcast Model 0.00 0.09 0.16 0.13 0.15 0.32 
3. IGS Rapid GIMs -0.01 0.06 0.14 0.13 0.09 0.31 
4. IGS Final GIMs 0.00 0.06 0.14 0.13 0.09 0.31 
5. RIMs 0.00 0.07 0.13 0.13 0.10 0.28 
6. Dual Frequency PPP 0.01 0.05 0.07 0.06 0.08 0.13 
TOW2       
1. No Ionospheric correction 0.02 -0.19 -0.06 0.29 0.24 0.36 
2. Broadcast Model -0.14 -0.17 0.08 0.16 0.22 0.27 
3. IGS Rapid GIMs -0.13 -0.19 0.05 0.15 0.22 0.23 
4. IGS Final GIMs -0.13 -0.19 0.05 0.15 0.22 0.23 
5. RIMs -0.14 -0.19 0.04 0.17 0.22 0.24 
6. Dual Frequency PPP -0.13 -0.20 -0.01 0.15 0.21 0.12 
ALIC       
1. No Ionospheric correction 0.15 0.05 0.15 0.26 0.11 0.53 
2. Broadcast Model 0.01 0.10 0.33 0.12 0.16 0.52 
3. IGS Rapid GIMs 0.02 0.09 0.31 0.11 0.14 0.49 
4. IGS Final GIMs 0.02 0.08 0.31 0.11 0.14 0.49 
5. RIMs 0.02 0.09 0.31 0.10 0.16 0.48 
6. Dual Frequency PPP 0.00 0.07 0.25 0.08 0.08 0.29 
STR1       
1. No Ionospheric correction 0.17 0.12 0.18 0.35 0.36 0.31 
2. Broadcast Model -0.02 0.10 0.17 0.09 0.16 0.21 
3. IGS Rapid GIMs -0.01 0.08 0.15 0.05 0.12 0.17 
4. IGS Final GIMs -0.01 0.08 0.15 0.06 0.11 0.17 
5. RIMs -0.02 0.08 0.15 0.07 0.11 0.18 
6. Dual Frequency PPP -0.02 0.08 0.11 0.07 0.11 0.13 
HOB2       
1. No Ionospheric correction 0.13 0.10 0.18 0.16 0.27 0.41 
2. Broadcast Model 0.02 0.09 0.22 0.13 0.15 0.44 
3. IGS Rapid GIMs 0.03 0.07 0.18 0.10 0.12 0.38 
4. IGS Final GIMs 0.03 0.07 0.18 0.10 0.12 0.39 
5. RIMs 0.02 0.08 0.19 0.11 0.14 0.39 
6. Dual Frequency PPP -0.02 0.09 0.14 0.08 0.12 0.20 

 

 Additionally, the accuracy and precision of the estimated single frequency PPP 

solutions using the Broadcast model are quite similar (cm level) to that of the GIMs during 

the periods of solar minimum. The use of an ionospheric error mitigation method in single 

frequency PPP only helps to improve the accuracy of the initial code processing. This may 

explain the similarity in the performance between the GIMs and RIMs during the periods of 

low ionospheric activities. Once the float ambiguities on the phase observations stabilise, the 

single frequency PPP solutions will follow the more precise quasi-phase observations and the 

code observations will only have marginal influence on the overall solutions (Kouba and 

Hèroux, 2001). This is an interesting relationship because it provides an opportunity for real-
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time single frequency PPP using the Broadcast model especially during ionospheric quiet 

days.  

 

 In order to illustrate the convergence behaviour of the single frequency PPP solutions 

during the solar minimum periods, the estimated point positioning errors obtained from 

DARW and STR1 are plotted as a function of observation time in Figures 5.6 and 5.7. Once 

again, it can be seen from these plots that both GIMs and RIMs have similar impacts on the 

single frequency PPP convergence time and the positioning accuracy. The Australia-wide 

RIMs did not enhance the positioning convergence time, nor did the GIMs. Nevertheless, it 

should be noted that, based on the statistical results provided, the RIMs could provide more 

precise and potentially more accurate point positioning solutions to users in the low latitude 

regions, especially during the periods of solar maximum.  
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Figure 5.6: The positioning errors at DARW from DOY 183 to 188 2006 using single 

frequency code and carrier phase observations. 
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 2D Height 
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Figure 5.7: The positioning errors at STR1 from DOY 183 to 188 2006 using single 

frequency code and carrier phase observations. 

 

 As a summary, the RIMs are capable of providing better height estimation than the 

GIMs for GPS stations that are located in the low latitude regions. However, the level of 

improvement is more prominent in the classical single frequency code-only solutions and 

during the periods of solar maximum. For the horizontal component, the GIMs are able to 

provide more accurate point positioning estimations and there is no distinctive preference 

between the IGS Rapid and Final GIMs. In addition, the use of the higher spatial resolution 

RIMs appears to have minimal influence in speeding up the single frequency PPP 

convergence time. Therefore, it can be concluded that the use of the RIMs and GIMs in single 

frequency PPP provide comparable point positioning solutions.  

 

  The single frequency PPP solutions based on the GIMs and RIMs are slightly more 

accurate and precise than that of the Broadcast model. Generally, the GIMs and RIMs could 

better compensate for the ionospheric effects than the Broadcast model. However, during the 

absence of the more accurate ionospheric error mitigation products, the Broadcast model is 

recommended to be used in order to enhance the accuracy of the single frequency point 

positioning.  
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5.2.2 Case Study 2: High Temporal Resolution RIMs 

 The objective of the Case Study 2 is to examine the impacts of higher temporal 

resolution Australia-wide RIMs on single frequency point positioning. Daily 1-hour interval 

RIMs were created, in addition to the 2-hour interval RIMs, for DOY 336 to 341 2001 and 

DOY 183 to 188 2006. Identical software settings and products described in Case Study 1 

were applied. The following section reports on the numerical results and statistical analyses 

undertaken in this study. Comparison between the positioning errors based on the 1-hour 

RIMs and the nominal 2-hour interval RIMs and GIMs from Case Study 2 will also be made.  

 

5.2.2.1  Strategy 1: Single Frequency Code-Based Solutions 

DOY 336 to 341 2001 (solar maximum) 

Table 5.7 outlines the combined mean and RMS values for the classical code-based 

single frequency point positioning errors using 2-hour interval GIMs and RIMs, as well as 1-

hour interval RIMs for the five ARGN stations tested. The numerical values in this table are 

based on data collected during the solar maximum periods, DOY 336 to 341 2001.  

 

DOY 183 to 188 2006 (solar minimum) 

 Table 5.8 presents the combined mean and RMS values for the two 2-hour GIMs, 

RIMs and the 1-hour interval RIMs using single frequency code observations collected from 

DOY 183 to 188 2006.  
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Table 5.7: The statistical results of the point positioning errors based on single frequency 

code observations using two hour interval GIMs, RIMs and one hour interval RIMs for DOY 

336 to 341 2001 (solar maximum). 

2001 

Mean (m) RMS (m) 
Methods 

East North Height East North Height 

DARW       
1. CODE GIMs -0.58 1.36 0.61 0.83 1.70 2.32 
2. RIMs 0.11 1.99 -1.25 0.50 2.08 1.66 
3. RIMs (1hr) -0.05 1.48 -0.53 0.46 1.57 1.25 
TOW2       
1. CODE GIMs 0.35 -0.31 1.99 0.49 0.52 2.10 
2. RIMs 0.31 0.25 0.98 0.57 0.75 1.15 
3. RIMs (1hr) 0.38 0.44 0.53 0.65 0.66 0.86 
ALIC       
1. CODE GIMs -0.62 1.02 1.75 0.64 1.04 1.77 
2. RIMs -0.60 1.06 1.03 0.66 1.12 1.26 
3. RIMs (1hr) -0.82 0.65 0.37 0.84 0.75 1.76 
STR1       
1. CODE GIMs 0.37 0.44 -0.09 0.41 0.58 0.72 
2. RIMs 0.36 0.62 -0.71 0.42 0.64 1.11 
3. RIMs (1hr) 0.38 0.50 -0.71 0.45 0.54 0.96 
HOB2       
1. CODE GIMs 0.41 0.10 -0.20 0.43 0.29 0.71 
2. RIMs 0.37 0.40 -0.83 0.40 0.52 1.08 
3. RIMs (1hr) 0.44 0.30 -0.81 0.47 0.45 1.00 

 

 

Table 5.8: The statistical results of the point positioning errors based on single frequency 

code observations using two hour interval GIMs, RIMs and one hour interval RIMs for DOY 

183 to 188 2006 (solar minimum). 

2006 

Mean (m) RMS (m) 
Methods 

East North Height East North Height 

DARW       
1. IGS Rapid GIMs 0.08 0.09 1.71 0.19 0.18 1.72 
2. RIMs 0.14 0.28 1.08 0.20 0.31 1.11 
3. RIMs (1hr) 0.10 0.18 0.72 0.17 0.25 0.73 
TOW2       
1. IGS Rapid GIMs -0.05 0.18 1.21 0.10 0.19 1.22 
2. RIMs -0.11 0.48 0.57 0.15 0.49 0.60 
3. RIMs (1hr) -0.16 0.38 0.48 0.18 0.39 0.52 
ALIC       
1. IGS Rapid GIMs 0.09 0.60 1.13 0.16 0.60 1.14 
2. RIMs 0.07 0.84 0.84 0.17 0.84 0.87 
3. RIMs (1hr) 0.10 0.81 0.42 0.18 0.81 0.45 
STR1       
1. IGS Rapid GIMs 0.08 0.53 -0.04 0.10 0.54 0.15 
2. RIMs 0.03 0.64 0.02 0.09 0.66 0.21 
3. RIMs (1hr) 0.10 0.58 -0.03 0.12 0.59 0.21 
HOB2       
1. IGS Rapid GIMs 0.11 0.37 -0.16 0.12 0.37 0.24 
2. RIMs 0.11 0.59 0.05 0.14 0.59 0.28 
3. RIMs (1hr) 0.08 0.49 -0.04 0.12 0.50 0.27 
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There are some similarities between the numerical results tabulated in Tables 5.7 and 

5.8. The mean and RMS values for the height component using the 1-hour interval RIMs are 

the lowest at DARW, TOW2 and ALIC stations. This is true for both solar maximum and 

minimum periods. In comparison to the GIMs, a remarkable improvement (47%) in height 

estimation is achieved when higher temporal resolution RIMs were used. However, the 

horizontal component estimations do not seem to benefit from the higher temporal resolution 

ionospheric maps. The GIMs still provide the best point positioning solutions for the middle 

latitude stations. Nonetheless, the higher temporal resolution RIMs will generally provide 

better positioning solutions than the standard 2-hour sampling interval RIMs.  

 

5.2.2.2  Strategy 2: Single Frequency Code and Quasi-Phase Solutions 

DOY 336 to 341 2006 (solar maximum) 

 This section presents the statistical analysis based on single frequency PPP code and 

quasi-phase combination solutions using the 2-hour GIMs and RIMs, as well as the 1-hour 

interval RIMs. The combined mean and RMS values for data collected from DOY 336 to 341 

2001 are tabulated in Table 5.9.  

 

 It can be inferred from this table that the level of improvement provided by the higher 

resolution RIMs to single frequency PPP solutions is not as significant as those using code-

based processing. The positioning solutions at DARW station, which is located in the low 

latitude region, benefited the most from the high temporal resolution RIMs. In order to 

illustrate the convergence behaviour of the single frequency PPP solutions using the higher 

temporal resolution RIMs, the horizontal and height errors for DARW station are plotted in 

Figure 5.8. The 2-hour RIMs plots are also included for comparison purposes. From this 

figure, it is apparent that the positioning solutions based on the higher temporal RIMs 

converge quicker. Furthermore, the DOY 337 2001 positioning solutions using the 1-hour 

RIMs does not have the same trend as those of the 2-hour RIMs and the positioning errors are 

indeed smaller when the 1-hour RIMs was used.  
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Table 5.9: The statistical results of the point positioning errors based on single frequency 

code and carrier phase observations using two hours interval GIMs, RIMs and one hour 

interval RIMs for DOY 336 to 341 2001 (solar maximum). 

2001 

Mean (m) RMS (m) 
Methods 

East North Height East North Height 

DARW       
1. CODE GIMs -0.17 0.24 -0.45 0.40 0.35 0.78 
2. RIMs 0.06 0.31 -0.57 0.33 0.52 0.73 
3. RIMs (1hr) 0.02 0.25 -0.48 0.25 0.39 0.62 
TOW2       
1. CODE GIMs 0.05 0.09 0.01 0.21 0.15 0.28 
2. RIMs -0.01 0.11 -0.06 0.21 0.17 0.23 
3. RIMs (1hr) 0.00 0.11 -0.07 0.22 0.17 0.23 
ALIC       
1. CODE GIMs -0.18 0.46 -0.33 0.32 0.50 0.58 
2. RIMs -0.31 0.24 -0.38 0.45 0.38 0.58 
3. RIMs (1hr) -0.39 0.20 -0.44 0.49 0.27 0.62 
STR1       
1. CODE GIMs 0.03 0.14 0.05 0.19 0.22 0.23 
2. RIMs 0.07 0.14 0.02 0.20 0.22 0.34 
3. RIMs (1hr) 0.04 0.13 0.02 0.19 0.18 0.30 
HOB2       
1. CODE GIMs 0.09 0.05 0.16 0.20 0.08 0.26 
2. RIMs 0.13 0.08 0.14 0.23 0.17 0.34 
3. RIMs (1hr) 0.18 0.09 0.07 0.25 0.13 0.38 
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Figure 5.8: The positioning errors at DARW from DOY 336 to 341 2001 using single 

frequency code and carrier phase observations. 
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 Figure 5.9 depicts the positioning errors at STR1 station using the 2-hour and 1-hour 

RIMs from DOY 336 to 341 2001. It can be seen from this figure that the initial portion of the 

positioning errors based on the higher temporal resolution RIMs are lower. This is because the 

high temporal resolution RIMs could better capture the characteristics of the ionosphere. 

However, once the phase ambiguities are stabilised, the quasi-phase observations will prevail 

and consequently the RIMs will have little impact on the overall solutions.  

 

 2D Height 

2h 

RIMs 

STR1 2001 - RIMs

0.0

0.5

1.0

1.5

2.0

2.5

3.0

14:00 16:00 18:00 20:00 22:00 0:00 2:00
Local Time (hr)

2
D

 P
o
s
it
io

n
 E

rr
o
r 

(m
)

DOY 336
DOY 337
DOY 338
DOY 339
DOY 340
DOY 341

 

STR1 2001 - RIMs

0.0

0.5

1.0

1.5

2.0

2.5

3.0

14:00 16:00 18:00 20:00 22:00 0:00 2:00

Local Time (hr)

H
e
ig

h
t 
E

rr
o
r 

(m
)

DOY 336
DOY 337
DOY 338
DOY 339
DOY 340
DOY 341

 

1h 

RIMs 

STR1 2001 - RIMs (1hr)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

14:00 16:00 18:00 20:00 22:00 0:00 2:00
Local Time (hr)

2
D

 P
o
s
it
io

n
 E

rr
o
r 

(m
)

DOY 336

DOY 337

DOY 338

DOY 339

DOY 340

DOY 341

 

STR1 2001 - RIMs (1hr)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

14:00 16:00 18:00 20:00 22:00 0:00 2:00

Local Time (hr)

H
e
ig

h
t 
E

rr
o
r 

(m
)

DOY 336

DOY 337

DOY 338
DOY 339

DOY 340

DOY 341

 

Figure 5.9: The positioning errors at STR1 from DOY 336 to 341 2001 using single 

frequency code and carrier phase observations. 
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DOY 183 to 188 2006 (solar minimum) 

Table 5.10 presents the combined mean and RMS values based on data collected from 

DOY183 to 186 2006.  

 

Table 5.10: The statistical results of the point positioning errors based on single frequency 

code and carrier phase observations using two hour interval GIMs, RIMs and one hour 

interval RIMs for DOY 183 to 188 2006 (solar minimum). 

2006 

Mean (m) RMS (m) 
Methods 

East North Height East North Height 

DARW       
1. IGS Rapid GIMs -0.01 0.06 0.14 0.13 0.09 0.31 
2. RIMs 0.00 0.07 0.13 0.13 0.10 0.28 
3. RIMs (1hr) 0.00 0.06 0.11 0.13 0.09 0.28 
TOW2       
1. IGS Rapid GIMs -0.13 -0.19 0.05 0.15 0.22 0.23 
2. RIMs -0.14 -0.19 0.04 0.17 0.22 0.24 
3. RIMs (1hr) -0.14 -0.19 0.04 0.17 0.22 0.23 
ALIC       
1. IGS Rapid GIMs 0.02 0.09 0.31 0.11 0.14 0.49 
2. RIMs 0.02 0.09 0.31 0.10 0.16 0.48 
3. RIMs (1hr) 0.02 0.09 0.30 0.11 0.15 0.47 
STR1       
1. IGS Rapid GIMs -0.01 0.08 0.15 0.05 0.12 0.17 
2. RIMs -0.02 0.08 0.15 0.07 0.11 0.18 
3. RIMs (1hr) -0.01 0.08 0.15 0.06 0.11 0.18 
HOB2       
1. IGS Rapid GIMs 0.03 0.07 0.18 0.10 0.12 0.38 
2. RIMs 0.02 0.08 0.19 0.11 0.14 0.39 
3. RIMs (1hr) 0.01 0.08 0.19 0.11 0.14 0.39 

 

 It can be seen from Table 5.10 that the RIMs with a higher temporal resolution have 

similar impacts on the single frequency PPP solutions as with the standard 2-hour RIMs. In 

the middle latitude region, all PPP solutions computed using the 2-hour GIMs, RIMs and the 

1-hour RIMs have comparable accuracy and precision. 

 

 Figures 5.10 and 5.11 show the positioning errors at DARW and STR1 stations 

respectively using different temporal resolution RIMs for DOY 183 to 188 2006. It appears 

that both the positioning solutions show a similar trend.  
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Figure 5.10: The positioning errors at DARW from DOY 183 to 188 2006 using single 

frequency code and carrier phase observations. 
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Figure 5.11: The positioning errors at STR1 from DOY 183 to 188 2006 using single 

frequency code and carrier phase observations. 
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 Based on the results from Case Study 2, it can be concluded that the higher temporal 

resolution RIMs could help to improve the single frequency point positioning solutions, 

particularly in the low latitude region and during the ionospheric disturbed periods. However, 

it should be noted that the degree of improvement will not be significant in the implemented 

single frequency PPP algorithm. This is because single frequency PPP is based on the code 

and quasi-phase combination which eliminates the ionospheric delay. The higher temporal 

resolution RIMs will help improve the initial portion of the single frequency PPP solutions 

that relies heavily on the code observations. As the carrier phase ambiguities stabilise over 

time and the carrier phase observations are added to the solutions, the ionosphere-free quasi-

phase observations will dominate the solutions. Consequently, the use of an external 

ionospheric error mitigation model or product will have minimal contribution.  

 

5.3 Summary 

This Chapter has detailed the two case studies undertaken in this research to examine 

the impacts of the ionospheric delay on single frequency point positioning and to evaluate 

effective measures that can be applied to reduce the adverse effects. The numerical results 

have also been analysed, presented and discussed. The first case study, Case Study 1, aimed to 

evaluate the performance of the Broadcast model, GIMs and Australia-wide RIMs using the 

single frequency code-based and single frequency code and quasi-phase combination. The 

effectiveness of these products was assessed as a function of solar maximum and minimum 

periods, as well as the geographical locations of the GPS receiver in the Australian region. 

Among the three ionospheric products tested, the GIMs and RIMs are the most effective 

products that can be used to minimise the ionospheric delay followed by the Broadcast model. 

In comparison with the GIMs, the Australia-wide RIMs have positive impacts on the height 

estimation using the classical single frequency code-based point positioning for stations 

located in the low latitude region and during the periods of solar maximum. However, due to 

the nature of the ionosphere-free quasi-phase observations in the single frequency PPP 

algorithm, the performance of the RIMs and GIMs is in fact quite similar, and the level of 

improvement provided by the RIMs on single frequency PPP estimated solutions is marginal. 

Additionally, it is also interesting to discover from this research that the single frequency PPP 

solutions using the Broadcast model is not substantially worse than that of the GIMs and 

RIMs. This is true for data collected in the middle latitude region and during the periods of 

solar minimum. This finding is encouraging as the broadcast ionospheric coefficients are 

transmitted by the GPS navigation message and are available to all GPS users in real-time.  
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 The second case study, Case Study 2, aimed to assess the feasibility of applying higher 

temporal (1-hour) RIMs in single frequency point positioning. In this study, RIMs with an 

hour sampling interval were created and assessed in addition to the nominal 2-hour sampling 

interval GIMs and RIMs. It was discovered that the RIMs with higher temporal resolution 

could help improve the height estimations in single frequency code-based processing. 

However, only marginal improvement on the height component could be achieved when the 

single frequency PPP (code and quasi-phase combination) algorithm is used.  

 

 Based on the results compiled from both case studies, it can be concluded that the use 

of higher spatial and temporal ionospheric maps could help improve the accuracy of the code 

observations, typically in the low latitude region and during the periods of high solar 

activities. For single frequency PPP, only marginal improvement can be expected. The 

ionospheric products or models will only reduce the ionospheric biases on the code 

observations and the quality of the code observations is only evident in the initial part of 

single frequency PPP solutions. This is attributed to the nature of the single frequency PPP 

algorithm used. When the phase ambiguities stabilise, the solutions will follow the more 

precise ionosphere-free quasi-phase observations and the code measurements will have 

marginal impacts on the solutions. As a result of this, the ionospheric products like the GIMs, 

RIMs and Broadcast model will only have trivial influence in the overall point positioning 

solutions. 
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CHAPTER 6  

 

Convergence Evaluation of Single Frequency 

PPP Solutions 

 

 

6.1 Introduction 

 The preceding Chapter has discussed the impact of the ionospheric effects pertinent to 

the single frequency point positioning solutions during both the solar disturbed and benign 

periods. Ionospheric error mitigation methods like the Broadcast model, GIMs and Australia-

wide RIMs were tested and their performances were assessed via the quality of the estimated 

positioning solutions. RIMs with different temporal resolutions were also assessed and the 

corresponding results were concisely presented. The magnitude of the error was evaluated in 

both classical single frequency code-only and single frequency PPP based on the code and 

quasi-phase combination.  

 

 The objective of this Chapter is to study the relationship between satellite clock 

corrections, observation sampling rate and tropospheric delay with single frequency PPP 

solutions convergence behaviour. The first part of this Chapter investigates the implications of 

using different IGS satellite clock corrections sampling intervals on the time of convergence. 

The second section, which is covered in Section 6.3, looks at the effects of different 

observation sampling rates on single frequency PPP convergence time. The third part 

examines the viability of either modelling the tropospheric delay using an empirical model or 

estimating the delay as part of the single frequency PPP solutions. The analysis of the results 

is carried out by evaluating the time required by the solutions to converge, and also the quality 

of the estimated positioning solutions.  
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6.2 Satellite Clock Corrections Sampling Intervals 

Various researches have shown that the high-rate satellite clock corrections improves 

the time of convergence in dual frequency PPP solutions (Kouba and Hèroux, 2000, 2001; 

Abdel-salam, 2005; Waypoint Products Group, 2006).  However, the contributions of utilising 

the high-rate satellite clock corrections to speed up the solutions convergence time in single 

frequency PPP are yet to be researched and validated. Therefore, the purpose of this study is 

to evaluate the effects of the clock corrections sampling intervals on single frequency PPP 

convergence behaviour. It aims to test whether the high-rate satellite clock corrections could 

improve the single frequency PPP convergence time. 

 

6.2.1 CODE High-Rate Satellite Clocks  

In this study, two satellite clock corrections files with different sampling intervals 

were used and compared. They were the IGS combined 5 minute satellite clock corrections 

and the 30 second (high-rate) satellite clock corrections from CODE. Data from STR1 

stations with observations sampling interval of 30 seconds were collected from DOY 187 to 

189 2006. Although observation data were collected using a dual frequency, geodetic quality 

GPS receiver, only single frequency observations were extracted and processed in this 

investigation. 

 

Figure 6.1 shows the satellite clock corrections for satellite PRN02 on DOY 188 2006 

from the IGS 5 minute and CODE 30 second clock corrections. It can be seen from this figure 

that the clock corrections from the IGS and CODE do not agree because the different IGS 

ACs generally refer to different reference clocks. As a result, the satellite clock corrections 

should always be used in conjunction with the precise satellite orbit corrections from the same 

AC to eliminate these biases. This is because the errors from the precise orbit and clock 

solutions from the same AC (or combined solutions) are tightly correlated, and thus, the errors 

tend to cancel out when the orbit and clock corrections from the same AC are used together 

(Colombo, 2007). In this instance, the IGS combined orbit product “igs13825.sp3’’ was used 

with the IGS combined satellite clock correction “igs13825.clk”; and the CODE orbit 

“cod13825.eph” was used with the CODE 30 second clock correction “cod13825.clk”.  
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PRN02 - Satellite Clock Corrections for DOY 188 2006
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Figure 6.1: Satellite clock corrections from the IGS and CODE for satellite PRN02 on DOY 

188 2006.  

 

It is also interesting to point out that the 5 minute satellite clock corrections portrayed 

a more linearised pattern, while the CODE 30 second satellite clock corrections have a more 

tremulous characteristic. This was caused by the different interpolation methods used by 

CODE and also the research software. The high-rate 30 second CODE satellite clock 

corrections were produced based on an efficient phase-consistent interpolation of 5 minute 

clock results using phase time differences (Hugentobler, 2004; Hugentobler, 2005). Whereas, 

the CSRS-PPP software uses a simple linear interpolation method to “up-sample” the 5 

minute satellite clock corrections.  

 

The ionospheric delay affecting the single frequency positioning solutions was 

corrected using the IGS Final GIMs.  A priori code and quasi-phase sigmas were set to 4m 

and 0.1m respectively. A 15˚ cut-off elevation angle was applied. Since no satellite clock bias 

sigmas were provided by the 30 second clock file, a constant sigma value of 3cm was 

assigned in this study unless noted otherwise.   

 

The use of the satellite clock correction products was divided into three case scenarios 

in accordance with the satellite clock sampling intervals. Table 6.1 lists the three different 

scenarios. Case-1 and Case-2 used the IGS combined products. In Case-2, the 5 minute IGS 

satellite clock corrections were interpolated to a 30 second interval using a simple linear 

interpolation method. Case-3 takes advantage of the CODE satellite orbit and high-rate 30 

second satellite clock corrections products.  
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Table 6.1: The three case studies that are formulated for the purpose of the study. 

 Products Accuracy 
Sampling 

Interval 

Clock 

Interpolation 

Orbit < 5cm 15 min 
Case-1 

Clock < 0.1 ns 5 min 
No 

Orbit < 5cm 15 min 
Case-2 

Clock < 0.1 ns 5 min 
Yes 

Orbit < 5cm 15 min 
Case-3 

Clock < 0.1 ns 30 sec 
No 

 

Case-1 

The convergence behaviour of the Case-1 positioning solutions is shown in Figures 

6.2 and 6.3. Figure 6.2 shows the horizontal (2D) positioning errors in metres as a function of 

time, while Figure 6.3 illustrates the height errors. The different coloured lines represent the 

positioning errors for the different DOY datasets. Since Case-1 did not apply any clock 

interpolation process, the solutions can only be computed at 5 minute interval and hence the 

estimated positioning errors were plotted at every 5 minute. 
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Figure 6.2: Case-1, Horizontal errors as a function of time using the IGS 5 minute satellite 

clock corrections without interpolation. 
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Figure 6.3: Case-1, Height errors as a function of time using the IGS 5 minute satellite clock 

corrections without interpolation. 

 

Table 6.2 shows the time required by the horizontal and height components to 

converge to better than 50cm, 30cm and 20cm of the known position. The numerical values in 

the second, third and fourth columns (from the left) represent the number of epochs required 

for the solutions to converge for DOY 187, 188 and 189 2006, respectively. The fifth column 

lists the average epochs calculated from the number of epochs required for DOY 187, 188 and 

189; and the last column shows the average observation time in hours and nearest minutes 

based upon the average epochs and observations sampling interval. The numbers shown in the 

table depict the absolute number of epochs, that is, no single epoch of positioning errors 

exceeded the threshold limits. When interpreting the numbers, one should understand that the 

number of epochs shown in the table are estimates of the convergence time. The positioning 

errors may fluctuate with small amplitude around the thresholds (Abdel-salam, 2005).   
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Table 6.2: Case-1, Convergence statistic using the IGS 5 minute satellite clock without 

interpolation. 

 DOY 
187 

DOY 
188 

DOY 
189 

Average  
Epochs 

Average  
Time 

(h:mm) 

2D position <50cm 6 9 3 6 0:30 

2D position <30cm 13 12 8 11 0:55 

2D position <20cm 21 13 37 24 1:58 

Height <50cm 6 4 3 4 0:22 

Height <30cm 22 38 - 30 2:30 

Height <20cm - - - - - 

Note: 1 epoch is equivalent to 5 minutes; dash line denotes no solutions fell under the 

threshold limit. 

 

Case-2 

Figures 6.4 and 6.5 illustrate the behaviour of the estimated positions as a function of 

time based on Case-2 processing scenario. In this case, the clock interpolation process was 

performed and the solutions were computed according to the observations interval, i.e. 30 

second. The time required for Case-2 solutions to converge to better than 50cm and 20cm for 

both horizontal and height components is tabulated in Table 6.3.   
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Figure 6.4: Case-2, Horizontal errors as a function of time using the IGS 5 minute satellite 

clock corrections with interpolation. 
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Figure 6.5: Case-2, Height errors as a function of time using the IGS 5 minute satellite clock 

corrections with interpolation. 

 

Table 6.3: Case-2, Convergence statistic using the IGS 5 minute satellite clock with 

interpolation 

 DOY 
187 

DOY 
188 

DOY 
189 

Average 
Epochs 

Average  
Time 

(h:mm) 
2D position <50cm 54 51 29 45 0:22 

2D position <30cm 75 84 348 169 1:25 

2D position <20cm 146 372 394 304 2:32 

Height <50cm 32 41 32 35 0:18 

Height <30cm 33 - - 33 0:17 

Height <20cm - - - - - 

Note: 1 epoch is equivalent to 30 seconds; Dash line denotes no solutions fell under the   

threshold limit. 
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Case-3 

Figures 6.6 and 6.7 depict the convergence behaviour of the horizontal and height 

components when using the high-rate 30 second satellite clock corrections from CODE. The 

convergence behaviour is summarised in Table 6.4. 
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Figure 6.6: Case-3, Horizontal errors as a function of time using the CODE 30 second 

satellite clock corrections. 
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Figure 6.7: Case-3, Height errors as a function of time using the CODE 30 second satellite 

clock corrections. 
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Table 6.4: Case-3, Convergence statistic using the CODE 30 second satellite clock. 

 DOY 
187 

DOY 
188 

DOY 
189 

Average  
Epochs 

Average  
Time (h:mm) 

2D position <50cm 22 23 25 23 0:12 

2D position <30cm 74 36 29 46 0:23 

2D position <20cm 399 389 384 391 3:15 

Height <50cm 32 24 27 28 0:14 

Height <30cm 214 456 472 381 3:10 

Height <20cm - - - - - 

Note: 1 epoch is equivalent to 30 seconds; Dash line denotes no solutions fell under the 

threshold limit. 

 

Based on the numerical values tabulated in Tables 6.2, 6.3 and 6.4, it can be concluded 

that high-rate satellite clock corrections may potentially improve the initial solution 

convergence time. In this study, an average time of 12 minutes is required for the horizontal 

positions and 14 minutes for the vertical positions to be better than half a metre of the known 

positions, when the high-rate clock corrections were used. This is followed by the 5 minute 

clock corrections with interpolation (Case-2) and without interpolation (Case-3). This shows 

that less time (i.e. less epochs) is required for both the horizontal and height components to 

converge to be within half a metre of the known values. However, this trend can not be 

validated using the higher threshold limits, i.e. <30cm and <20cm.  

 

6.2.2 IGS Combined High-Rate Satellite Clocks 

Starting from GPS week 1406 (17th December 2006), the IGS has since provided the 

combined high-rate 30 second satellite clock corrections, in parallel with the standard 5 

minute satellite clock file. The combined high-rate satellite clock corrections are based on the 

submissions from four of the IGS ACs. However, it must be noted that the IGS high-rate 

satellite clock corrections have not been declared as an official IGS product at the time of 

writing this thesis. 

 

Figures 6.8 and 6.9 compare the satellite clock corrections for satellites PRN17 and 

PRN08 respectively, using the IGS 5 minute and the IGS high-rate 30 second clock 

corrections. The blue line represents the IGS 5 minute clock corrections while the pink line 

denotes the IGS 30 second corrections. Once again, the 5 minute clock corrections plotted in 
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these figures are based on a simple linear interpolation, and thus, have a more linearised 

pattern. 
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Figure 6.8: Satellite clock corrections in metres for PRN17 on DOY 130 2007 using the 5 

minute clock corrections and 30 second clock corrections. 
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Figure 6.9: Satellite clock corrections in metres for PRN08 on DOY 132 2007 using the 5 

minute clock corrections and 30 second clock corrections. 
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The following study was conducted to evaluate the feasibility of using the new IGS 

combined high-rate satellite clock corrections (Case-3). The results from Case-3 processing 

were compared to those of the standard 5 minute satellite clock corrections with interpolation 

(Case-2). Note that Case-1 processing strategy was not undertaken as it was not necessary (i.e. 

analysis of the 5 minute satellite clock corrections without interpolation has been done in 

Section 6.2.1). The same GPS station (STR1), software and processing scheme described in 

the previous section were implemented, except for the clock bias sigma settings and the date 

of the data used in this experiment. The satellite clock bias sigma settings used in this study 

originated from the satellite clock files and the dates of the collected data were DOY 130 to 

132 2007.  

 

Case-2 

Figures 6.10 and 6.11 show the convergence behaviour of the single frequency PPP 

solutions using the IGS 5 minute satellite clock corrections. Figure 6.10 depicts the horizontal 

positioning errors, while Figure 6.11 depicts the height errors as a function of time. The 

convergence behaviour is numerically summarised and given in Table 6.5.  
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Figure 6.10: Case-2, Horizontal errors as a function of time using the IGS 5 minute satellite 

clock corrections with interpolation. 
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IGS 5min CLK (interpolation)
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Figure 6.11: Case-2, Height errors as a function of time using the IGS 5 minute satellite clock 

corrections with interpolation. 

 

Table 6.5: Case-2, Convergence statistic using the IGS 5 minute satellite clock with 

interpolation. 

 DOY 
130 

DOY 
131 

DOY 
132 

Average  
Epochs 

Average  
Time (h:mm) 

2D position <50cm 53 1 1 18 0:09 

2D position <30cm 73 60 37 57 0:28 

2D position <20cm 120 97 47 88 0:44 

Height <50cm 14 42 1 19 0:10 

Height <30cm 34 64 70 56 0:28 

Height <20cm 99 367 459 308 2:34 

Note: 1 epoch is equivalent to 30 seconds; Dash line denotes no solutions fell under the 

threshold limit. 
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Case-3 

Figures 6.12 to 6.13 illustrate the single frequency PPP horizontal and height 

component convergence behaviour using the IGS combined high-rate 30 second satellite 

clock corrections. Table 6.6 summarises these figures.  
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Figure 6.12: Case-3, Horizontal errors as a function of time using the IGS 30 second satellite 

clock corrections. 
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Figure 6.13: Case-3, Height errors as a function of time using the IGS 30 second satellite 

clock corrections. 
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Table 6.6: Case-3, Convergence statistic using the IGS 30 second satellite clock. 

 DOY 
130 

DOY 
131 

DOY 
132 

Average  
Epochs 

Average  
Time 

(h:mm) 

2D position <50cm 1 1 40 14 0:07 

2D position <30cm 65 58 50 58 0:29 

2D position <20cm 103 183 50 112 0:56 

Height <50cm 14 46 35 32 0:16 

Height <30cm 55 267 37 120 1:00 

Height <20cm 279 383 - 331 2:46 

Note: 1 epoch is equivalent to 30 seconds; Dash line denotes no solutions fell under the 

threshold limit. 

  

 The amplitude of the positioning errors is generally smaller when 5 minute satellite 

clock corrections with interpolation were applied. On closer inspection on the statistical 

values in Tables 6.5 and 6.6, it appears that the IGS high-rate 30 second clock corrections did 

not enhance the single frequency PPP solutions convergence time.  

 

Discussion 

In theory, the satellite clock corrections based on interpolation is not as accurate as 

those of the orbits. This is not a consequence of the interpolation method used, but instead, it 

is attributed to the high irregularities in the clock corrections which are quite unpredictable. 

Therefore, the objective of this study is to investigate whether satellite clock corrections with 

high sampling interval could help improve the time of convergence of the single frequency 

PPP solutions. 

 

By examining the figures and numerical results presented in this section, it is not 

apparent that the satellite clock corrections sampling interval have a significant impact on 

single frequency PPP convergence behaviour. The clock corrections with higher sampling 

intervals may assist with the convergence time if the definition of convergence is set at half a 

metre level of the known values. However, for a longer observation session, the solutions did 

not seem to benefit from the high-rate satellite clock corrections.  

 

According to Abdel-salam (2005), satellite clock corrections at a higher sampling 

interval, e.g. 30 second, is recommended for dual frequency PPP as it will speed up the 
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solution convergence time. However, the results from this study based on single frequency 

PPP processing show otherwise. The use of high-rate satellite clock corrections could not 

improve the convergence of the single frequency PPP solutions. One of the main reasons for 

this may be due to the nature of the single frequency PPP mathematical model. The model 

behind single frequency PPP is different to that of dual frequency. As explained in Chapter 2, 

dual frequency PPP takes advantage of the traditional ionosphere-free linear combination to 

remove 99% of the ionospheric error. Assuming that all the other major sources of errors have 

been considered in dual frequency PPP solutions, any improvement in the system or products, 

e.g. high-rate clock corrections with no (or minimal) interpolation error, will have positive 

impacts on the overall solutions.  

 

Single frequency PPP processing, on the other hand, is dependent on the code 

observations, in particular the initial portion of the estimated solutions. Consequently, single 

frequency PPP solutions may contain residual ionospheric errors. The magnitude of the 

residuals may vary from decimetre level to a few metres, depending on the receiver location, 

time of observation as well as the solar cycle. These residuals are, in most cases, larger than 

the clock interpolation error.  For instance, the average difference between the interpolated 5 

minute and 30 second clock corrections for PRN08 is about 2cm (see Figure 6.9). Therefore, 

any small improvement in the satellite clock correction interpolation method may not be 

obvious in the single frequency PPP solutions. Other reasons which may possibly explain this 

phenomenon are the GPS satellite geometry, irregularities of the clock corrections in some of 

the satellites observed at STR1, and the quality of the observations (Abdel-salam, 2005).  

 

In conclusion, the findings from this study could not justify that the satellite clock 

corrections with high sampling intervals will have significant impacts on single frequency 

PPP solutions. The high-rate satellite clock corrections could be used if they are available as 

they may help to enhance the initial solutions convergence behaviour. The downside of the 

high-rate clock corrections is that it could not guarantee positive improvement over a long 

observation period. Therefore, the IGS precise 5 minute satellite clock corrections file with a 

simple in-built interpolation method is adequate for single frequency PPP static processing.  
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6.3 Effects of Different Observation Rates 

The second part of this Chapter studies the relationship between GPS observation 

sampling interval with the solutions convergence time and also the quality of the positioning 

solutions. 1 second observation interval data sets were collected at STR1 station for 4 hours 

each day, starting from DOY 184 to 189 2006. The 1 second data sets were “down-sampled” 

to yield 15 second and 30 second data sampling intervals. Similar processing schemes as per 

Section 6.2 were applied and the IGS Final precise orbit, clock corrections, and GIMs were 

used in this study.  

 

Figures 6.14 and 6.15 plot the horizontal and height positioning errors respectively 

from post-processing 1, 15 and 30 second GPS observation data. Note the different y-axis 

scales used in the horizontal and height graphs. From these figures, one can see that the trend 

of the positioning errors using the different sampling intervals is generally equivalent, but the 

magnitude is different on certain days. 

 

The time required for the horizontal and height components to converge to better than 

50cm, 30cm and 20cm is provided in Table 6.7. In this table, the number of epochs required 

by the solutions to converge is presented, and an average number is also calculated and 

provided. The numerical values presented in the last column are the average time in hours and 

minutes required by the solutions to converge. These values were calculated based upon the 

average epoch and the observation rate.  
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Mount Stromlo - DOY 186 2006
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Mount Stromlo - DOY 187 2006
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Mount Stromlo - DOY 188 2006
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Mount Stromlo - DOY 189 2006
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Figure 6.14: 2D position errors for six days using 1, 15 and 30 second observation sampling 

intervals. 
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Mount Stromlo - DOY 184 2006
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Mount Stromlo - DOY 187 2006
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Mount Stromlo - DOY 188 2006
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Mount Stromlo - DOY 189 2006
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Figure 6.15: Height errors for six days using 1, 15 and 30 second observation sampling 

intervals. 
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Table 6.7: Convergence statistics based on the different observation rates. 

1-second Observation Rate 

DOY 184 185 186 187 188 189 
Average 
Epochs 

Average 
Time 

(h:mm) 
2D position <50cm 599 661 1 12 1 1 213 0:04 

2D position <30cm 2036 2693 1503 1515 499 1301 1591 0:27 

2D position <20cm 3901 4194 3291 3971 3072 3172 3600 1:00 

Height <50cm 601 680 559 1189 1391 859 880 0:15 

Height <30cm 2226 2696 2115 2536 - - 2393 0:40 

Height <20cm - - - - - - - - 

15-second Observation Rate 

2D position <50cm 40 42 1 1 1 5 15 0:04 

2D position <30cm 180 160 99 100 34 80 109 0:27 

2D position <20cm 260 250 160 221 200 223 219 0:55 

Height <50cm 40 42 49 66 75 40 52 0:13 

Height <30cm 180 161 99 147 - - 147 0:37 

Height <20cm - - - - - - - - 

30-second Observation Rate 

2D position <50cm 20 4 1 1 1 3 5 0:03 

2D position <30cm 90 70 30 49 18 31 48 0:24 

2D position <20cm 130 100 60 110 100 340 140 1:10 

Height <50cm 50 10 30 20 32 18 27 0:13 

Height <30cm 90 70 192 200 - - 138 1:09 

Height <20cm - - - - - - - - 

 Note: Dash line denotes no solutions fell under the threshold limit.  
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 It appears that GPS observations with a higher sampling interval would not necessarily 

enhance the single frequency PPP solutions convergence time. In fact, the different sampling 

rates do not exhibit superiority from one to the other in terms of improving the solutions 

convergence time. In order to further analyse the relationship between observation rate and 

the positioning errors, the statistical properties of the positioning errors were calculated. Table 

6.8 lists the mean and RMS values for the east, north and height errors. The results tabulated 

in the table show that the horizontal and height positioning accuracy and precision are not 

greatly affected by the observation sampling rate. The maximum difference is only 3cm in the 

height component.  

 

Table 6.8: The mean and RMS of the east, north and height errors at STR1 station based on 1, 

15 and 30 seconds data sampling intervals. 

Sampling Interval 
Average statistics  

1s 15s 30s 

Mean (m) 0.07 0.05 0.04 
East 

RMS (m) 0.13 0.12 0.12 

Mean (m) 0.06 0.06 0.06 
North 

RMS (m) 0.09 0.08 0.08 

Mean (m) 0.11 0.13 0.14 
Height 

RMS (m) 0.24 0.24 0.25 

 

Discussion 

It is a common misconception that the positioning accuracy as well as the time of 

convergence could be improved when GPS observations are recorded at a high sampling rate. 

The results from this study, however, show that there is no connection between higher 

observation sampling interval and the quality of single frequency PPP static solutions. GPS 

observations with higher sampling rate do not necessarily guarantee shorter convergence time 

and more accurate positioning solutions. This is because observations with higher sampling 

interval only act as correlated or redundancy measurements and may, in some instances, 

improve (slightly) the precision of the solutions (Beran et al., 2007). However, it should be 

noted that observations with higher sampling intervals do not add much strength to the 

solutions. This is also the case in high accuracy relative GPS positioning. The implemented 

single frequency PPP filter takes advantage of the system knowledge from previous epoch 

estimates and also the between-epoch satellite geometry change. Hence, the changes between 
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epochs play an imperative role in the single frequency PPP processing. In static single 

frequency PPP processing, high-rate observation data would not help to improve the quality 

of the positioning estimates as the changes in satellite geometry are minimal between two 

subsequent epochs.  

 

In summary, there appears to be no relationship between observations sampling 

interval with single frequency PPP static performance. Observations with a higher sampling 

rate would not improve the performance of the solutions, but instead, act as redundancies in 

the solutions. GPS Observation data recorded at 30 second sampling interval is sufficient for 

single frequency PPP static applications. 
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6.4 Should Tropospheric Delay be Modelled or Estimated? 

In this study, the relationship between the tropospheric delay and single frequency 

PPP convergence behaviour was investigated. Two questions were raised in this study:- 

 

1. Should the tropospheric delay be modelled using an empirical model or estimated as 

part of the PPP solutions? 

2. What are the implications of using surface meteorological observations as initial 

parameters to model the troposphere? 

 

Four case scenarios were formulated and their descriptions were presented in Table 

6.9. Case-1 used an empirical model to model the tropospheric ZPD. In this instance, the 

Hopfield model was applied and the Niell mapping function was used to map the ZPD to a 

slant delay. The selection of Hopfield model and Niell mapping function was based on the 

merits of several recommendations, and the ability of the Niell mapping function to perform 

optimally in low and high elevation angles, as well as its independence from meteorological 

parameters (Niell, 1996; Mendes and Langley, 2000; Leick, 2004). In the Case-2 strategy, the 

tropospheric delay was estimated as part of the single frequency PPP solutions. Details on the 

tropospheric delay estimation process in a PPP solution have been presented in Chapter 3. It is 

important to note that only the wet component of the tropospheric delay was estimated as an 

unknown parameter with the receiver position, receiver clock offset and ambiguity terms. The 

nature of the Case-3 and Case-4 strategy was similar to that of Case-1 and Case-2 

respectively. The only difference between them was the settings of the initial surface 

parameters. Case-1 and Case-2 utilised the software default surface parameters while Case-3 

and Case-4 applied the observed surface meteorological parameters at the beginning of the 

data processing. 

 

Table 6.9: Description of the case scenarios. 

 Tropospheric Delay Surface Parameters 

Case-1 Empirical model Default 

Case-2 Estimation Default 

Case-3 Empirical model Meteorological 

Case-4 Estimation Meteorological 
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30 second GPS observation data from TOW2 station from DOY 182 to 189 2006 were 

used in this study. Surface meteorological measurements were downloaded from the IGS 

website (IGS, 2008). The required initial parameters were the surface temperature, pressure 

and humidity. The default surface parameters, on the other hand, were adjusted based on the 

receiver height. The IGS Final precise satellite orbit, clock corrections, and GIMs were 

utilised. Similar processing settings applied in the study described in Section 6.2 were used.  

 

One of the characteristics of GPS positioning is the correlation between the 

tropospheric error and the estimated height (see Figure 6.16) (Mendes and Langley, 1998; 

Vollath et al., 2003). Therefore, the height errors were the main focus in this study as the 

horizontal component will not be greatly affected by the tropospheric delay.  

 

 

Figure 6.16: The correlation between tropospheric delay and height for the four IGS stations, 

ALGO, AMC2, BOGT and HRAO (Abdel-salam, 2005). 
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 Figure 6.17 depicts the convergence behaviour of the single frequency PPP height 

solutions based on Case-1 (Modelled), Case-2 (Estimated), Case-3 (Modelled (met)) and 

Case-4 (Estimated (met)) processing scenarios.  
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Figure 6.17: The height errors plotted against the number of epochs, for TOW2 from DOY 

182 to 189 2006. 
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 The x-axis in Figure 6.17 represents the number of epochs, whereby 1 epoch is 

equivalent to 30 second. 12 hour GPS observation data were post-processed; hence there were 

a total of 1440 epochs. The y-axis represents the height errors in metres for DOY 182 to 189 

data sets. From this figure, it can be seen that the height errors based on Case-2 and Case-4 

strategies were quite equivalent. However, the errors from Case-1 and Case-3 strategies were 

quite different. Case-1 provided more accurate height estimations than Case-3 processing 

strategy.  

 

Table 6.10 summarises the convergence behaviour of the height solutions. Once again, 

the calculation of the convergence epoch or time was performed in such a way that no single 

epoch of height error exceeded the defined thresholds, i.e. 50cm, 30cm and 20cm. The last 

column presents the average number of epochs required for the height error to converge 

within the threshold limits. The average epochs were calculated based on the solutions from 

the DOY 182 to 189 2006. Readers should note that the figures in the table only act as an 

estimation because the positioning errors may fluctuate with a small amplitude around the 

threshold limits.  
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Table 6.10: Convergence behaviour: the number of epochs required for the height component 

to converge to better than 50cm, 30cm and 20cm. 

Case-1: Modelled 

DOY 182 183 184 185 186 187 188 189 Avg Avg Time 

(h:mm) 

Height <50cm 57 35 86 239 157 51 80 40 93 0:47 

Height <30cm 60 280 231 681 240 80 150 69 224 1:52 

Height <20cm 490 627 279 - 610 80 220 70 339 2:50 

Case-2: Estimated 

Height <50cm 340 58 130 339 210 300 147 60 198 1:39 

Height <30cm 610 193 200 390 240 620 729 220 400 3:20 

Height <20cm 780 1401 - - - 1306 - 279 942 7:51 

Case-3: Modelled (meteorological observations) 

Height <50cm 370 629 280 180 30 80 119 40 216 1:48 

Height <30cm - - - 400 208 272 190 69 228 1:54 

Height <20cm - - - 767 240 900 846 70 565 4:43 

Case-4: Estimated (meteorological observations) 

Height <50cm 340 32 159 335 208 300 175 60 201 1:41 

Height <30cm 630 220 214 390 240 621 729 220 408 3:28 

Height <20cm 785 - - - - 1412 - 307 835 6:58 

 Note: Dash line denotes no solutions fell under the threshold limit; Avg is an acronym of 

average. 

 

The number of epochs required for the solutions to converge within the thresholds is 

the lowest for Case-1 strategy. When comparing Case-1 with Case-2, it appears that the 

convergence time was improved by an average of about 53% when the tropospheric delay was 

modelled instead of using default surface meteorological measurements. 46 minutes were 

required in Case-1 for the height positioning errors to be within half a metre of the known 

value; while Case-2 required 1 hour and 39 minutes. As a result, it can be concluded that the 

modelling of the tropospheric delay using an empirical model in single frequency PPP could 

ensure quicker solutions convergence. In contrast, the results from Case-3 and Case-4 

strategies are worse than those of Case-1 and Case-2. Therefore, the surface meteorological 

measurements are not essential for single frequency PPP processing. In some instances, it may 

even prolong the convergence process. 
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In order to validate the accuracy and precision of the solutions from the Case-1, Case-

2, Case-3 and Case-4 processing strategies, the average mean and RMS values for each 

positioning components were computed based on all the estimated solutions from the eight 

DOY data sets. The results are presented in Table 6.11. It is evident from these numerical 

results that the different tropospheric delay mitigation strategies do not play an important role 

in affecting the quality of the estimated horizontal positions. Figure 6.18 shows an example of 

the horizontal positioning errors using different tropospheric delay mitigation strategies. From 

Table 6.11, it can be seen that the height error for Case-1 has the lowest mean and RMS 

values, while Case-4 has the highest values. This indicates that among all the case scenarios 

tested, the highest positioning accuracy and precision is achieved in Case-1, that is, when the 

tropospheric error is modelled using default surface parameters. 

 

Table 6.11: The average mean and RMS values for the east, north and height components in 

the four cases. 

 Case-1 Case-2 Case-3 Case-4 

Mean (m) 0.01 0.00 0.00 0.00 
East 

RMS (m) 0.10 0.10 0.10 0.10 

Mean (m) 0.02 0.02 0.02 0.01 
North 

RMS (m) 0.07 0.07 0.07 0.07 

Mean (m) 0.12 0.19 0.19 0.20 
Height 

RMS (m) 0.22 0.28 0.28 0.29 
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Figure 6.18: Horizontal errors for TOW2 on DOY186 using different tropospheric delay 

mitigation strategies. 
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Discussion 

 The quality of the horizontal positions and convergence time are not influenced by the 

tropospheric delay mitigation strategies. The height estimation is, however, prone to the 

effects of the troposphere. The following conclusions may be drawn: 

� The convergence behaviour – The wet part of the tropospheric delay is difficult to 

model due to the unpredictable and complex nature of the troposphere. Hence, this 

delay should be treated as an unknown parameter in the PPP solutions estimation 

process for centimetre positioning applications, i.e. dual frequency PPP (Gao and 

Shen, 2002). It was discovered from this study that modelling the tropospheric delay 

in single frequency PPP, instead of estimation, can provide an average of 53% 

improvement in convergence time. The single frequency PPP mathematical model is 

different from those of dual frequency PPP. Unlike dual frequency PPP, the solutions 

based on single frequency PPP may contain larger residual errors, which are mainly 

caused by the ionospheric delay. As a result, the single frequency PPP approach could 

only provide decimetre to metre level point positioning accuracy. The estimation of an 

additional tropospheric parameter in the solution may also add strain to the data 

processing process, which may then affect the solutions convergence time. Therefore, 

the tropospheric delay is recommended to be modelled (instead of estimated) in single 

frequency PPP using an empirical model.  

� Accuracy and precision – Based on the numerical results presented in Table 6.11, the 

mean and RMS values from Case-1 (modelling) are 0.12m and 0.22m, respectively. 

On the other hand, Case-2 (estimation) has higher mean and RMS values, i.e. 0.19m 

and 0.28m, respectively. These values indicate that modelling the tropospheric delay 

instead of estimation will help improve the height accuracy and precision. 

� Default surface meteorological parameters – The preceding discussion focussed on 

either modelling or estimating the tropospheric delay using default surface 

meteorological parameters. In this research, it is also of interest to understand the 

implications of applying observed surface meteorological parameters on single 

frequency PPP solutions. Graphical and numerical comparisons have been presented. 

It appears that the solutions based on the default surface parameters are more accurate, 

precise and have a quicker convergence. The use of surface meteorological parameters 

may not necessarily guarantee better positioning quality. This is because 

meteorological parameters observed on the surface of the Earth are not always good 

indicators of the atmospheric conditions a few kilometres above (Brunner and 

Tregoning, 1994; Roberts and Rizos, 2001). This finding is encouraging as single 
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frequency PPP users do not need to worry about deploying meteorological sensors 

during a survey to achieve better positioning results and quicker convergence.  

 

6.5 Summary 

 This Chapter has described the three case studies undertaken to understand the 

relationships between the satellite clock corrections rate, observation interval and tropospheric 

delay in terms of the quality of the single frequency PPP solutions and also the convergence 

behaviour. The first test compared the 5 minute satellite clock corrections with the high-rate 

30 second clock corrections. The results of this test indicated that the 5 minute satellite clock 

corrections file with interpolation is adequate for single frequency PPP static processing. It 

was discovered that high-rate satellite clock corrections will not significantly enhance the 

solutions convergence time. In some instances, they may even prolong the convergence time.  

 

 The second study was carried out to investigate the effects of observation sampling 

intervals on single frequency PPP convergence behaviour and the quality of the estimated 

positioning solutions. It was found that GPS observations with higher sampling intervals 

would not enhance the solutions convergence time, but instead, act as redundancies in the 

solutions. 

 

 The third part of the study assessed the feasibility of using two different tropospheric 

delay mitigation strategies in improving the quality and convergence time of estimated single 

frequency PPP solutions. The effects of using either the default or observed surface 

meteorological measurements as initial parameters were also analysed. The results showed 

that the recommended method to correct for the tropospheric delay is to model the error using 

an empirical model, in parallel with the software default meteorological parameters. 

Estimating the tropospheric delay as part of the solutions would not only add strain to the 

solutions convergence behaviour, but also degrade the accuracy and precision of the 

positioning solutions. Therefore, it is recommended for single frequency PPP users to model 

the tropospheric delay using an empirical model with default surface meteorological 

parameters.  

 

 The use of various satellite orbit and clock corrections products from the IGS and their 

influence on the quality of the estimated single frequency PPP solutions will be the focus of 

the next Chapter. 
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CHAPTER 7  

 

IGS Satellite Orbit and Clock Corrections: From 

Post-Mission to Real-Time Point Positioning 

 

 

7.1 Introduction 

 In recent times, there has been an increased interest in obtaining accurate satellite 

ephemerides with short latency and frequent updates in order to support real-time and near-

real-time GPS applications. Members of the IGS have been discussing for several years the 

creation of a real-time component (i.e. infrastructure and processes) for the IGS to support an 

increasing demand for real-time products and corrections. The IGS RTWG was established to 

govern and address issues pertaining to the development of the IGS real-time infrastructure 

and processes (IGS Real-Time Working Group, 2007).  

 

 It has been revealed, in the preceding studies, that single frequency PPP is able to 

provide 0.1m to 0.9m level point positioning accuracy in a post-processing mode. In many 

instances, point positioning accuracy of better than 0.5m could be achieved by taking 

advantage of the precise IGS Final and Rapid products. This finding is impressive 

considering that GPS data from one single frequency receiver is required for processing. The 

next objective of this research is to explore and address the potential benefits of using the IGS 

Ultra-Rapid, in particular the predicted orbit and clock corrections for real-time single 

frequency PPP. This forms the underlying foundation of Chapter 7. 

 

 The IGS has been producing Ultra-Rapid products for near real-time and real-time 

applications since November 2000. The products include satellite orbits, clocks, and ERPs. 

The Ultra-Rapid ephemerides have a window of 48 hours and consist of two parts, i.e. the 

first part contains the observed data, and the second part contains the predicted data (see 
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Sections 3.2.2.3 and 3.2.2.4). The timely availability of these real-time products has created 

new opportunities for GPS users and applications. 

 

 This Chapter aims to assess the feasibility of applying the IGS Ultra-Rapid products 

for real-time and near real-time single frequency PPP static applications. A simulation of a 

real-time and near real-time PPP scenario will be undertaken and the position estimates will 

be compared with those of the precise products. A performance evaluation of various IGS 

precise satellite orbit and clock correction products in a single frequency PPP static mode will 

also be performed.  

 

7.2  Evaluation of the Satellite Orbit and Clock Corrections  

 At present, no work has been undertaken to assess the quality of the estimated 

positioning solutions using the IGS Ultra-Rapid correction products in the PPP approach. It 

was decided, as part of this research, to analyse and evaluate the viability of utilising different 

satellite orbit and clock corrections products on the estimated single frequency PPP results. It 

is believed that the findings will be of practical benefits as the correction products are freely 

accessible over the Internet to the public.  

 

 This section will cover an in-depth discussion of the investigation. This study has two 

objectives: 

 

1. to explore the strengths and possibilities of using the IGS Ultra-Rapid satellite orbits and 

clocks for real-time and near real-time single frequency PPP static applications, and 

2. to evaluate the feasibility of using the various IGS satellite orbits and clocks besides the 

Ultra-Rapid products in single frequency PPP by examining the accuracy and precision of 

the estimated point positioning. 

 

 The relevant satellite orbit and clock corrections are the broadcast satellite corrections, 

the IGS Ultra-Rapid (Predicted Half), Ultra-Rapid (Estimated Half), Rapid, and Final orbit 

and clock corrections. The performance of each product was assessed based on the accuracy 

of the estimated point positioning solutions with respect to the station known coordinates, 

which were treated as “true” coordinates. Raw GPS data collected at five ARGN stations 

located in different latitudinal zones across the Australian continent were used. They were 

DARW, TOW2, ALIC, STR1 and HOB2 stations (see Figure 5.7 for their locations).  
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 A total of twelve daily GPS data sets were downloaded from the years 2004 to 2007. 

Table 7.1 outlines the dates (DOY) of the selected data sets. All data sets used in this study 

were windowed into 6 hours observation sessions, starting from 00:00 GPS time (i.e. 00:00 to 

06:00 GPS time). The sampling interval of the data was 30 second. 

 

Table 7.1: The DOY of the data sets that were used in the study. 

Year DOY 

2004 357, 358, 359 

2005 355, 356, 358 

2006 187, 188, 189 

2007 130, 131, 132 

 

 The Broadcast and IGS products for each DOY were downloaded from the SOPAC 

and IGS websites, respectively (IGS, 2008; SOPAC, 2008). There are two important points 

regarding the Broadcast and IGS Ultra-Rapid (Predicted Half) correction products that are 

worth addressing. As no broadcast navigation message files were stored at DARW, TOW2, 

ALIC, STR1 and HOB2 stations, the SOPAC “auto” navigation files were used as a 

replacement (SOPAC, 2008). A description of the “auto” navigation files has been given in 

Chapter 5. For the IGS Ultra-Rapid (Predicted Half) corrections, users should note that the 

Ultra-Rapid products have a latency of 3 hours. As a result, the orbit and clock corrections 

within 3 hours to 9 hours in the predicted part of the Ultra-Rapid files are most relevant for 

real-time point positioning. Therefore, the appropriate portion of the predictions was extracted 

for the use of this study.  

 

 The Broadcast model with the ionospheric coefficients contained in the broadcast 

navigation message was used in all of the data processing (in this study) to mitigate the effects 

of the ionosphere. This is to maintain consistency in the data processing. The Broadcast 

model was used because the ionospheric coefficients are available in real-time to all GPS 

users. The tropospheric zenith path delay was corrected using the Hopfield model with default 

atmospheric parameters, and the tropospheric ZPD was mapped to the slant delay by using the 

Niell mapping function (Hopfield, 1969; Niell, 1996). In addition to the single frequency PPP 

solutions, the estimated point positions based on the classical single frequency code-only 

point positioning technique using the broadcast corrections are also presented. This method of 

point positioning is essentially the same as the SPS.  The rationale behind this is to provide 

readers with a point of reference of the achievable point positioning accuracy using single 



 164 

frequency PPP technique in relation to the classical single frequency code-based point 

positioning.   

 

7.3 Numerical Analysis and Discussion 

 Due to the quantity of data being processed, a series of line graphs and statistical data 

illustrating the accuracy and precision of the estimated positions for all the stations evaluated 

in this study are attached in Appendix C. These graphs depict the time series of the east, north 

and height errors for each station and day using different satellite orbit and clock corrections. 

The positioning results were categorised as follows: 

 

i) Single frequency code-based processing using the Broadcast orbits, clock 

corrections, and Broadcast ionospheric model. 

ii) Single frequency PPP processing using the Broadcast orbits, clock corrections, and 

Broadcast ionospheric model. 

iii) Single frequency PPP processing using the IGS Ultra-Rapid (Predicted Half) orbits, 

clock corrections, and Broadcast ionospheric model. 

iv) Single frequency PPP processing using the IGS Ultra-Rapid (Estimated Half) orbits, 

clock corrections, and Broadcast ionospheric model. 

v) Single frequency PPP processing using the IGS Rapid orbits, clock corrections, and 

Broadcast ionospheric model. 

vi) Single frequency PPP processing using the IGS Final orbits, clock corrections, and 

Broadcast ionospheric model. 

 

In addition to the line graphs, the mean and RMS values for each station were computed and 

are also presented in Appendix C.  

 

 In order to aid the interpretation of the results, the positioning errors for DARW, 

TOW1, ALIC, STR1 and HOB2 stations for all of the twelve DOY datasets are computed as 

averages, and presented here in Figures 7.1, 7.2, 7.3, 7.4 and 7.5, respectively. The different 

coloured lines symbolise different satellite orbit and clock corrections used in the data 

processing. The left graphs depict the 2D horizontal errors as a function of time; while the 

graphs on the right plot the absolute value of the height errors (i.e. positive only). The 

horizontal positioning errors were calculated using Equation (5.1).  
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Figure 7.1: Point positioning results at DARW station using different satellite orbit and clock 

correction products. Time series of the 2D positioning errors on the left, and the height errors 

on the right. 
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Figure 7.2: Point positioning results at TOW2 station using different satellite orbit and clock 

correction products. Time series of the 2D positioning errors on the left, and the height errors 

on the right. 
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Figure 7.3: Point positioning results at ALIC station using different satellite orbit and clock 

correction products. Time series of the 2D positioning errors on the left, and the height errors 

on the right. 
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Figure 7.4: Point positioning results at STR1 station using different satellite orbit and clock 

correction products. Time series of the 2D positioning errors on the left, and the height errors 

on the right. 
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Figure 7.5: Point positioning results at HOB2 station using different satellite orbit and clock 

correction products. Time series of the 2D positioning errors on the left, and the height errors 

on the right. 

 

From these figures, it can be seen that the errors associated with the horizontal 

positions are lower than the errors from the height estimates. This is due to the propagation of 

GPS signals through the ionosphere, as well as the nature and design of the GPS system. 

However, as more data are collected and processed, the errors associated with the ionospheric 

delay cancel out, and subsequently, the errors in the height estimates diminish. In addition, it 

can be inferred from Figures 7.1, 7.2, 7.3, 7.4, and 7.5 that the characteristic of the positioning 

errors based on various ephemerides at the five ARGN stations is basically similar. The 

accuracy of the position estimates (after ambiguities stabilisation) using single frequency PPP 

are often higher than those of the SPS. This is because single frequency PPP takes advantage 

of the more precise carrier phase measurements. Moreover, the implemented single frequency 

PPP mathematical model is essentially reliant on the ionosphere-free code and quasi-phase 

combination, which eliminates the ionospheric error (refer to Section 2.6.2.2). However, as 

noted in Chapter 4, the use of the carrier phase measurements to achieve high accuracy point 

positioning is subjected to the ambiguous nature of the phase measurements, which could 

potentially limit the quality of the PPP solutions. Thus, the initial portion of the estimated 

solutions before phase ambiguities stabilisation is often inaccurate and imprecise. 

Nevertheless, once the phase ambiguities stabilise as more observations are collected, and 

provided that no cycle slips occur, the solutions will follow the more precise single frequency 

ionosphere-free quasi-phase observables.  
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 The combined mean and RMS of the positioning errors for DARW, TOW2, ALIC, 

STR1 and HOB2 stations using the different satellite orbit and clock corrections are presented 

in Figures 7.6, 7.7, 7.8, 7.9, and 7.10, respectively.  
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Figure 7.6: Statistical analysis of the estimated positioning solutions at DARW using 

different satellite orbit and clock correction products. The left bar chart shows the mean, 

while the bar chart on the right shows the RMS value. 
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Figure 7.7: Statistical analysis of the estimated positioning solutions at TOW2 using different 

satellite orbit and clock correction products. The left bar chart shows the mean, while the bar 

chart on the right shows the RMS value. 
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Figure 7.8: Statistical analysis of the estimated positioning solutions at ALIC using different 

satellite orbit and clock correction products. The left bar chart shows the mean, while the bar 

chart on the right shows the RMS value. 
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Figure 7.9: Statistical analysis of the estimated positioning solutions at STR1 using different 

satellite orbit and clock correction products. The left bar chart shows the mean, while the bar 

chart on the right shows the RMS value. 
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Figure 7.10: Statistical analysis of the estimated positioning solutions at HOB2 using 

different satellite orbit and clock correction products. The left bar chart shows the mean, 

while the bar chart on the right shows the RMS value. 

 

 Based on the positioning results and statistical analysis obtained from this study, it can 

be seen that the use of the IGS Ultra-Rapid (Predicted Half) orbit and clock corrections in 

single frequency PPP (represented by the green lines in Figures 7.1 to 7.5), in comparison to 

the Broadcast ephemerides (represented by the pink lines in Figures 7.1 to 7.5), could enhance 

the accuracy and precision of the real-time position estimates. After half an hour (60 epochs) 

of observation, the 2D horizontal and height positioning solutions using the IGS predicted 

orbits and clocks converged to be within 1m of the known values. The PPP solutions using 

the Broadcast ephemerides, on the other hand, required more than an hour (1 – 2 hours) 

before the solutions converge within the required limit. The average mean and RMS (RMS 

are noted in brackets) values of the position errors from the five ARGN stations using the 

Ultra-Rapid (Predicted Half) products are 0.18m (0.63m) horizontally and 0.16m (0.87m) 

vertically. The mean and RMS of the position errors based on the Broadcast ephemerides are 

0.31m (0.92m) horizontally and 0.84m (1.43m) vertically. These results are promising as the 

IGS predicted satellite orbit and clock corrections can be used in real-time (instead of the 

Broadcast ephemerides) to obtain more accurate point positioning solutions.  

 

 The use of the near real-time Ultra-Rapid (Estimated Half) orbit and clock corrections 

in single frequency PPP also provided promising results. In fact, the single frequency PPP 

solutions using the near real-time Ultra-Rapid (Estimated Half) orbit and clock corrections, 

which have a short latency of just 3 hours, were quite comparable to those of the more precise 
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IGS Rapid products (refer to Figures 7.1, 7.2, 7.3, 7.4, and 7.5). The deviation was only a few 

centimetres. The RMS of the horizontal and height errors are 0.29m and 0.59m, respectively. 

As expected, the use of the Ultra-Rapid (Estimated Half) corrections in single frequency PPP 

could provide more accurate position estimates than the predicted orbits and clocks. This is 

evident particularly in the horizontal positioning estimates (see Figures 7.1, 7.2, 7.3, 7.4, and 

7.5) and the level of improvement provided by the Ultra-Rapid is about a factor of two. Ray 

and Griffiths (2008) from NOAA NGS reported the current status of the IGS Ultra-Rapid 

products. They noted that the performance of the IGS satellite orbit and clock products for 

real-time and near real-time applications has improved dramatically, in particular the Ultra-

Rapid (Estimated Half) products. Up to seven ACs contribute to the production of the IGS 

Ultra-Rapid (Estimated Half) satellite orbit and clock corrections. This gives redundancy in 

the solutions, which helps to enhance the reliability and accuracy of the orbit and clock 

corrections. Moreover, they also noted that the precision of the IGS Ultra-Rapid (Estimated 

Half) orbits is closely approaching to those of the Rapid orbits.  

 

 In parallel to the advancement of the Ultra-Rapid products, the quality of the Rapid 

satellite orbit and clock corrections has also increased in the last few years. This is attributed 

to the timely advancement of new technology such as software algorithms, data acquisition 

and communication schemes. Currently, the Rapid service provides satellite orbit and clock 

solutions within a day (17 hours) and has almost the same precision as the Final solutions, 

which has a latency of almost 2 weeks. According to Kouba (2003), the Rapid products are in 

fact as precise as the Final products. In addition, there is also good agreement between 

satellite clock estimates produced by IGS ACs. These estimates agree within 0.1-0.2ns 

(Kouba, 2003). The findings in this study have shown that the use of the Rapid and Final orbit 

and clock corrections products in single frequency PPP would provide, for all practical 

purposes, comparable (i.e. within a few centimetres variation) point positioning accuracy.  

 

 It is encouraging to identify from this study that the use of the IGS Ultra-Rapid orbit 

and clock corrections, which are available to all users in real-time and near real-time, in single 

frequency PPP can provide point positioning accuracy better than 0.5m (after phase 

ambiguities stabilisation). In comparison with the classical SPS technique, this improvement 

is quite remarkable. However, it is important to acknowledge the limitations of real-time 

single frequency PPP. 

 



 172 

 One of the limitations of real-time single frequency PPP is the long convergence time. 

The phase ambiguities on L1 frequency are not of integer values because they are “corrupted” 

by the satellite and receiver phase biases (Gao and Garin, 2006). As a consequence, the 

integer ambiguities of the phase measurements cannot be resolved. Instead, the ambiguities 

are estimated in PPP as float solutions, which require a long convergence period. The time of 

convergence varies depending on the number and geometry of visible satellites, observation 

quality, and users’ defined environment. Furthermore, it can be established from this study 

that the position convergence also depends on the quality of the ephemerides used to constrain 

the satellite orbit and clock errors. When precise satellite orbit and clock corrections such as 

the Final corrections are used, the errors (caused by the satellite orbits and clocks) contained 

in the least squares solutions are minimal. Thus, lesser epochs are required by the float 

ambiguity solutions to stabilise. In contrast, the point positions computed using real-time 

satellite orbit and clock corrections, i.e. the broadcast and predicted ephemerides, are 

subjected to longer convergence times. This is owing to the same “principle” that the errors 

contained in the solutions are larger and hence affecting the stabilisation process of the float 

ambiguity solutions. It can be seen from Figures 7.1, 7.2, 7.3, 7.4, and 7.5 that the errors 

based on the real-time ephemerides continually decrease as more observations were collected 

and processed. Nevertheless, the accuracy of the position estimates using single frequency 

PPP technique is still encouraging in comparison to the classical code-based processing.  

 

 The second challenge of real-time PPP is the quality of the predicted satellite clock 

corrections. The precision of the satellite clock corrections is generally lower than those of the 

orbits. This is because the stochastic behaviour of the satellite atomic clock variations is 

virtually impossible to predict. Currently, only four IGS ACs contribute the estimates of the 

satellite clock biases, which limits the robustness and quality of the Ultra-Rapid clock 

products (Ray and Griffiths, 2008). Although the Ultra-Rapid observed clocks have typical 

errors about twice of the Rapid, the quality of the Ultra-Rapid predicted clocks is worse, i.e. 

almost the same level as the broadcast navigation values. In order to improve the quality of 

the clock predictions, the IGS is currently developing a system for true real-time clock 

monitoring and broadcast capability (Ray and Griffiths, 2008).  

 

 The dissemination of the precise satellite orbits and clocks corrections is another 

challenge for real-time PPP. In this study, the point positions were estimated based on the 

simulation of real-time single frequency PPP. This is due to the limitation of the research 

software platform, which was not designed for real-time data processing. At present, there are 
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governments and private organisations providing real-time precise orbit and clock data via the 

Internet or communication satellites. Examples of these real-time services are the JPL real-

time data known as Internet-based Global Differential GPS (IGDG), the NRCan real-time 

data known as the GPS•C, OmniSTAR-XP, and Navcom’s StarFire (Lahaye et al., 1997; 

Muellerschoen et al., 2000; Muellerschoen et al., 2004; Dixon, 2006; JPL, 2007; Mireault et 

al., 2008; OmniSTAR, 2008). The JPL IGDG, OmniSTAR-XP, and Navcom’s StarFire are 

available through subscription services, while the NRCan GPS•C real-time corrections are 

only distributed nationally through the Canadian-wide Differential GPS System (DGPS). The 

IGS predicted orbit and clock corrections, on the other hand, are freely accessible on the 

Internet to all users. The move towards real-time GNSS data and derived products have been 

a strategic objective of the IGS for several years, and this has been reaffirmed in the IGS 

Strategic Plan for the years 2008 to 2012 (Caissy, 2007). Recently, the IGS RTWG has been 

established to govern the IGS Real-time Pilot Project (Dow et al., 2005; IGS, 2008). An 

important theme of this pilot project is to promote and support the development of real-time 

applications by shortening the latency while improving the quality of the associated products. 

It is envisioned that with the improved products together with the integration of GPS and 

wireless technology, the applicability of real-time PPP in different applications can soon be 

revolutionised.  

 

7.4 Summary 

  This Chapter has provided a description of the study undertaken to evaluate the 

feasibility of using different satellite orbit and clock corrections for single frequency PPP 

static applications. The study has two objectives. The first objective was to investigate the 

potential of using the IGS Ultra-Rapid ephemerides for real-time and near real-time point 

positioning. The second objective was to compare the performance of various IGS satellite 

orbit and clock and products (besides the Ultra-Rapid corrections) in single frequency PPP. 

The assessment was carried out based upon the accuracy and precision of the estimated single 

frequency PPP solutions. 

 

 The results have demonstrated that the Ultra-Rapid (Predicted Half) satellite orbit and 

clock corrections can be used to achieve high accuracy point positions. It has been shown that 

after half an hour of observations (60 epochs), the 2D horizontal and height solutions 

converged to better than 1m of the known values. This is encouraging because the results can 

be treated as simulation of the achievable point positioning accuracy in real-time using single 
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frequency PPP. The PPP solutions using the near real-time Ultra-Rapid (Estimated Half) orbit 

and clock corrections were also favourable. In fact, the deviation between the positioning 

solutions using the Ultra-Rapid (Estimated Half) and Rapid products were minimal, i.e. at the 

level of a few centimetres.  In comparison to the Ultra-Rapid (Predicted Half) products, the 

time required by the Ultra-Rapid (Estimated Half) solutions to convergence within 1m of the 

known values was shorter. However, this was compromised by the slightly longer (3 hours) 

product latency. Nevertheless, the quality of the positioning results obtained from this study 

was promising considering that less than 1m positioning accuracy can be achieved in real-

time and near real-time positioning scenarios.  

 

 It can be summarised from this investigation that the quality of the estimated PPP 

solutions improves as a function of the corrections latency. The Final and Rapid satellite orbit 

and clock correction products would provide the best point positioning accuracy, and are then 

followed by the Ultra-Rapid (Estimated Half) and Ultra-Rapid (Predicted Half) products. It 

should be noted that although the IGS Final products with a latency of about 13 days have the 

highest quality and consistency, the shorter latency Rapid products, with a latency of only 17 

hours, are in fact capable of providing comparable positioning results. Therefore, for most 

practical purposes, the users will not notice any significant discrepancy between the point 

positioning results from using the IGS Final or Rapid satellite orbit and clock products.  
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CHAPTER 8  

 

Single Frequency PPP using Medium-Cost and 

Low-Cost GPS Receivers 

 

 

8.1 Introduction 

 In Chapter 7, the accuracy and precision of the estimated single frequency PPP 

solutions using various IGS satellite orbit and satellite corrections products have been 

assessed and evaluated. The corresponding results and discussions were also presented. It has 

been shown that the use of the precise IGS Rapid and Final satellite orbit and clock 

corrections in single frequency PPP could provide the best point positioning solutions. 

However, the trade-off in achieving high accuracy positioning solutions is the long latency of 

the corrections. For example, in order to apply the precise corrections in GPS processing, it is 

necessary to wait for 17 hours to 2 weeks after the data are collected. This method of GPS 

processing is recommended when the quality of the estimated positions is critical and time is 

not a restraining factor. Alternatively, users who wish to obtain their positions in real-time 

could opt to apply either the Broadcast corrections or the IGS Ultra-Rapid (Predicted Half) 

orbit and clock corrections. It has been shown that the IGS predicted orbit and clock 

corrections could provide better point position estimates than the Broadcast corrections. When 

the IGS predicted corrections are used, the estimated position errors are within 1m of the 

known values. 

 

 All single frequency GPS measurements used in the previous studies were extracted 

from datasets collected from geodetic quality dual frequency GPS receivers in static mode. It 

is of much interest to validate independently the capability of PPP using GPS observation data 

collected from various single frequency receivers. This Chapter will present the study 

undertaken to examine the achievable point positioning accuracy using single frequency GPS 

receivers. Single frequency GPS receivers of varying costs will be tested. The performance of 
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these receivers will be assessed via the quality of the estimated point positioning solutions. It 

is envisaged that the findings from these analyses could, in addition to validating the 

performance of the implemented single frequency PPP algorithm, provide some indications of 

the achievable point positioning accuracy using different receiver types.  

 

8.2 Types of GPS Receiver 

 GPS technology is used in various applications that require different accuracy, 

performance, and availability levels. The selection of the appropriate receiver type for a 

particular project or application should be made from a sound analysis of the following 

criteria (American Society of Civil Engineers, 2000):  

 

1. the required accuracy for which the receiver is to be used,  

2. the nature of the applications,  

3. operational environments,  

4. technical and signal processing requirements, 

5. human resources, 

6. power consumption requirements, and 

7. budgetary limitations  

 

As a general rule, the more accurate a GPS receiver positions and navigates, then the more the 

receiver will cost. At present, the price of a GPS receiver unit ranges between a few hundred 

dollars to tens of thousands of dollars (Australian Dollar – AUD).  

 

 The GPS receiver market, in particular the handheld and low-cost GPS receiver 

market, has grown rapidly in the last two decades. Magellan introduced the first low-cost 

handheld GPS receiver for consumer market in 1989 (Xiao et al., 2002; Magellan Navigation 

Incorporation, 2008). Ever since, the demand for low-cost handheld GPS receivers has 

constantly increased. According to Stansell et al. (2006), the intensive GPS market 

penetration and usage has been primarily driven by low-cost, low power, and high sensitivity 

receivers. The vast majority of worldwide GPS enabled consumer devices are cost driven. 

Therefore, any improvement in the quality of the point positioning solutions, especially for 

low-cost handheld GPS receivers, will be beneficial. 
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 The two generic types of GPS receiver in the market, at present, are the single 

frequency and dual frequency receivers. Within GPS receiver types, there are three different 

classifications of receivers, namely the geodetic grade, medium-cost (usually GIS grade), and 

low-cost receivers. The classification of receivers is defined by the unit cost, accuracy level, 

and navigation capabilities. Table 8.1 outlines the receivers’ classifications as defined by 

these parameters.  

 

Table 8.1: The classification of GPS receiver units. 

Receiver 

Classification 

Approximate 

Price (AUD) 

Signal Accuracy Applications 

Low-cost <$1,000 Code or/and carrier 

phase; single 

frequency 

~3 – 15m 

(absolute) 

Tracking, navigation, 

positioning and 

location based services 

Medium-cost 

(GIS grade) 

$1,000 - 

$10,000 

Code or/and carrier 

phase; single 

frequency 

~0.5 – 3m 

(relative) 

GIS applications such 

as asset mapping 

Geodetic 

grade 

> $10,000 Code and carrier 

phase; dual 

frequency 

Centimetre 

level 

(relative) 

Precise navigation, 

surveying and geodesy 

applications 

 

8.3 Point Positioning Quality Investigation: A Cost-Benefit 

Analysis 

 A number of researchers have investigated the potential of using low-cost single 

frequency receivers to achieve high accuracy positioning and for geodetic applications. For 

example, Masella et al. (1997), Rizos et al. (1998), Masella (1999), Janssen et al. (2002), 

Roberts et al. (2004), Söderholm (2005), Alkan et al. (2006), Saeki and Hori (2006), and 

Alkan et al. (2007) have studied the performance of low-cost receivers using relative 

positioning techniques. They have reported a differential positioning accuracy of around a few 

centimetres to 1.5m (for a 20km baseline).  

 

The use of a low-cost GPS receiver to obtain accurate point positioning creates a 

major challenge because it is highly dependent on how the measurement error sources are 

handled (Beran et al., 2007). Researchers such as Tiberius (2003) and Milbert (2005) have 
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investigated the performance of low-cost receivers using the SPS and attained point 

positioning accuracy of a few metres (5m to 15m). According to the latest U.S. Government’s 

GPS SPS standard performance report, it is possible to provide a global average positioning 

accuracy of 9m horizontally and 13m vertically (at 95% confidence interval) (U.S. Assistant 

Secretary of Department of Defence, 2008). It should, however, be noted that the quoted 

values are usually quite pessimistic because they did not account for the atmospheric errors, 

multipath and receiver noise (Tiberius, 2003). The potential of the PPP technique using a low-

cost receiver, to date, is still a relatively new research area. Only Beran et al. (2007) have 

investigated the performance of a low-cost handheld GPS receiver using their implemented 

single frequency PPP filter. They reported that a low-cost receiver could provide horizontal 

and height positioning accuracy of better than 1m and 2m, respectively, in post-processing 

mode.  

 

 This study aims to test various low-cost single frequency GPS receivers for high 

accuracy point positioning in post-processing and real-time scenarios. The intention is to 

examine an alternative, cost-effective positioning technique for applications that are restricted 

by budgetary and operational limitations, without compromising on the quality of the 

estimated positioning solutions. The proposed technique would be useful for applications in 

remote areas such as Central Australia. Static tests were undertaken to demonstrate the 

positioning capabilities of both medium-cost and low-cost GPS receivers. The selection of the 

receiver model was limited by the availability of the units. Table 8.2 and Figure 8.1 describe 

the model, features and specifications of the receivers used in this study.  
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Table 8.2: Classification and specifications of the GPS receivers used in this study. 

Receiver 

Classification 

Receiver Name Approx. 

Price (AUD) 

Brief Description 

Low-cost 

 

Garmin GPS 12 

XL (discontinued 

product since 

2001) 

~$400  • 12 channels (L1 code and 
carrier phase) 

• Quoted GPS accuracy: 15m 
RMS 

• DGPS capable 
• External antenna connection 

(optional) 
• Size: 5.3 x 14.7 x 3.1cm 
• Weight: 269 grams with 4 AA 

batteries 
Low-cost  Garmin 

GPSMap®76C 

~$400 • 12 channels (L1 code and 
carrier phase) 

• Quoted GPS accuracy: <15m 
(95% confidence interval) 

• WAAS and DGPS capable 
• External antenna connection 

(optional) 
• Size: 6.9 x 15.7 x 3.5cm 
• Weight: 216 grams with 2 AA 

batteries 
Medium-cost: 

GIS grade 

(with internal 

antenna) 

Trimble 

Geoexplorer® 

GeoXH  

(2005 series) 

~$9,400 • 12 channels (L1 code and 
carrier phase) 

• Quoted accuracy: 30cm (H-Star 
post-processed) 

• SBAS (including WAAS and 
EGNOS) and DGPS capabilities 

• Internal antenna with optional 
Zephyr antenna 

• Size: 21.5 x 9.9 x 7.7cm 
• Weight: 780 grams with battery 

(internal 6800 mAH lithium-ion 
battery) 

Medium-cost: 

GIS grade 

(with external 

antenna) 

Trimble 

Pathfinder® Pro 

XRS 

~$15,000 

(purchase 

price in 2001) 

• 12 channels (L1 code and 
carrier phase) 

• Quoted accuracy: submetre 
(post-processed) 

• SBAS (including WAAS and 
EGNOS) and DGPS capabilities 

• External combined L1 
GPS/beacon/satellite differential 
antenna 

• Size: 11.1 x 5.1 x 19.5cm 
• Weight: 760 grams (receiver), 

550 grams (antenna) 
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Garmin 12 XL 

 
Garmin GPSMap® 76C 

 

 

 

 
Trimble Geoexplorer®  

GeoXH  (2005 series) 

 
Trimble Pathfinder®  

Pro XRS 

Figure 8.1: The GPS receivers that were used in this research (Garmin Limited, 2008; 

Trimble Navigation Limited, 2008). 

 

 GPS observation data from four different stations collected using different receiver 

units were tested. Information of each station and the DOY during which the data were 

collected are given in Table 8.3. 

 

Table 8.3: Station information and DOY during which the data used in this research were 

collected. 

Station Name 
and Location 

Receiver Model DOY Approximate WGS 84 
Coordinates (latitude, 
longitude, and height) 

Point YB3, 
Victoria, 
Australia 

Garmin 12 XL 356 2008 37˚ 48’ S 
145˚ 01’ E 
30m 

Point PIER13, 
Ottawa, Canada 

Garmin 
GPSMap®76C 

095 2005 45˚ 24’ N 
75˚ 55’ W 
45m 

Point 
ULTIMATE, 
Victoria, 
Australia 

Trimble 
Geoexplorer® 
GeoXH (2005) 

266 2008 37˚ 52’ S 
145˚ 05’ E 
56m 

Point LR31, 
Victoria, 
Australia 

Trimble 
Pathfinder® Pro 
XRS 

260 2006 37˚ 18’ S 
145˚ 50’ E 
290m 
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 As the objective of this study was to investigate the real-time and post-processing 

capabilities of these receivers using single frequency PPP, the collected data sets were 

processed both in simulated real-time and post-processing modes. For simulated real-time 

processing, the IGS Ultra-Rapid (Predicted Half) satellite orbit and clock corrections were 

applied. The selection of the Ultra-Rapid (Predicted Half) was adopted because of the 

positive findings from the preceding investigation described in Chapter 7. It was found that 

the IGS predicted corrections could provide more accurate point position estimates than the 

Broadcast ephemerides. The ionospheric error was partially eliminated by using the Broadcast 

model with the broadcast ionospheric coefficients. For post-mission processing, the precise 

IGS Rapid satellite orbit and clock products, as well as the IGS Rapid GIMs were used to 

remove the bulk of the satellite orbit, clock and ionospheric errors. The tropospheric ZPD was 

corrected in both scenarios using the Hopfield model with default atmospheric parameters, 

and the tropospheric ZPD was mapped to the slant delay by using the Niell mapping function 

(Hopfield, 1969; Niell, 1996). The a priori code and quasi-phase sigma ratio was set to 1:50 

and a 15º elevation mask was applied.  

 

 The following sections provide the results of the analyses, commencing with the 

medium-cost GPS receivers followed by the low-cost units. Numerical results in both 

graphical and tabular formats, as well as discussion will be presented. 

 

8.3.1   Medium-Cost GPS Receiver  

8.3.1.1 Trimble Pathfinder®  Pro XRS 

 GPS data were collected at Point LR31 in Victoria, Australia, on DOY 260 2006 for 

four hours using the Trimble Pathfinder® Pro XRS receiver. As the Pathfinder® Pro XRS 

receiver uses an external L1 antenna, the antenna was accurately mounted on top of a tripod 

(tribrach) over the point. The height offset between the marker on the ground and the 

approximate antenna phase centre was measured and recorded in the observation file. The 

data were collected at 1 second sampling interval, but the data were “down-sampled” to a 30 

second interval for consistency and comparison purposes. 

 

 The known coordinates of Point LR31 used in this analysis were obtained from 

previous surveys using traditional surveying techniques, as well as GPS multi-receiver 

baseline processing. The accuracy of the known coordinates is quoted to be to the nearest 
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centimetre for the horizontal component and to the nearest decimetre for the height 

component. The accuracy is considered adequate for the purpose of this study. 

 

 The trajectory or sky plot of the visible satellites throughout the observation period at 

Point LR31 is illustrated in the left plot in Figure 8.2. The bar chart on the right in Figure 8.2 

depicts the number of satellites processed as a function of observation period. An average of 

eight satellites was observed throughout the survey. However, there were a few occasions 

when only five satellites were available and processed. 
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Figure 8.2: The trajectory of the visible satellites over the sky at Point LR31 (left plot); the 

number of satellites processed as a function of observations period (right plot). 

 

IGS Rapid Products (latency of about 17 hours) 

 Figure 8.3 shows the differences (or positioning errors) between the estimated east, 

north and height positions with the accurately known coordinates of Point LR31. Note that the 

local time in Victoria when these data were collected was 10:00LT (i.e. 10:00LT to 14:00LT). 

It is encouraging to see that, although the PPP solutions required half an hour to converge, all 

estimated point positions (including the initial estimates) are within 1m of the known 

coordinates. No apparent atmospheric effects, particularly the ionospheric delay can be 

observed. After one hour of observation, the positioning solutions are accurate to about 0.4m.  
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Figure 8.3: Point positioning results at Point LR31 in post-processing mode. Time series of 

the east, north and height errors on the left; scatter plot of the horizontal errors on the right. 

 

 Figure 8.4 depicts the magnitude of the code and quasi-phase observations residuals 

for all the observed satellites. The residuals were plotted as a function of time. In general, the 

observation residuals are caused by factors that are not considered in the data processing 

software, e.g. the residuals multipath effects, the receiver antenna type, and the receiver 

internal tracking mechanism (Beran et al., 2007). 
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Figure 8.4: Code and quasi-phase residuals at Point LR31 in post-processing mode. 

 

 In order to assist with the interpretation of the results, the mean, STandard Deviation 

(STD) and RMS values were computed using all of the positioning solutions (480 epochs) 

obtained from the test. The statistical values are presented in Table 8.4. As noted previously 

in Chapter 4, the RMS values are indications of the precision of the estimated positions with 

regards to the “ground truth” (i.e. the “accepted value” used in the RMS calculation was 

zero). Whilst, the STD provides an indication of the spread of the estimated positioning 

solutions from the mean (i.e. the “accepted value” used in the STD calculation was the 

computed mean). From Table 8.4, it can be seen that the mean positions are in good 
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agreement with the known coordinates. The deviation between the mean and the known 

coordinates is less than 0.4m.  

 

Table 8.4: Mean, STD and RMS of the estimated positions at Point LR31 in post-processing 

mode. 

Point LR31 – IGS Rapid Products 

 Mean (m) STD (m) RMS (m) 

East 0.14 0.07 0.16 

North 0.33 0.20 0.38 

Height -0.07 0.18 0.19 

 

IGS Ultra-Rapid (Predicted Half) Products (Real-time) 

 In contrast to Figure 8.3, Figure 8.5 plots the east, north and height positioning errors 

at Point LR31 using the IGS Ultra-Rapid (Predicted Half) satellite orbit and clock 

corrections. The estimated positions are indications of the achievable single frequency PPP 

accuracy in real-time using a medium-cost receiver. Although the numerical results presented 

here were based on a simulation (i.e. the data were first collected in the field and then 

processed later using the predicted satellite orbit and clock corrections), they could still be 

considered as good representatives of the achievable positioning accuracy in a real-time 

scenario.  

 

 It can be seen that the initial portion (first half an hour of the observation time span) of 

the north and height errors ranged between 3m to 6m of the known values. This is mainly 

attributed to the phase ambiguities. As more observations were collected and processed, the 

more accurate the solutions became. After one to one and the half hour of observations, the 

single frequency PPP errors converged to be within 1m of the known values.  
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Figure 8.5: Point positioning results at Point LR31 in real-time mode. Time series of the east, 

north and height errors on the left; scatter plot of the horizontal errors on the right. 

 

 The code and quasi-phase measurement residuals using the IGS Ultra-Rapid 

(Predicted Half) satellite orbit and clock corrections are plotted in Figure 8.6. The 

measurements residuals portrayed larger variations than those in Figure 8.4, which were 

generally caused by the less accurate predicted orbit and clock corrections.  
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Figure 8.6: Code and quasi-phase residuals at Point LR31 in real-time mode. 

 

 The satellite orbit and clock corrections from the IGS Rapid and Ultra-Rapid 

(Predicted Half) products on DOY 260 2006 were compared for the purpose of this 

assessment. The differences between the two products are plotted in Figure 8.7. The Rapid 

corrections are considered as “truth” because the corrections are more accurate than the 

predicted corrections. Therefore, the differences between these two products are assumed to 

be the predicted orbit and clock errors. The points on the graphs represent the orbit (left 

graph) and clock biases (right graph), respectively, for each satellite.  
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Figure 8.7: Comparison plots between the IGS Rapid and Ultra-Rapid (Predicted Half) 

satellite orbit (left graph) and clock corrections (right graph) for all the satellites on DOY 260 

2006. 

 

 It appears from this figure that most of the discrepancies in the predicted orbit are 

within the IGS quoted accuracy, i.e. 5cm-10cm (refer Table 2.1). However, the variations 

between the Rapid and predicted clock corrections are quite large, which may have resulted in 

the large positioning errors. For some satellites, the differences between the Rapid and 

predicted clock corrections are about 10ns (equivalent to 3m in the range error). This is 

significantly greater than the 5ns accuracy quoted by IGS for the clock predictions.  

 

 Table 8.5 tabulates the statistical results of the estimated positioning solutions at Point 

LR31 using the IGS Ultra-Rapid (Predicted Half) satellite orbit and clock corrections. As 

anticipated, the positioning results based on the predicted orbit and clock corrections are not 

as accurate as those using the Rapid corrections. The mean position estimates based on the 

predicted orbit and clock corrections are approximately 1.2m horizontally and 0.9m vertically. 

The deviation of the horizontal and height components from the “ground truth” is within 2m 

of the known values. These results are quite impressive and they are representative of the 

achievable point positioning accuracies and precisions in real-time using a medium-cost 

single frequency GPS receiver. 

 

Table 8.5: Mean, STD and RMS of the estimated positions at Point LR31 in real-time mode. 

Point LR31 – IGS Ultra-Rapid (Predicted Half) Products 

 Mean (m) STD (m) RMS (m) 

East 0.38 0.35 0.51 

North 1.14 1.43 1.83 

Height 0.85 1.42 1.65 
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8.3.1.2  Trimble Geoexplorer® GeoXH (2005 Series) 

 The Trimble Geoexplorer® GeoXH (2005 series) is also a medium-cost receiver. 

Unlike the Pathfinder® Pro XRS, this receiver has an inbuilt internal antenna. The receiver 

was placed on a tripod set up over Point ULTIMATE in Melbourne, Australia. The height 

from the marker to the approximate antenna phase centre was measured and noted in the 

observation file. One second interval data were collected for 4 hours on DOY 266 2008, but 

the data were “down-sampled” to a 30 second interval. The “true” coordinates of Point 

ULTIMATE were determined based on GPS multi-receiver baseline processing and the 

coordinates are accurate to one centimetre. Figure 8.8 shows the trajectory of the visible 

satellite over the sky at Point ULTIMATE on DOY 266 2008 and the number of satellites 

used in the data processing.  
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Figure 8.8: The trajectory of the visible satellites over the sky at Point ULTIMATE (left 

plot); the number of satellites processed as a function of observations period (right plot). 

 

IGS Rapid Products (latency of about 17 hours) 

 The left graph in Figure 8.9 illustrates the east, north and height errors as a function of 

observation time. The right graph in Figure 8.9 is a scatter plot of the horizontal positioning 

errors. It can be inferred from this figure that the estimated horizontal positions are well 

within 1m of the “ground truth”. The initial height solutions, on the other hand, vary between 

1m to 2m. However, as more data were collected, the accuracy of the height solutions 

improved to be better than 1m of the “ground truth”.  
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Figure 8.9: Point positioning results at Point ULTIMATE in post-processing mode. Time 

series of the east, north and height errors on the left; scatter plot of the horizontal errors on the 

right. 

 

 Figure 8.10 plots the code and quasi-phase residuals. The noise of the handheld 

Trimble Geoexplorer® GeoXH receiver was larger than those of the Pathfinder® Pro XRS 

receiver. This may be attributed to the quality of the receiver antenna. 
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Figure 8.10: Code and quasi-phase residuals at Point ULTIMATE in post-processing mode. 

 

 The mean, STD and RMS of the estimated positions are summarised in Table 8.6. The 

accuracy of the east and north positions are better than 0.3m, while the accuracy of the height 

estimation is about two times worse than the horizontal position.  
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Table 8.6: Mean, STD and RMS of the estimated positions at Point ULTIMATE in post-

processing mode. 

Point ULTIMATE – IGS Rapid Products 

 Mean (m) STD (m) RMS (m) 

East -0.20 0.08 0.21 

North 0.16 0.20 0.25 

Height -0.66 0.31 0.72 

 

IGS Ultra-Rapid (Predicted Half) Products (Real-time) 

 The following figures, Figures 8.11 and 8.12, show the accuracy of the positioning 

solutions and its residuals using the IGS Ultra-Rapid (Predicted Half) orbit and clock 

corrections. The results presented here were simulation of the achievable point positioning 

solutions in real-time using single frequency PPP. The 2m horizontal errors and 4m height 

errors in the first 30 minutes of observation can be attributed to the phase ambiguities. After 

one hour of observation, the real-time positioning solutions converged to be better than 2m of 

the known values. 
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Figure 8.11: Point positioning results at Point ULTIMATE in real-time mode. Time series of 

the east, north and height errors on the left; scatter plot of the horizontal errors on the right. 
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Figure 8.12: Code and quasi-phase residuals at Point ULTIMATE in real-time mode. 

 

 Table 8.7 shows the statistics of the estimated point positioning solutions. The 

horizontal and height positioning errors using the predicted corrections are about 1.2m and 

1.5m, respectively. Although the spread of the estimated positions from the mean is less than 

1m, the precision of the estimated position are between 1m to 2m of the “ground truth”. These 

results are still favourable as they are comparable to the solutions obtained using the code-

based relative positioning technique. 

 

Table 8.7: Mean, STD and RMS of the estimated positions at Point ULTIMATE in real-time 

mode. 

Point ULTIMATE – IGS Ultra-Rapid (Predicted Half) 

Products 

 Mean (m) STD (m) RMS (m) 

East 0.28 0.17 0.32 

North 1.18 0.43 1.24 

Height 1.53 0.65 1.64 

 

Discussion 

 Although the observation data collected at Point LR31 and Point ULTIMATE were 

from two different GPS receiver models, locations, and days, the results from both are quite 

consistent. The estimated point positioning solutions using the medium-cost receivers are 

generally in good agreement with the known values. As anticipated, the positioning solutions 

using the IGS Rapid orbit, clock corrections and GIMs are better than those using the 

predicted products. Accuracies and precisions better than 0.3m horizontally and 0.7m 

vertically are obtained in post-processing mode. For real-time point positioning, coordinate 

accuracies and precisions of about 1.5m to 2m are obtained. These results are significant 
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considering that only one receiver is required and also the cost of a GIS grade receiver is 

significantly lower than those of geodetic quality, and hence the term medium-cost. 

Moreover, the data collection and processing procedures involved with single receiver point 

positioning is less complex than those of relative positioning techniques.  

 

8.3.2   Low-Cost GPS Receiver  

8.3.2.1 Garmin 12 XL 

 The previous section focused on the quality of the point positioning solutions provided 

by medium-cost receivers. Since a vast majority of GPS users are using low-cost receivers, it 

will be interesting to investigate the real-time and post-processing capabilities of single 

frequency PPP using a low-cost handheld receiver.  

  

 Low-cost GPS receivers generally do not output RINEX data. However, there is 

software available, which can be used to convert (Garmin) binary data into RINEX format 

(Gálan, 2002; Milbert, 2005; The University of Nottingham, 2008). In this study, the Garmin 

12 XL unit with an external antenna was placed on a tripod set up accurately over a 

coordinated point, Point YB3 in Melbourne, Australia. The offset in height between the 

marker on the ground and the approximate antenna centre was measured and recorded in the 

observation file. A Garmin binary stream was collected by a PC and the binary data was 

converted into RINEX format using Professor Antanio Gálan’s RINEX converter software 

(Gálan, 2002). 4 hours worth of data were collected on DOY 356 2008 at a sampling rate of 1 

second, but were “down-sampled” to 30 second for consistency and comparison purposes.  

 

 The known coordinates of Point YB3 were determined using GPS multi-receiver 

baseline processing and also traditional surveying methods. The quoted accuracy of the 

position is to the nearest centimetre on the horizontal component and to the nearest decimetre 

on the height. This is considered sufficient for the intention of this assessment.  

 

 Figure 8.13 illustrates the sky plot of the satellites during the survey at Point YB3 on 

DOY 356 2008 and the number of satellites that were used for the data processing. The 

average number of satellites observed during the survey was eight. 
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Figure 8.13: The trajectory of the visible satellite over the sky at Point YB3 (left plot); the 

number of satellites processed as a function of observations period (right plot). 

 

IGS Rapid Products (latency of about 17 hours) 

 Figures 8.14 and 8.15 show the east, north and height errors with respect to the known 

coordinates for Point YB3 and the code and phase residuals using the IGS Rapid satellite 

orbit, clock and ionospheric corrections. Note that Figure 8.14 has a different scale from 

previous plots. Point YB3 is situated on open field with an unobstructed view of the sky. 

When these data were collected, the local time in Melbourne was around 14:00LT (i.e. 

14:00LT to 18:00LT).  

 

 It can be inferred from this figure that the initial estimates vary greatly in the first 15 

minutes of observations, which result in outliers in the scatter plot. This is caused by the 

initial (float) phase ambiguities and also the nature of the receiver used. Once the phase 

ambiguities stabilise, i.e. after 30 minutes into the observations, the solutions converge to be 

within 2m of the “ground truth”. From Figures 8.14 and 8.15, it is apparent that the noise and 

residuals of the low-cost handheld receiver are quite large. This is not surprising as the quality 

of a low-cost handheld receiver is less than a GIS grade receiver. Even so, these results are 

very encouraging. It must be remembered that these data were collected in a very open 

environment. Therefore, there is no reason to suspect severe multipath effects.  
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Point YB3 - IGS Rapid  Products
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Figure 8.14: Point positioning results at Point YB3 in post-processing mode. Time series of 

the east, north and height errors on the left; scatter plot of the horizontal errors on the right. 
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Figure 8.15: Code and carrier phase residuals at Point YB3 in post-processing mode. 

 

 The mean, STD and RMS values were calculated based on all the positioning results 

observed from the test and are tabulated in Table 8.8. There are a few decimetre biases on the 

east and north components and a metre level height bias, which were probably caused by the 

residual atmospheric errors. The deviation (RMS value) of the estimated positioning solutions 

based on the known values is 1.7m horizontally and 3.3m vertically. These results are quite 

remarkable considering the cost and type of receiver used. 

 

Table 8.8: Mean, STD and RMS of the estimated positions at Point YB3 in post-processing 

mode. 

Point YB3 – IGS Rapid Products 

 Mean (m) STD (m) RMS (m) 

East -0.11 0.79 0.79 

North 0.55 1.44 1.54 

Height 1.36 2.99 3.29 
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IGS Ultra-Rapid (Predicted Half) Products (Real-time) 

 In contrast to Figure 8.14, Figure 8.16 depicts the simulated real-time point 

positioning errors using the IGS Ultra-Rapid (Predicted Half) satellite orbit and clock 

corrections. The ionospheric effects were partially mitigated by utilising the Broadcast model 

with the broadcast ionospheric coefficients. The variation of the initial positioning solutions 

from the known values is quite significant. This finding is identical to those based on Rapid 

products. However, when using the predicted corrections, which are extrapolated from the 

observed orbits and clock information, a longer convergence time is needed for the solutions 

to be within 2m of the known values. Additionally, one can infer from the scatter plot 

presented in Figure 8.17 that the horizontal solutions using the Garmin 12 XL receiver are 

neither accurate nor precise. Nonetheless, the majority of the positioning estimates are within 

2m of the known values. Figure 8.17 plots the code and phase measurement residuals. 
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Figure 8.16: Point positioning results at Point YB3 in real-time mode. Time series of the east, 

north and height errors on the left; scatter plot of the horizontal errors on the right.  
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Figure 8.17: Code and carrier phase residuals at Point YB3 in real-time mode. 
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 The statistics of the estimated positioning solutions at Point YB3 are tabulated in 

Table 8.9. The statistical results in this table reflect the real-time point positioning accuracy 

and precision, which are achievable by using a low-cost receiver. The quality of the estimated 

positioning solutions (in particular the height estimates) from a low-cost receiver is lower than 

those of using a medium-cost GIS grade receiver. This is due to the nature and capability of 

the GPS receivers to provide quality observation data, as well as the inefficiency of the 

Broadcast ionospheric model to completely model the ionospheric delay. The mean of the 

positioning solutions are accurate to about 1m from the known values. The deviation of the 

estimated positions from the known coordinates is 2.2m horizontally and about 3.6m 

vertically. These values can be considered comparable to the values obtainable from 

conventional code-based real-time DGPS. Of course, the results compiled from this study will 

not necessarily be typical for all low-cost handheld GPS types and the environments at which 

the data are collected. Nonetheless, these results can be considered as representative of the 

achievable point positioning accuracy based on single frequency PPP using low-cost handheld 

GPS receivers.  

 

Table 8.9: Mean, STD and RMS of the estimated positions at Point YB3 in real-time mode. 

Point YB3 – IGS Ultra-Rapid (Predicted Half) Products 

 Mean (m) STD (m) RMS (m) 

East 0.24 1.18 1.20 

North 1.00 1.58 1.87 

Height -1.38 3.32 3.59 

 

8.3.2.2  Garmin GPSMap®76C 

 Data collected from a Garmin GPSMap®76C unit provided by NRCan were also 

analysed for this study. The 3 hour data were collected in Canada, on a stable pillar located in 

a fairly open area. The coordinates were determined using multi-receiver baselines processing 

and the coordinates are accurate to centimetre level. Although the data were collected in 

Canada, the numerical results were included in this thesis to further validate the attainable 

point positioning accuracy using a low-cost GPS receiver.  

 

 The low-cost GPS data were collected on DOY 095 2005. Although the data were 

collected at a sampling rate of 5 seconds, the data were “down-sampled” to 30 seconds. 
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Figure 8.18 shows the trajectory of the visible satellite at Point PIER13 during the survey (left 

plot), and the number of satellites used in the data processing (right plot). An average of five 

satellites was processed although there were a few occasions where only three GPS satellites 

were processed. It should be noted that a minimum of four satellites is required to compute 

positions in 3-dimensions, but as more satellites are observed, more redundancy in the 

solution will occur.  
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Figure 8.18: The trajectory of the visible satellites over the sky at Point PIER13 (left plot); 

the number of satellites processed as a function of observations period (right plot). 

 

IGS Rapid Products (latency of about 17 hours) 

 The east, north and height errors and the code and phase residuals were computed and 

plotted in Figures 8.19 and 8.20. When these data were collected, the local time in Ottawa, 

Canada, is 5 hours behind UTC. These data were collected in the late morning (i.e. about 

09:00LT to 12:00LT).  
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Figure 8.19: Point positioning results at Point PIER13 in post-processing mode. Time series 

of the east, north and height errors on the left; scatter plot of the horizontal errors on the right. 
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Figure 8.20: Code and carrier phase residuals at Point PIER13 in post-processing mode. 

 

 The statistical results for the estimated positions at Point PIER13 are presented in 

Table 8.10. The precision of the horizontal solutions is about 1m level, while the precision of 

the height solutions are about 3m. The mean of the horizontal and height components are well 

within 1m of the known coordinates. 

 

Table 8.10: Mean, STD and RMS of the estimated positions at Point PIER13 in post-

processing mode. 

Point PIER13 – IGS Rapid Products 

 Mean (m) STD (m) RMS (m) 

East 0.70 0.61 0.92 

North -0.83 0.94 1.26 

Height 0.10 2.57 2.57 
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IGS Ultra-Rapid (Predicted Half) Products (Real-time) 

 Figure 8.21 and 8.22 illustrate the accuracy of the estimated positions and the code 

and phase residuals using the Ultra-Rapid (Predicted Half) products and the Broadcast model. 

The spread in the horizontal position solution ranges between 1m to 2 m with a few outliers.  
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Figure 8.21: Point positioning results at Point PIER13 in real-time mode. Time series of the 

east, north and height errors on the left; scatter plot of the horizontal errors on the right. 
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Figure 8.22: Code and carrier phase residuals at Point PIER13 in real-time mode. 

  

 The mean, STD and RMS were computed and tabulated in Table 8.11. The positioning 

bias is within 1m of the known values. The precision of the individual positioning estimates 

from the “true” values is less than 2m for the horizontal component and about 3.5m for the 

height component.  
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Table 8.11: Mean, STD and RMS of the estimated positions at Point PIER13 in real-time 

mode. 

Point PIER13 – IGS Ultra-Rapid (Predicted Half) Products 

 Mean (m) STD (m) RMS (m) 

East 0.64 0.89 1.09 

North -0.98 1.09 1.47 

Height 0.21 3.44 3.45 

 

8.4  Discussion 

 In order to aid with the discussion of the results, the statistical analysis of all the 

positioning results obtained from the single frequency GPS receivers tested in this study are 

combined and presented in Table 8.12 (next page). The numerical results are grouped into 

post-processing and real-time processing modes.  

 

 As expected, the estimated point positions using the medium-cost GPS receivers are 

more accurate and precise than those using the low-cost GPS receivers. This is mainly 

attributed to the quality of the receivers and antennas used. In addition, the accuracy of the 

positioning solutions in post-processing mode is generally higher than those of real-time. This 

can be explained by the quality of the satellite orbit and clock corrections, as well as the 

ionospheric corrections used. It can be inferred from Table 8.12 that the mean and RMS of the 

estimated horizontal and height positions (in post-processing mode) using the medium-cost 

receivers are within 0.1m to 0.8m of the known value. In the real-time processing scenario, 

the accuracy of the estimated positions decreases, particularly the horizontal positioning 

estimates. The mean and RMS values of the horizontal and height components using medium-

cost receivers are around 1.2m to 2m. Nevertheless, these results are remarkable considering 

that only a single GPS receiver unit is required, and yet it is capable of providing comparable 

positioning accuracy as the code-based relative positioning technique. 

 

 One of the questions raised in this research is if it is possible to take advantage of a 

low-cost single frequency GPS receiver to achieve high accuracy point positioning using the 

single frequency PPP technique. Two low-cost, handheld, consumer grade GPS receivers that 

have a price tag of about AUD$400 were tested. The receivers were the Garmin 12 XL and 

Garmin GPSMap®76C. Observation data were collected at different locations and on 

different dates. The data from Garmin 12 XL (Point YB3) were collected in Australia, while 
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the data from Garmin GPSMap®76C (Point PIER13) were collected in Canada. The data 

analysis from the latter was included in this thesis to confirm the attainable point positioning 

accuracy using a low-cost receiver. 

 

Table 8.12: Mean, STD and RMS of the horizontal and height components in both post-

processing and real-time scenarios using the medium-cost and low-cost single frequency GPS 

receivers. 

Mean (m) 

Post-Processing Real-Time Processing Statistical Results \ Receiver Type 

2D Height 2D Height 

Pathfinder®Pro XRS 0.36 -0.07 1.20 0.85 
Medium-cost 

Geoexplorer®GeoXH 0.26 -0.66 1.21 1.53 

12 XL 0.56 1.36 1.03 -1.38 
Low-cost 

GPSMap®76C 1.09 0.10 1.17 0.21 

STD (m) 

Post-Processing Real-Time Processing Statistical Results \ Receiver Type 

2D Height 2D Height 

Pathfinder®Pro XRS 0.21 0.18 1.47 1.42 
Medium-cost 

Geoexplorer®GeoXH 0.22 0.31 0.46 0.65 

12 XL 1.64 2.99 1.97 3.32 
Low-cost 

GPSMap®76C 1.12 2.57 1.41 3.44 

RMS (m) 

Post-Processing Real-Time Processing Statistical Results \ Receiver Type 

2D Height 2D Height 

Pathfinder®Pro XRS 0.41 0.19 1.90 1.65 
Medium-cost 

Geoexplorer®GeoXH 0.33 0.72 1.28 1.64 

12 XL 1.73 3.29 2.22 3.59 
Low-cost 

GPSMap®76C 1.56 2.57 1.83 3.45 

 

 It can be seen from Table 8.12 that the quality of the estimated positions at Point 

PIER13 (GPSMap®76C) is better than those from Point YB3 (12 XL) although fewer 

satellites were processed at Point PIER13. A few extreme outliers in the Point YB3 solutions 

are detected, which may have been a result of the receiver tracking and filtering mechanisms 

(refer to Figures 8.14 and 8.19 (post-processing mode); Figures 8.16 and 8.21 (real-time 

processing scenario) for comparison purposes). It is worth noting that the Garmin 12 XL 

receivers were discontinued as a commercial product a few years ago, and were replaced by 

the Garmin GPSMap®76c receivers. If the outliers are removed from the statistical 

computation and analysis, the results for Point YB3 would be comparable to those of Point 

PIER13. Nevertheless, it is encouraging to note that the low-cost handheld GPS receivers 
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tested in this study are quite capable of providing point positioning accuracy of about 1m 

(with a precision of better than 1.8m) in the horizontal component; and 1.4m vertical accuracy 

(with a precision of 3.3m) in post-processing mode. For real-time single frequency PPP using 

a low-cost handheld unit, the accuracy of the horizontal positions is 1.2m (with a precision of 

2.2m) and the accuracy of the height component is about 1.4m (with a precision of 3.6m). In 

comparison with the quoted SPS accuracy, these results show an improvement of about one 

order of magnitude.  

 

 The results compiled in this study have been encouraging and appear to confirm the 

potential of using either medium-cost or low-cost single frequency GPS receiver to achieve 

high accuracy precise point positioning. It is interesting to discover that the low-cost receiver 

tested in this research, which has a price tag of approximately AUD$400, is quite capable of 

providing reasonably accurate point positioning solutions. It should be acknowledged that the 

numerical results would not necessarily be typical for all GPS data. The results may vary 

depending on factors such as the environment, time and date of the collected data, receiver 

model, quality of the antenna, and geometry of the satellites. Nevertheless, the results 

presented in this Chapter can be treated as plausible representatives of the achievable point 

positioning accuracy using the single frequency PPP technique.  

 

8.5 Summary 

 As the global GPS market is becoming more competitive, high performance yet cost 

effective GPS positioning techniques and technologies will be desirable and be highly in 

demand. This study aimed to investigate the possibilities of using a single frequency GPS 

receiver and PPP, particularly a low-cost receiver unit, to achieve high accuracy precise point 

positioning in both real-time and post-processing modes. Since the quality of the point 

positions was the key focus in this study, the assessment of the results was performed by 

comparing the estimated point positions with the accurately known coordinates, which were 

treated as the “true” coordinates. The numerical results have been analysed, and discussions 

have been presented. As a general rule, the more accurate a GPS receiver positions and 

navigates, the more the receiver costs. Therefore, GPS users should note that the accuracy of 

the estimated positioning solutions is highly dependent on the cost and the quality of the 

receivers and antennas.  
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CHAPTER 9  

 

Summary, Conclusions and Recommendations 

 

 

9.1 Summary 

 This thesis has investigated numerous aspects of single frequency PPP, which may 

potentially improve the point positioning accuracy, precision, and time of convergence of this 

technique. A detailed account of the findings has also been presented. As described in Section 

1.3, the primary aim is to examine effective measures and methodologies to provide the best 

point positioning solutions using the single frequency PPP technique. The aim has been met.  

 

 The specific contributions of this research can be summarised as follows:  

• A comprehensive study of the impacts of setting different a priori observations sigma 

ratios on the overall point positioning accuracy and convergence behaviour. 

• The identification and recommendation of an “optimal” a priori observations sigma 

ratio for single frequency PPP. 

• The development of Australia-wide RIMs. These were tested for their effectiveness in 

improving the accuracy of the estimated point positioning solutions.  

• A comprehensive analysis of single frequency PPP convergence behaviour and its 

relation to satellite clock correction rates, data sampling intervals, and tropospheric 

delay mitigation methods. 

• The development of a procedure for single frequency PPP, which could provide the 

best possible point positioning quality.  

• An assessment of the effects of applying various IGS satellite orbit and clock products 

in single frequency PPP. The products were assessed in terms of the effects of the 

product latency and accuracy on the quality of the estimated single frequency PPP 

solutions. 
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• The evaluation of the IGS real-time and near real-time satellite orbit and clock 

corrections for high accuracy point positioning.   

• A better understanding of the possibilities of using medium-cost and low-cost GPS 

receivers to achieve high accuracy point positioning in simulated real-time and post-

processing modes.  

 

9.2 Conclusions 

9.2.1 A Priori Observations Sigma Ratio  

 It was discovered that the a priori code and quasi-phase measurements sigma ratio has 

a significant effect on the accuracy and precision of the estimated single frequency PPP 

solutions, as well as the solutions convergence time. The processing software utilises the 

single frequency ionosphere-free quasi-phase measurements, in addition to the code 

measurements. This complicates the weighting process of the code and quasi-phase 

measurements in the adjustment model.  

 

 A comprehensive study was undertaken to examine the contributions of setting a range 

of different a priori observations sigma ratios in the single frequency PPP adjustment model. 

It is concluded that if the quasi-phase measurements are given a high weighting, the solutions 

will follow the more precise but ambiguous quasi-phase measurements, which then affects the 

time of convergence. However, such a setting appears to be beneficial in terms of the 

solutions accuracy and convergence behaviour during high ionospheric activity periods. This 

is attributed to the ionosphere-free quasi-phase measurements, which dominate the PPP 

solutions.  

 

 In contrast, if the quasi-phase measurements are given a low weighting, the 

positioning solutions will follow the less precise but unambiguous code measurements. This 

is desirable during the ionospheric benign periods, but not during the periods of high 

ionospheric activities. Nonetheless, an a priori code and quasi-phase sigma ratio of ~1:50 is 

found to be an optimal ratio regardless of the receiver location and varying ionospheric 

conditions. This ratio has been demonstrated to provide the best positioning accuracy without 

sacrificing the solution convergence time.  
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9.2.2 Ionospheric Effects 

 Australia-wide RIMs with different temporal resolutions were developed to validate 

the effectiveness of applying the RIMs to improve the accuracy of the estimated point 

positions. The evaluation of the ionosphere maps was done by comparing the positioning 

solutions from using the RIMs to those based on the Broadcast model and also the GIMs. The 

results from this study indicated that the Australia-wide RIMs could help to improve the 

accuracy of the height estimations for low latitude stations. However, for most practical 

purposes, the use of the GIMs is still preferred as it provides better horizontal positioning 

accuracy regardless of the location of the receiver. 

 

9.2.3 Convergence Analysis 

A comprehensive analysis of the impacts of using different satellite clock correction 

rates, data sampling intervals, and tropospheric delay mitigation methods on single frequency 

PPP convergence behaviour has been conducted. There was no evidence to show that high 

rate satellite clock corrections will have a significant impact on the single frequency PPP 

solutions convergence time. The standard 5-minute satellite clock corrections with a simple, 

in-built satellite clock interpolation method are sufficient. In addition, it was also discovered 

that, for single frequency PPP in static mode, data with high sampling intervals only act as 

redundancies, and thus, have minimal effects on the solutions convergence behaviour. For this 

reason, a data sampling interval of 30-seconds is adequate for single frequency PPP static 

applications.  

 

Another component of this analysis examined the implications of either modelling the 

tropospheric delay using an empirical model or estimating the delay as an unknown as part of 

the PPP solutions. The effects of using either the default or observed surface meteorological 

measurements as initial parameters were also analysed. It was concluded that the preferred 

method to correct for the tropospheric delay in single frequency PPP is to model the error 

using an empirical model, in parallel with the software default meteorological parameters. 

Estimating the tropospheric delay as part of the solutions adds strain to the solutions 

convergence behaviour, and also degrades the accuracy and precision of the estimated 

positioning solutions.  
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9.2.4 Impacts of using Different IGS Satellite Orbits and Clocks  

 The quality of the satellite positions and clock corrections plays a vital role in 

determining the accuracy of the PPP solutions. At present, the IGS orbit and clock correction 

products come in four types, namely the Final, Rapid, Ultra-Rapid (Estimated Half), and 

Ultra-Rapid (Predicted Half). These products vary in the accuracy and the latency of the 

corrections. The quality of the IGS precise Final and Rapid satellite orbit and clock 

corrections has proven to be excellent, providing the best point positioning accuracy. For most 

practical purposes, the users will not notice any significant discrepancy between the point 

positioning results from using the IGS Final or Rapid satellite orbit and clock products. The 

Ultra-Rapid (Estimated Half) and Ultra-Rapid (Predicted Half) products, which have been 

made available by the IGS since late 2000, allow PPP processing in near real-time and real-

time modes. The results from this study have demonstrated that the IGS predicted orbit and 

clock corrections can be used to obtain high accuracy point positioning in real-time. It was 

shown, in a simulated real-time scenario that, horizontal and height positioning accuracy of 

1m can be obtained after a one hour observation period. The single frequency PPP positioning 

solutions based on the near real-time Ultra-Rapid (Estimated Half) satellite orbit and clock 

corrections were also favourable. The deviation of the positioning solutions based on the 

Ultra-Rapid (Estimated Half) and Rapid products were in fact minimal. 

 

9.2.5 Single Frequency PPP Accuracy and Performance 

 As the global GPS market is becoming more competitive, high performance yet cost 

effective GPS positioning techniques and technologies will be desirable and be highly in 

demand. The capability of single frequency PPP was validated in this research using single 

frequency GPS data collected from three different types of receiver, namely geodetic grade, 

medium-cost (GIS grade) and low-cost receivers. It has been shown that single frequency PPP 

is capable of achieving 0.2m-0.3m horizontal accuracy and 0.5m-1m height accuracy. These 

results were accomplished by using single frequency data from geodetic quality GPS 

receivers. PPP is an attractive point positioning technique because it is autonomous, seamless, 

consistent, and the procedures are independent of the location of the GPS receiver.  

 

 The performance of single frequency PPP using medium-cost and low-cost consumer 

grade GPS receivers has been investigated. The point position estimates based on PPP 

processing has been compared with a set of accurately known coordinates. The positioning 
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solutions from the medium-cost GIS grade receivers were generally in good agreement with 

the known coordinates. Point positioning accuracy better than 0.3m horizontally and 0.7m 

vertically was obtained in post-processing mode using a medium-cost receiver. For real-time 

positioning, coordinates accuracy of about 1m to 2m was achieved. These findings are 

encouraging as the price of the medium-cost GIS grade receivers is fairly economical for a 

myriad of GPS applications. In addition, remarkable point positioning results have also been 

obtained when using a low-cost GPS receiver in single frequency PPP. Point positioning 

accuracy of about 1m to 1.5m was achieved in both real-time and post-processing modes. 

However, it should be noted that the precision of the estimated positioning solutions in the 

real-time scenario are generally worse than the post-processed solutions. 

 

 The quality of the estimated single frequency PPP solutions has also been evaluated 

based upon the number of epochs required before the solutions converge to decimetre level 

accuracy. This is a result of the phase ambiguity terms, which are estimated in PPP as float 

values. In general, half an hour to an hour is required for the static single frequency PPP to 

converge within 1m of the known values. 

 

9.3 Recommendations 

 The single frequency PPP approach has demonstrated promising results in the field of 

high accuracy GPS point positioning. This thesis has also examined numerous facets of single 

frequency PPP, which could potentially improve the performance of this technique. There are 

many future research topics in single frequency PPP, which are worthwhile to explore. A few 

recommendations are as follows: 

• A priori measurements sigma value and ratio. It is recommended to test the 

feasibility of the a priori code and quasi-phase measurements sigma ratio of ~1:50 

using GPS data collected from around the world. Additionally, the selection of 

realistic measurements weighting for different receiver types and locations requires 

further study. This can be done by analysing the effects on the residuals, the estimated 

parameters, and the a posteriori variance covariance matrix in the adjustment model.   

• Single frequency PPP in kinematic mode. The emphasis of this research has been 

purely on single frequency PPP processing in static mode. A similar study needs to 

focus on kinematic applications. It has been demonstrated that a sequential least 

squares filter could generate optimal results for static processing. However, for (real-

time) kinematic processing, the Kalman filter may be more suitable.  
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• Quality control. Dealing with carrier phase measurements typically in real-time 

kinematic applications, requires robust quality control algorithms. These include cycle 

slip detection and correction, as well as multipath reduction. It is strongly 

recommended to undertake an in-depth investigation on the quality control algorithms. 

• Ionospheric effects. The ionospheric delay remains as a major error source in 

achieving high accuracy point positioning using a single frequency GPS receiver. Any 

improvement in the ionospheric error mitigation methods will clearly be beneficial to 

single frequency PPP users. Recommended work includes, but is not limited to, 

residual ionospheric delay estimation, and improving the latency and accuracy of the 

ionospheric maps by increasing the spatial and temporal resolution of the maps.  

• Real-time implementation. It has been shown that point positioning accuracy of 1m -

2m can be achieved using real-time (simulated) single frequency PPP. It is anticipated 

that PPP implementation for real-time applications will have a high demand in the 

near future. Additional testing is strongly recommended to further validate the 

performance of single frequency PPP, typically in real-time scenario using data 

streaming from wireless Internet. An effective satellite clock interpolation strategy is 

also considered necessary to effectively interpolate the 15-minute and 5-minute clock 

corrections from the IGS. 

• Future generation GNSS systems and modernisations. With the emergence of new 

GNSS systems like the “modernised” GLONASS and Galileo (the European GNSS) 

systems, it will be interesting to investigate the possible signal combinations in order 

to enhance the performance of both dual frequency and single frequency PPP. 

 

 As a final commentary, this research has been a unique study of a novel standalone 

point positioning technique, which takes advantage of the more economical single frequency 

GPS receivers to achieve high accuracy point positioning. There is no doubt that future 

development in algorithms, functional and stochastic modelling, as well as advancement in 

GPS technology and its associated products will continue to improve the PPP solutions 

integrity, convergence, accuracy, and precision.   
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Appendix A: Statistical Analyses of using Different A Priori 

Observations Sigma Ratios 

Note: Numerical values in pink are the minimums, while those in green are the maximums. 

 

 

DARW 
Case-1: 1 to 100 2001 2002 2003 2004 2005 2006 

East -0.49 0.07 -0.72 -0.41 0.16 -0.02 
North 0.66 0.04 0.11 0.39 0.04 -0.07 Mean (m) 

Height -0.10 -0.34 -1.69 -1.15 -0.02 0.49 
East 0.91 0.42 0.93 1.18 0.63 0.61 

North 0.78 0.24 0.73 0.53 0.37 0.43 RMS (m) 

Height 1.17 0.71 2.39 2.16 1.31 2.54 
Case-2: 1 to 50 2001 2002 2003 2004 2005 2006 

East -0.57 0.10 -0.15 -0.04 0.19 0.07 
North 0.63 -0.06 0.13 0.33 0.04 0.06 Mean (m) 

Height 0.03 -0.13 -0.29 -0.90 0.31 0.08 
East 0.73 0.52 0.29 0.23 0.33 0.23 

North 0.72 0.34 0.32 0.45 0.16 0.13 RMS (m) 

Height 1.09 0.57 0.67 1.15 0.53 0.47 
Case-3: 1 to 10 2001 2002 2003 2004 2005 2006 

East -0.80 -0.03 -0.29 -0.11 0.12 0.01 
North 1.03 -0.23 0.30 0.54 0.03 0.05 Mean (m) 

Height 0.33 0.00 -0.17 -1.12 0.67 0.33 
East 0.89 0.61 0.36 0.23 0.17 0.11 

North 1.19 0.57 0.48 0.65 0.08 0.08 RMS (m) 

Height 1.51 0.72 0.64 1.26 0.79 0.45 
Case-4: 1 to 4 2001 2002 2003 2004 2005 2006 

East -0.79 -0.09 -0.01 -0.10 0.10 0.00 
North 1.57 -0.51 1.23 0.84 -0.06 0.01 Mean (m) 

Height 0.80 0.35 -0.54 -1.37 1.12 0.84 
East 0.87 0.70 0.82 0.22 0.15 0.14 

North 1.91 0.83 1.38 0.90 0.14 0.12 RMS (m) 

Height 2.22 0.97 0.72 1.54 1.21 0.97 
Case-5: code 2001 2002 2003 2004 2005 2006 

East -0.84 -0.10 0.07 -0.10 0.10 -0.04 
North 1.95 -0.75 1.90 0.97 -0.14 -0.11 Mean (m) 

Height 1.61 0.92 -0.99 -1.32 1.62 1.79 
East 0.94 0.70 0.95 0.22 0.16 -0.04 

North 2.35 1.01 1.92 1.01 0.22 -0.11 RMS (m) 

Height 3.13 1.63 1.13 1.56 1.66 1.79 
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STR1 
Case-1: 1 to 100 2001 2002 2003 2004 2005 2006 

East 0.16 -0.05 -0.09 -0.03 -0.08 0.00 
North 0.42 0.07 0.38 0.09 0.03 0.09 Mean (m) 

Height -0.06 0.24 0.44 -0.06 0.18 0.06 
East 0.39 0.18 0.49 0.31 0.29 0.23 

North 0.57 0.28 1.12 0.27 0.26 0.22 RMS (m) 

Height 0.75 0.42 1.33 1.27 0.72 0.30 
Case-2: 1 to 50 2001 2002 2003 2004 2005 2006 

East 0.29 -0.01 -0.02 -0.03 0.00 0.01 
North 0.59 0.00 0.03 0.02 0.03 0.12 Mean (m) 

Height 0.03 0.21 0.11 -0.18 0.11 0.09 
East 0.41 0.15 0.16 0.08 0.08 0.07 

North 0.71 0.18 0.22 0.12 0.16 0.17 RMS (m) 

Height 0.31 0.35 0.43 0.48 0.43 0.16 
Case-3: 1 to 10 2001 2002 2003 2004 2005 2006 

East 0.44 0.00 0.09 -0.09 0.01 -0.01 
North 0.86 -0.19 -0.02 0.11 0.14 0.20 Mean (m) 

Height 0.02 0.05 0.07 -0.02 0.13 0.11 
East 0.48 0.22 0.12 0.10 0.12 0.17 

North 0.95 0.29 0.13 0.15 0.22 0.25 RMS (m) 

Height 0.41 0.50 0.27 0.17 0.31 0.16 
Case-4: 1 to 4 2001 2002 2003 2004 2005 2006 

East 0.51 -0.01 0.13 -0.12 0.04 0.08 
North 1.12 -0.56 -0.02 0.26 0.32 0.35 Mean (m) 

Height -0.46 -0.08 0.13 -0.15 -0.03 0.06 
East 0.54 0.29 0.15 0.13 0.14 0.10 

North 1.16 0.58 0.18 0.31 0.37 0.39 RMS (m) 

Height 0.87 0.80 0.31 0.23 0.36 0.16 
Case-5: code 2001 2002 2003 2004 2005 2006 

East 0.52 0.00 0.15 -0.11 0.04 0.10 
North 1.26 -0.78 0.03 0.37 0.37 0.46 Mean (m) 

Height -0.80 0.05 0.30 -0.31 -0.10 -0.15 
East 0.54 0.34 0.17 0.12 0.14 0.11 

North 1.29 0.80 0.25 0.43 0.45 0.48 RMS (m) 

Height 1.12 0.92 0.42 0.47 0.49 0.19 
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TOW2 

Case-1: 1 to 100 2001 2002 2003 2004 2005 2006 

East 0.13 -0.22 -0.23 -0.35 -0.13 -0.01 
North 0.34 -0.02 0.17 0.10 0.13 -0.08 Mean (m) 

Height 0.15 -0.11 -0.47 -0.06 -0.07 0.25 
East 0.36 0.43 0.60 0.50 0.58 0.35 

North 0.39 0.20 0.67 0.29 0.38 0.56 RMS (m) 

Height 0.54 0.43 1.19 0.82 0.82 0.86 
Case-2: 1 to 50 2001 2002 2003 2004 2005 2006 

East 0.25 -0.18 -0.26 0.13 -0.01 0.05 
North 0.38 -0.11 0.19 0.11 0.14 0.03 Mean (m) 

Height 0.30 0.09 -0.22 -0.26 0.04 0.22 
East 0.47 0.24 0.32 0.18 0.25 0.13 

North 0.45 0.30 0.34 0.16 0.23 0.18 RMS (m) 

Height 0.59 0.44 0.38 0.49 0.38 0.47 
Case-3: 1 to 10 2001 2002 2003 2004 2005 2006 

East 0.42 -0.20 -0.41 0.13 0.09 0.02 
North 0.36 -0.29 0.44 0.14 0.24 0.14 Mean (m) 

Height 0.56 0.35 -0.13 0.04 0.29 0.34 
East 0.63 0.25 0.48 0.22 0.22 0.05 

North 0.48 0.51 0.63 0.24 0.30 0.16 RMS (m) 

Height 0.83 0.61 0.31 0.48 0.48 0.46 
Case-4: 1 to 4 2001 2002 2003 2004 2005 2006 

East 0.44 -0.20 -0.50 0.13 0.11 0.04 
North 0.28 -0.45 0.71 0.24 0.43 0.29 Mean (m) 

Height 1.01 0.87 -0.32 0.66 0.81 0.63 
East 0.66 0.30 0.60 0.19 0.22 0.07 

North 0.54 0.71 0.89 0.41 0.45 0.30 RMS (m) 

Height 1.34 0.96 0.64 0.77 0.90 0.66 
Case-5: code 2001 2002 2003 2004 2005 2006 

East 0.40 -0.22 -0.59 0.11 0.11 0.07 
North 0.28 -0.52 0.90 0.27 0.53 0.34 Mean (m) 

Height 1.32 1.47 -0.85 1.23 1.26 0.98 
East 0.63 0.37 0.68 0.17 0.23 0.10 

North 0.55 0.81 1.02 0.47 0.55 0.35 RMS (m) 

Height 1.69 1.50 1.58 1.27 1.29 0.99 
 

 

 

High Ionospheric Activity Low Ionospheric Activity 



 227 

Appendix B: Different Ionospheric Corrections – Point 

Positioning Errors 
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� DARW – 2001 –  Broadcast model  
DARW 2001 - Broadcast Model
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� DARW – 2001 – GIMs 
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� DARW – 2001 – RIMs 
DARW 2001 - RIMs

0.0

0.5

1.0

1.5

2.0

2.5

3.0

14:00 16:00 18:00 20:00 22:00 0:00 2:00
Local Time (hr)

2
D

 P
o
s
it
io

n
 E

rr
o

r 
(m

)

DOY 336
DOY 337
DOY 338
DOY 339
DOY 340

 

DARW 2001 - RIMs

0.0

0.5

1.0

1.5

2.0

2.5

3.0

14:00 16:00 18:00 20:00 22:00 0:00 2:00

Local Time (hr)

H
e
ig

h
t 
E

rr
o
r 

(m
)

DOY 336
DOY 337
DOY 338
DOY 339
DOY 340

 

 

� DARW – 2001 – RIMs (1hr) 
DARW 2001 - RIMs (1hr)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

14:00 16:00 18:00 20:00 22:00 0:00 2:00
Local Time (hr)

2
D

 P
o
s
it
io

n
 E

rr
o

r 
(m

)

DOY 336

DOY 337

DOY 338

DOY 339

DOY 340

'

 

DARW 2001 - RIMs (1hr)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

14:00 16:00 18:00 20:00 22:00 0:00 2:00

Local Time (hr)

H
e

ig
h
t 

E
rr

o
r 

(m
)

DOY 336

DOY 337

DOY 338

DOY 339

DOY 340

 

 

 

 

Solar Maximum Period (2001) 



 228 

� TOW2 – 2001 – No Ionospheric Corrections 
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� TOW2 – 2001 –  Broadcast model  
TOW2 2001 - Broadcast Model
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� TOW2 – 2001 – GIMs 
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� ALIC – 2001 – No Ionospheric Corrections 
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� ALIC – 2001 –  Broadcast model  
ALIC 2001 - Broadcast Model
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� ALIC – 2001 – GIMs 
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� STR1 – 2001 – No Ionospheric Corrections 
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� STR1 – 2001 –  Broadcast model  
STR1 2001 - Broadcast Model
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� STR1 – 2001 – GIMs 
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� HOB2 – 2001 – No Ionospheric Corrections 
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� HOB2 – 2001 –  Broadcast model  
HOB2 2001 - Broadcast Model
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� HOB2 – 2001 – GIMs 
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� DARW – 2006 – No Ionospheric Corrections 
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� DARW – 2006 –  Broadcast model  
DARW 2006 - Broadcast Model
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� TOW2 – 2006 – No Ionospheric Corrections 
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� ALIC – 2006 – No Ionospheric Corrections 
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� ALIC – 2006 –  Broadcast model  
ALIC 2006 - Broadcast Model
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� ALIC – 2006 –  Rapid GIMs 
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� ALIC – 2006 – Final GIMs  
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� STR1 – 2006 – No Ionospheric Corrections 
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� STR1 – 2006 –  Broadcast model  
STR1 2006 - Broadcast Model
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� STR1 – 2006 –  Rapid GIMs 
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� STR1 – 2006 – RIMs 
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� STR1 – 2006 – RIMs (1hr) 
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� HOB2 – 2006 – No Ionospheric Corrections 
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� HOB2 – 2006 –  Broadcast model  
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Appendix C: Different IGS Satellite Orbit and Clock 
Corrections – Point Positioning Errors and Statistical 
Results 
� DARW – Broadcast Satellite Orbits and Clocks (code observations) 
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� DARW – Broadcast Satellite Orbits and Clocks  
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� DARW – IGS Ultra-Rapid (Predicted Half) Satellite Orbits and Clocks 

Ultra-Rapid (Predicted) Ephemerides
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� DARW – IGS Ultra-Rapid (Estimated Half) Satellite Orbits and Clocks 

Ultra-Rapid (Estimated) Ephemerides
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Ultra-Rapid (Estimated) Ephemerides
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� DARW – IGS Rapid Satellite Orbits and Clocks 

Rapid Ephemerides
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� DARW – IGS Final Satellite Orbits and Clocks 

Final Ephemerides
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� TOW2 – Broadcast Satellite Orbits and Clocks (code observations) 

Broadcast Ephemerides (Code-Only Solution)
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� TOW2 – Broadcast Satellite Orbits and Clocks  

Broadcast Ephemerides
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� TOW2 – IGS Ultra-Rapid (Predicted Half) Satellite Orbits and Clocks 

Ultra-Rapid (Predicted) Ephemerides
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� TOW2 – IGS Ultra-Rapid (Estimated Half) Satellite Orbits and Clocks 

Ultra-Rapid (Estimated) Ephemerides
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Ultra-Rapid (Estimated) Ephemerides
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� TOW2 – IGS Rapid Satellite Orbits and Clocks 

Rapid Ephemerides
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� TOW2 – IGS Final Satellite Orbits and Clocks 

Final Ephemerides
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� ALIC – Broadcast Satellite Orbits and Clocks (code observations) 

Broadcast Ephemerides (Code-Only Solution)
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� ALIC – Broadcast Satellite Orbits and Clocks  

Broadcast Ephemerides
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� ALIC – IGS Ultra-Rapid (Predicted Half) Satellite Orbits and Clocks 

Ultra-Rapid (Predicted) Ephemerides

-4

-3

-2

-1

0

1

2

3

4

0:00 1:00 2:00 3:00 4:00 5:00 6:00

GPS Time (hr)

E
a
s

ti
n

g
 E

rr
o

r 
(m

)

DOY357 2004 DOY358 2004 DOY359 2004

DOY355 2005 DOY356 2005 DOY357 2005

DOY187 2006 DOY188 2006 DOY189 2006

DOY130 2007 DOY131 2007 DOY132 2007

a

 

Ultra-Rapid (Predicted) Ephemerides

-4

-3

-2

-1

0

1

2

3

4

0:00 1:00 2:00 3:00 4:00 5:00 6:00

GPS Time (hr)

N
o

rt
h

in
g

 E
rr

o
r 

(m
)

DOY357 2004 DOY358 2004 DOY359 2004

DOY355 2005 DOY356 2005 DOY357 2005

DOY187 2006 DOY188 2006 DOY189 2006

DOY130 2007 DOY131 2007 DOY132 2007

 

Ultra-Rapid (Predicted) Ephemerides

-4

-3

-2

-1

0

1

2

3

4

0:00 1:00 2:00 3:00 4:00 5:00 6:00

GPS Time (hr)

H
e
ig

h
t 

E
rr

o
r 

(m
)

DOY357 2004 DOY358 2004 DOY359 2004

DOY355 2005 DOY356 2005 DOY357 2005

DOY187 2006 DOY188 2006 DOY189 2006

DOY130 2007 DOY131 2007 DOY132 2007

 
� ALIC – IGS Ultra-Rapid (Estimated Half) Satellite Orbits and Clocks 

Ultra-Rapid (Estimated) Ephemerides
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� ALIC – IGS Rapid Satellite Orbits and Clocks 
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� ALIC – IGS Final Satellite Orbits and Clocks 

Final Ephemerides
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� STR1 – Broadcast Satellite Orbits and Clocks (code observations) 

Broadcast Ephemerides (Code-Only Solution)
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� STR1 – Broadcast Satellite Orbits and Clocks  

Broadcast Ephemerides
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� STR1 – IGS Ultra-Rapid (Predicted Half) Satellite Orbits and Clocks 

Ultra-Rapid (Predicted) Ephemerides
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� STR1 – IGS Ultra-Rapid (Estimated Half) Satellite Orbits and Clocks 

Ultra-Rapid (Estimated) Ephemerides
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Ultra-Rapid (Estimated) Ephemerides
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� STR1 – IGS Rapid Satellite Orbits and Clocks 

Rapid Ephemerides
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� STR1 – IGS Final Satellite Orbits and Clocks 

Final Ephemerides
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� HOB2 – Broadcast Satellite Orbits and Clocks (code observations) 
Broadcast Ephemerides (Code-Only Solution)
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� HOB2 – Broadcast Satellite Orbits and Clocks  

Broadcast Ephemerides
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� HOB2 – IGS Ultra-Rapid (Predicted Half) Satellite Orbits and Clocks 

Ultra-Rapid (Predicted) Ephemerides
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� HOB2 – IGS Ultra-Rapid (Estimated Half) Satellite Orbits and Clocks 

Ultra-Rapid (Estimated) Ephemerides
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Ultra-Rapid (Estimated) Ephemerides
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Ultra-Rapid (Estimated) Ephemerides
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� HOB2 – IGS Rapid Satellite Orbits and Clocks 

Rapid Ephemerides
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� HOB2 – IGS Final Satellite Orbits and Clocks 

Final Ephemerides
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DARW Mean (m) RMS (m) 

East 0.65 1.01 
North 0.89 1.01 

Broadcast Orbit & 
Clock 

(code only) Height 1.09 1.68 
East 0.25 0.86 

North 0.16 0.59 
Broadcast Orbit & 

Clock 
Height 0.62 1.55 

East 0.12 0.62 
North 0.10 0.31 

IGS Ultra-Rapid 

(Predicted Half) 
Orbit & Clock Height -0.11 0.94 

East 0.08 0.26 
North 0.09 0.18 

IGS Ultra-Rapid 

(Estimated Half) 
Orbit & Clock Height -0.16 0.65 

East 0.09 0.24 
North 0.09 0.18 

IGS Rapid Orbit & 
Clock 

Height -0.25 0.56 
East 0.11 0.26 

North 0.08 0.16 
IGS Final Orbit & 

Clock 
Height -0.23 0.58 

 
 
 
 

TOW2 Mean (m) RMS (m) 

East 0.26 0.63 
North 1.44 1.55 

Broadcast Orbit & 
Clock 

(code only) Height 2.12 2.48 
East 0.17 0.64 

North 0.04 0.41 
Broadcast Orbit & 

Clock 
Height 0.69 1.29 

East 0.12 0.48 
North 0.21 0.36 

IGS Ultra-Rapid 

(Predicted Half) 
Orbit & Clock Height 0.01 0.72 

East 0.04 0.17 
North 0.19 0.26 

IGS Ultra-Rapid 

(Estimated Half) 
Orbit & Clock Height -0.12 0.51 

East 0.06 0.17 
North 0.19 0.27 

IGS Rapid Orbit & 
Clock 

Height -0.10 0.49 
East 0.07 0.17 

North 0.17 0.24 
IGS Final Orbit & 

Clock 
Height -0.09 0.44 
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ALIC Mean (m) RMS (m) 

East 0.38 0.79 
North 1.18 1.28 

Broadcast Orbit & 
Clock 

(code only) Height 2.03 2.47 
East 0.11 0.74 

North 0.27 0.50 
Broadcast Orbit & 

Clock 
Height 1.08 1.78 

East -0.07 0.56 
North 0.17 0.36 

IGS Ultra-Rapid 

(Predicted Half) 
Orbit & Clock Height 0.29 0.95 

East -0.04 0.23 
North 0.14 0.20 

IGS Ultra-Rapid 

(Estimated Half) 
Orbit & Clock Height 0.20 0.56 

East 0.01 0.22 
North 0.14 0.21 

IGS Rapid Orbit & 
Clock 

Height 0.20 0.60 
East -0.01 0.19 

North 0.13 0.19 
IGS Final Orbit & 

Clock 
Height 0.20 0.58 

 
 
 
 

STR1 Mean (m) RMS (m) 

East 0.16 0.56 
North 1.16 1.23 

Broadcast Orbit & 
Clock 

(code only) Height 2.96 3.34 
East 0.14 0.80 

North 0.32 0.52 
Broadcast Orbit & 

Clock 
Height 0.86 1.18 

East -0.01 0.49 
North 0.19 0.35 

IGS Ultra-Rapid 

(Predicted Half) 
Orbit & Clock Height 0.36 0.82 

East 0.04 0.14 
North 0.15 0.20 

IGS Ultra-Rapid 

(Estimated Half) 
Orbit & Clock Height 0.26 0.51 

East 0.06 0.13 
North 0.15 0.20 

IGS Rapid Orbit & 
Clock 

Height 0.28 0.55 
East 0.06 0.13 

North 0.14 0.19 
IGS Final Orbit & 

Clock 
Height 0.27 0.52 
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HOB2 Mean (m) RMS (m) 

East 0.19 0.53 
North 0.97 1.06 

Broadcast Orbit & 
Clock 

(code only) Height 2.75 3.35 
East 0.15 0.71 

North 0.49 0.70 
Broadcast Orbit & 

Clock 
Height 0.95 1.33 

East 0.02 0.45 
North 0.18 0.35 

IGS Ultra-Rapid 

(Predicted Half) 
Orbit & Clock Height 0.24 0.92 

East 0.10 0.19 
North 0.15 0.23 

IGS Ultra-Rapid 

(Estimated Half) 
Orbit & Clock Height 0.26 0.56 

East 0.15 0.20 
North 0.14 0.22 

IGS Rapid Orbit & 
Clock 

Height 0.30 0.65 
East 0.13 0.20 

North 0.14 0.22 
IGS Final Orbit & 

Clock 
Height 0.30 0.56 

 


