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Abstract 
 

The burden of chronic diseases is growing in both developed and developing countries and 

projections suggest that the global mortality from and prevalence of chronic diseases will 

further increase over the next two decades. The nature of chronic diseases is a challenge for 

current health systems; the management of chronic conditions is complex and it requires the 

contribution of a range of stakeholders. While healthcare providers, community partners, 

government and other organisations need to be involved in chronic disease care, individuals 

with a chronic condition, their family and/or carers are critical, albeit often neglected partners 

in the care process. Given that most day-to-day responsibilities fall on those affected, their 

active involvement is essential to ensure continuity of care. Hence, programs that are aimed 

at improving patients’ ability to self-manage their condition are an important component of 

chronic disease management. 

Several interventions are currently offered that are aimed at improving patients’ skills to self-

manage their chronic condition. Despite anecdotal support for these programs and individual 

studies suggesting that self-management programs are beneficial for a wide range of people, 

meta-analytic reviews suggest that these interventions are only marginally effective. Clinical 

benefits have been demonstrated for chronic conditions such as diabetes and hypertension, 

whereas interventions for musculoskeletal diseases have failed to show clear benefits. 

A closer examination of self-management trials, however, suggests that the inconsistency in 

observed findings may not be related to specific disease groups but rather to the types of 

outcomes on which evaluations are based. While results that were derived from clinically 

assessed outcomes suggest positive impacts of self-management interventions, self-report 

outcomes such as disability and pain generally suggest small and inconsistent results. This 

observation therefore raises the question whether current studies – particularly those based 

on self-report outcomes – adequately reflect the effectiveness of self-management programs. 

Because of the complexity related to assessing and interpreting self-report outcomes, it is 

plausible that data derived from traditional pretest-posttest methods are confounded and are 

therefore poor indicators of program impacts. 

As a result of the apparent uncertainty with regard to the effectiveness of self-management 

interventions, this thesis focused specifically on the validity of the traditional pretest-posttest 

method to measure program outcomes. The research design targeted the processes that 

people undergo when filling out questionnaires and whether this has an influence on self-

report outcomes. This was achieved by developing a three-group research design. While 

actual pretest questionnaires were identical across groups, three questionnaire versions 

were distributed at posttest. One of the groups filled out a traditional posttest questionnaire, 
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whereas the other two groups were asked to provide data in addition to actual posttest 

questions, with one group of participants providing transition questions and one providing 

retrospective pretests. These questionnaires were then randomly distributed within self-

management courses. Resulting datasets (three pretest-posttest samples; one retrospective 

pretest-posttest sample) were further examined for possible confounding effects of response 

shift and social desirability biases. Through the random allocation of the questionnaires it 

was ensured that data were not influenced by intra-group effects but rather that differences 

could exclusively be attributed to the design of the posttest questionnaires. 

The thesis revealed that the design of the posttest questionnaire significantly influenced 

people’s ratings of their posttest levels. In particular, when participants were asked to provide 

ratings of their retrospective pretest levels in addition to their actual posttest levels, their 

actual posttest levels were significantly higher than those of participants who did not perform 

this additional task at posttest. 

Further analyses of the datasets used a factor-analytic approach of measurement invariance 

to explore whether response shift bias was a potential confounder of results. The analyses 

indicated that the observed differences between groups could not be explained by this bias. 

That is, at a group level, response shift bias did not seem to have confounded change scores 

based on actual pretest-posttest data. This finding was largely identical across datasets, i.e. 

only a relatively small number of items were found to be non-invariant across datasets. In 

contrast, when the factor-analytic model was applied to retrospective pretest-posttest data, 

more items were found to be non-invariant, indicating potential problems with this dataset. 

Finally, the influence of socially desirable answers on obtained results is of concern in survey 

research. In view of the study sample and the research area, i.e. health behaviour research, 

a potential confounding effect through social desirability was explored. However, the model 

of partial mediation did not provide any appreciable bias through social desirability. 

This research has provided important insight into the measurement of outcomes of chronic 

disease self-management interventions. While the threat to the validity of traditional pretest-

posttest data due to confounding effects through response shift and social desirability biases 

could not be supported by the present data, the thesis has highlighted that the cognitive task 

that subjects are asked to perform when providing data at posttest significantly influenced 

self-reported outcomes at posttest. Given that previous research has predominantly focused 

on other aspects of validity – such as applying control group designs to circumvent common 

threats to internal and external validity – this study suggests that more attention must be paid 

to the design of questionnaires. The thesis concludes that further research, in particular into 

the influence of cognitive tasks on obtained scores, is important to improve the interpretation 

of outcomes data derived from participants of self-management courses. 
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1 Introduction 

1.1 Overview of the thesis 

The prevalence of chronic conditions is increasing worldwide. Chronic disease is a growing 

burden for healthcare systems in both developed and developing countries and projections 

show that the global mortality from chronic conditions will be exacerbated over the next two 

decades (Murray & Lopez, 1996; Yach et al., 2004). Particularly in developed countries, 

where chronic diseases have replaced acute diseases as the primary cause of death, major 

health system reforms are critical to ensure adequate disease management now and in the 

future (World Health Organization, 2003). Despite some efforts to respond to this burden of 

chronic disease – for example, behavioural programs and pharmaceutical treatment – the 

increasing threat through chronic disease has been largely neglected; a neglect that has led 

to a gap between current reality of the disease burden and existing practice of chronic care 

(Beaglehole & Yach, 2003; Lawrence, 2005; Strong et al., 2005; Yach et al., 2004). 

The nature of chronic diseases is not only a challenge for existing healthcare systems (World 

Health Organization, 2003) but the management of chronic disease is complex, requiring the 

contribution of a range of stakeholders. Apart from healthcare providers, community partners 

and governments need to be involved in chronic care which should eventually lead to better 

health outcomes (Wagner et al., 1999; World Health Organization, 2002). Finally, individuals 

with a chronic condition and their families and/or carers are critical, albeit often underrated 

partners in the chronic care process (Von Korff et al., 2002). Considering that individuals who 

have a long-term condition cannot be under permanent supervision of a health professional, 

most day-to-day challenges need to be managed by the patients themselves, i.e. the active 

involvement of individuals is required to ensure a continuous management of their chronic 

condition (Pittman et al., 2005; Von Korff et al., 2002). Hence, interventions that are aimed at 

improving patients’ ability to manage their condition are an important component of overall 

chronic care (Wagner et al., 1999; World Health Organization, 2002). 

Several programs are currently available that are aimed at improving patients’ skills to self-

manage their chronic condition. Despite the apparent need for such interventions, current 

studies show inconsistent results regarding program impacts. Although many specific studies 

suggest that programs may be beneficial for a wide range of people (Barlow et al., 2000; Fu 

et al., 2003; Lorig et al., 1993; Lorig, Sobel et al., 1999), meta-analyses and other systematic 

reviews indicate that self-management interventions are only marginally effective for certain 

disease groups (Chodosh et al., 2005; Newman et al., 2004; Warsi et al., 2003; Warsi et al., 

2004). In particular, interventions for arthritis have failed to show clear benefits (Chodosh et 

al., 2005; Warsi et al., 2003; Warsi et al., 2004) causing some dispute within the research 
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community (Fries et al., 2003; Solomon & Lee, 2003; Solomon et al., 2002). In contrast, clear 

clinical benefits have been demonstrated for conditions such as hypertension and diabetes 

(Chodosh et al., 2005; Warsi et al., 2003; Warsi et al., 2004). 

A closer examination of these trials however suggests that the magnitude and inconsistency 

of these findings may be related to the types of outcomes that were assessed rather than the 

disease group. That is, where self-report measures such as symptoms and functioning were 

assessed – which are commonly measured in arthritis trials (Newman et al., 2004) – results 

tended to be smaller and inconsistent. While it is plausible that self-management programs 

have less impact on these outcomes, this observation may alternatively suggest that studies 

do not adequately reflect program effects because of the complexity related to assessing 

these types of outcomes (Schwartz & Rapkin, 2004). Taking into consideration the many 

sources of potential bias in such measures (Cronbach, 1946; Paulhus, 1991; Podsakoff et 

al., 2003; Webb et al., 1966) it therefore seems plausible that current results – in particular 

those referring to self-report outcomes – are not trustworthy. 

The aim of this thesis was to investigate issues pertaining to the measurement of self-report 

outcomes of chronic disease self-management programs. By applying a structured approach 

to the measurement of program outcomes, the research aimed to identify and quantify the 

potential influence of biases in self-report measures. 

Chapter 1 provides the background on chronic disease self-management interventions. An 

emphasis was placed on the types of outcomes that were assessed in published studies. 

The last section of the chapter introduces general concepts of the measurement of change. 

This includes an overview of biases that are frequently encountered in self-report outcomes 

with a detailed review of social desirability and response shift. 

Chapter 2 describes the methods used in this thesis. This incorporates the research design, 

recruitment of study participants, and data collection. Further, data screening and cleaning, 

treatment of missing data and data management are explained. 

Chapter 3 describes the demographic characteristics of the study sample and presents the 

first analyses of these data. Apart from reporting several basic results (participants’ scores 

before the intervention (=pretest), after the intervention (=posttest), and computed change), 

the findings from an alternative way of presenting change are presented. 

Chapter 4 describes the main statistical techniques applied in the thesis. Given that these 

techniques required detailed knowledge of factor analysis and structural equation modeling 

(SEM), an introduction to these methods is provided. Chapter 4 also includes a re-validation 
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of the Health Education Impact Questionnaire (heiQ) given that the psychometric properties 

of this instrument were critical for subsequent analyses. 

In Chapter 5 a factor-analytic model of measurement invariance was applied to explore 

whether response shift bias could be detected in the study sample. 

As a result of the findings of the analyses from Chapters 3 and 5, the potential influence of 

social desirability on the obtained scores was investigated in Chapter 6. 

Chapter 7 provides a discussion of the findings of the thesis. In particular, conclusions are 

drawn pertaining to the measurement of outcomes of self-management interventions and the 

interpretation of results when using different methods of determining program effects. The 

chapter concludes with recommendations for future research. 

An overview of the thesis structure is provided in Figure 1. 
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Introduction and background 
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Figure 1  An overview of the thesis structure 
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1.2 Background 

This section provides the theoretical base and rationale for the present research by reviewing 

the literature pertaining to: chronic disease, current evidence on the effectiveness of chronic 

disease self-management interventions, and issues related to the measurement of outcomes 

of these programs. 

 

1.2.1 The global burden of chronic disease 

The burden of chronic disease is increasing worldwide (Murray & Lopez, 1996). Recent 

estimates demonstrate that up to 59% of global deaths and 46% of disability are a result of 

chronic disease (World Health Organization, 2006). Risk factors that increase the probability 

of developing a chronic condition include physical inactivity, obesity, and tobacco and alcohol 

use (Australian Institute of Health and Welfare, 2002; Beaglehole & Yach, 2003; Yach et al., 

2004). Apart from behaviour-related causes, advances in the treatment of acute diseases 

and demographic trends such as ageing populations are reasons why chronic diseases have 

replaced acute diseases as the primary cause of death in developed countries (Australian 

Bureau of Statistics, 2004; Guterman, 2005; Lawrence, 2005; Statistisches Bundesamt, 

2000). While this shift from acute to chronic diseases has occurred in these countries over 

the past 50 years, the prevalence of chronic conditions is a more recent phenomenon in 

developing countries where they are evolving at a fast pace (World Health Organization, 

2003). Predictions suggest that the worldwide burden of chronic disease will be further 

exacerbated in the next two decades (Murray & Lopez, 1996). 

The shift from acute to chronic diseases in developed countries is a major challenge for their 

respective healthcare systems as well as the approach to the general treatment of disease. 

One of the main challenges is that the course of a chronic condition is different to that of an 

acute condition. While the latter is short-term and successful outcomes can be achieved 

through one healthcare provider (World Health Organization, 2002), chronic conditions are 

long-standing and more complex to manage (Yach et al., 2004). Hence, no simple approach 

exists to the treatment of chronic diseases considering that programs need to be sustainable 

and geared towards the long-term management of disease (World Health Organization, 

2003). Moreover, the involvement of a range of stakeholders such as healthcare teams, 

community partners, patients1, families and carers is required to optimise chronic disease 

management. However, holistic approaches that involve all of these stakeholders will not be 

                                                 
1 Individuals who have a chronic condition are often referred to as “patients” in the literature. While it is 
acknowledged that they are not patients in a narrower sense but rather individuals who have one or 
more chronic conditions, both terms are used interchangeably in the present thesis. 
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successful until some systemic changes occur. Worldwide, health systems still follow an 

acute care model; they are not yet able to respond to the growing challenges of chronic 

disease. Hence, current health systems need to be re-oriented in the way they are 

structured, operated, and financed to meet the demand of chronic disease (World Health 

Organization, 2003; World Health Organization & Public Health Agency of Canada, 2005). 

A systematic approach to chronic disease management has been described in the Chronic 

Conditions Framework (World Health Organization, 2002) which includes concepts from the 

Chronic Care Model (Wagner et al., 1999). These models are representations of holistic 

approaches that define the process of managing chronic disease as a function of productive 

interactions between community partners, the healthcare system and individuals along with 

family members and/or carers. In addition to these stakeholders, governments and other 

organisations can support chronic disease management considerably by providing a positive 

policy environment (see Figure 2). 

 

Promote / provide consistent funding

      Organise and equip healthcare teams

     Promote continuity of care

          Provide self-management support

Encourage better             
outcomes

Provide legislative frameworks
Strengthen partnerships

Better outcomes for chronic conditions

Promote and ensure quality management

Raise awareness

    Mobilise / coordinate resources

           Provide complementary services

Individuals, 
families, and carers

Develop partnerships

Policy environment

      Community Healthcare system

  Develop / allocate staff        

Develop / use clinical                  
information                          

systems

Provide leadership Integrate policies

Productive interactions

 

Figure 2  A chronic care framework; modified from the Chronic Care Model (Wagner et al., 
1999) and the Chronic Conditions Framework (World Health Organization, 2002) 
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The model highlights that a positive policy environment can be achieved if governments 

integrate policies, provide leadership, and promote/provide funding. The responsibilities of 

the community partners include the mobilisation and coordination of resources, provision of 

complementary services, and the development of partnerships to support chronic disease 

management, while the necessary medical services are provided by the healthcare system. 

This includes organising and training healthcare teams, promoting continuity of care, and 

using clinical information systems to facilitate interaction and information flow between all 

stakeholders. Finally, the active engagement of individuals with chronic conditions and their 

families and/or carers is important to ensure productive interactions between these groups. 

These interactions between the above groups can be further optimised through the provision 

of training that equip each group with specific knowledge and skills (Lawrence, 2005; World 

Health Organization, 2002). While education, feedback and reminders are typical programs 

for providers, reminders and education are offered for individuals (Weingarten et al., 2002). 

Although all of the above programs are fundamental, patient education and self-management 

programs are of particular importance considering the nature of chronic diseases. Given that 

these conditions are long-term, it is unfeasible that individuals are in constant contact with 

healthcare providers. Consequently, regardless of the remaining stakeholders, most day-to-

day challenges in the management of a chronic condition need to be faced by the individuals 

themselves, rendering self-management an inevitable component of chronic disease care 

(Pittman et al., 2005; Von Korff et al., 2002; Wagner et al., 1999; World Health Organization, 

2002). 

 

1.2.2 Chronic disease self-management interventions 

In view of the increasing burden of chronic diseases introduced in the previous section and 

the need to provide self-management support, this section reviews programs that have been 

developed to improve individuals’ capacity to self-manage (Wagner et al., 1999) and their 

ability to live with their chronic condition (Lorig, 2003). Due to the large number of different 

self-management interventions that are currently available, the present section is limited to 

the definition of self-management as it applies to this thesis and a brief review of the different 

types of self-management programs with a focus on group-based interventions. 

Interventions that are aimed at improving patients' ability to self-manage and live with their 

condition have long been recognised as an essential part of chronic disease management 

(Lorig & Holman, 1993; Lorig, 1982). As illustrated in Figure 32, apart from standard medical 

                                                 
2 This flow chart of the content of the thesis serves as a guide through the literature review and will be 
built up gradually through Chapter 1 (see also Figure 9 and Figure 12). 
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care, complementary and alternative medicine, and traditional patient education programs, 

self-management interventions (Von Korff et al., 2002) are an important adjunct to the other 

types of treatments as they have the potential to fill the gap between patients’ needs and the 

healthcare system as well as the community (Astin et al., 2002; Barlow et al., 2002). 

 

Stake-
holders

Treatment 
strategies

Community 
partners

Chronic disease burden

Healthcare 
system

Standard 
medical care

Complementary 
and alternative 

medicine

Patients (and 
family / carers)

Traditional 
patient 

education

Policy 
institutions

Self-
management 
interventions

 

Figure 3  Flow chart of the content of the thesis, Part I 

 

First, self-management shall be distinguished from traditional patient education. While the 

latter programs are aimed at improving patients’ health behaviours and health status, self-

management interventions focus on skills that help individuals live with their condition, solve 

problems, and strengthen partnerships with health professionals (Lorig, 2001). In the present 

thesis self-management is defined as the ability of individuals to monitor their condition and 

take appropriate actions to retain a satisfactory quality of life despite their disease (Lorig, 

2003). This incorporates health behaviours such as exercise and proper nutrition, optimal 

use of medications, and an informed use of healthcare services. It also comprises skills that 

enable individuals to communicate effectively with health professionals, their family and/or 

carers as well as techniques to respond to physical and emotional issues related to their 

condition (Barlow et al., 2002; Lorig, González, & Laurent, 1999). 

To further elicit the main objectives of chronic disease self-management programs, Osborne 

et al. (2007) carried out several workshops in Australia in 2003 with representatives of a 

large range of stakeholders involved with chronic disease management. The first workshop 

included experts in self-management and was aimed at developing a program logic model for 

health education. The model, which was adapted to self-management interventions for the 

purpose of the present thesis, describes the different levels on which such programs are 

expected to have impacts (see Figure 4). 
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Figure 4  A program logic model of potential impacts of self-management interventions in terms 
of short-term, medium-term, and long-term outcomes © Copyright 2004. The Medical Journal of 
Australia – reproduced with permission 

 

Examples of short-term goals of self-management interventions are provision of information, 

empowering individuals and instigating change in participants’ health behaviours, attitudes, 

and their perception of the impact of their illness. Furthermore, programs are aimed at 

strengthening partnerships with healthcare service providers and governmental as well as 

non-governmental organisations. Through improved communication skills (Lorig, González, 

& Laurent, 1999) disease-specific communication between patients and health professionals 

is expected to become more effective. At medium-term, individuals should have increased 

self-confidence, improved the management of their symptoms and experienced better health-

related quality of life. Finally, in terms of long-term outcomes, such interventions have the 

potential to increase healthcare services efficiency, and decrease morbidity and mortality, 

and eventually they may improve public health outcomes if widely applied. 

As part of the same project two further concept mapping workshops were carried out that 

were aimed at designing a questionnaire to assess self-management program effectiveness. 

Apart from the above stakeholders, individuals who had participated in a variety of self-

management courses were also invited to these workshops. The workshops resulted in the 

definition of eight key areas on which self-management interventions are expected to have 

impacts (Osborne et al., 2007): (1) Positive and Active Engagement in Life; (2) Health-

Directed Behaviour; (3) Skill and Technique Acquisition; (4) Constructive Attitudes and 
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Approaches; (5) Self-Monitoring and Insight; (6) Health Service Navigation; (7) Social 

Integration and Support; and (8) Emotional Well-Being. The definition of self-management 

interventions as previously presented (page 9) is therefore extended to interventions that are 

aimed at improving individuals’ ability to live with their chronic condition by instigating change 

in the above eight areas. 

A wide range of self-management interventions is available in Australia. Programs vary from 

interventions at the population-level to programs for individuals (Jordan & Osborne, 2007). 

While interventions at the population-level are aimed at reaching a large number of people, 

group-based and one-on-one programs are more personalised and require more involvement 

from individuals. Furthermore, interventions differ in delivery mode. Group-based programs 

are currently delivered either in a class-setting or online, whereas programs for individual 

patients are generally delivered face-to-face, via telephone, or online. The different types of 

self-management interventions are illustrated in Figure 5 which includes practical examples 

of these programs. 

 

Population Type of intervention Examples

Television / multimedia 
campaigns

Quit campaign (anti-smoking)

Written information Publications from non-governmental 
organisations (e.g. Cancer Council, Arthritis 
Foundation, etc.)

Group-based 
program: formal / 
structured

Chronic Disease Self-Management 
Program; Arthritis Self-Management 
Course; "Bone Up On Arthritis" (BUOA)

Group-based program: 
ongoing cycle

Rehabilitation programs

Group-based program 
(online)

UK National Health Service's Expert Patient 
Programme Online

Online program 
(individual)

New South Wales Arthritis Foundation 
course

Telephone coaching 
(individual)

Coaching patients On Achieving 
Cardiovascular Health (COACH) program

Individual
Face-to-face 
consultation (individual)

Flinders model of self-management care 
planning

 

Figure 5  Examples of chronic disease self-management interventions © Copyright 2007. 
The Medical Journal of Australia – reproduced with permission 
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Given that group-based self-management interventions are the focus of the present thesis, 

the following overview is limited to this specific type of program. While again several group-

based programs exist, the review provides an introduction to interventions based on curricula 

developed at Stanford University in the United States (Lorig et al., 1985; Lorig, González, & 

Laurent, 1999), as these are the most common type of self-management interventions 

employed in Australia and the ones predominantly represented in the study sample. An 

overview of other disease-specific self-management interventions for chronic conditions such 

as asthma, cancer, cardiovascular diseases, diabetes, mental health, and pain has been 

provided by Redman (2001). 

The Stanford programs are highly structured with licensed course leaders following a clearly 

defined protocol that is provided by the Stanford Patient Education Research Center (Lorig et 

al., 1989; Lorig, González, & Laurent, 1999). The two main programs are the disease-

specific Arthritis Self-Management Course (Lorig et al., 1985) and the generic Chronic 

Disease Self-Management Program (Lorig, González, & Laurent, 1999). While the generic 

course was adapted from the former course and contains several elements of its curriculum, 

it is offered to a much broader audience as it is built on the assumption that people with any 

type of chronic disease face similar problems with regard to managing their condition (Lorig, 

Sobel et al., 1999). 

Both programs are run over a period of six to seven weeks with one two or two-and-a-half 

hour session each week. Groups consist of up to 15 participants and are generally led by two 

lay persons (Lorig, Ritter et al., 2001). While these programs were initially designed to be 

peer-led only – and studies suggest that lay-led courses are equally effective to those run by 

health professionals (Cohen et al., 1986; Lorig et al., 1986) – self-management courses are 

now also run by either a combination of one lay leader and one health professional, or two 

health professionals (Lorig, Sobel et al., 2001). Central components of the self-management 

sessions are action planning and problem-solving. Participants are also introduced to 

cognitive symptom management and techniques to deal with anger, fear, frustration, and 

depression. Further topics include muscle relaxation, fatigue management, exercise, and 

communication with healthcare teams and significant others. The sessions are interactive 

with the course leaders facilitating discussion between the participants (Lorig, González, & 

Laurent, 1999). 
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1.2.3 The effectiveness of self-management interventions 

As outlined in Sections 1.2.1 and 1.2.2 self-management support is a central component of 

chronic disease management (Wagner et al., 1999; World Health Organization, 2002). To 

ascertain whether group-based self-management interventions are effective, this section was 

aimed at providing a detailed review of current evidence. Published meta-analytic and other 

reviews are summarised in Section 1.2.3.1, while results of a systematic review of trials on 

self-management programs is presented in Section 1.2.3.2. In the final part of this section the 

reviewed studies were further examined with regard to the types of outcomes that were used 

to evaluate these interventions (see Section 1.2.3.3). 

 

1.2.3.1 Meta-analytic and other systematic reviews on self-management interventions 

Self-management programs have been evaluated extensively. More than 2,000 publications 

were retrieved for the systematic review that was carried out in Section 1.2.3.2. Several 

recent meta-analytic and systematic reviews make the synthesis of outcomes of the studies 

manageable. Eight of these are presented in the following overview. 

Apart from selecting reviews that explicitly used the term ‘self-management’, publications 

were also included that had reviewed ‘psycho-educational’ or ‘psychological’ interventions for 

chronic disease. In view of the distinction between ‘patient education’ and ‘self-management’ 

provided in Section 1.2.2, reviews of patient education were discarded. Further, the included 

reviews were selected on the basis of availability of summary effect sizes (ES), where ES is 

a standardised change score3 (Cohen, 1988) that has been recommended to present health 

changes (Kazis et al., 1989). As ES was applied throughout the thesis, further details on its 

calculation follow in Section 1.2.3.2. For this overview results are presented in summary ES, 

as reported in the selected publications, where a positive ES reflects improvement and a 

negative ES reflects deterioration on the target construct. Results were interpreted as small 

(ES~0.2), medium (ES~0.5), or large (ES~0.8) effects (Cohen, 1988). While the present 

overview relies on ES, one narrative review (Newman et al., 2004) was included because of 

its comprehensiveness and qualitative overviews. 

Most publications were based on disease-specific interventions. Two of these reviewed self-

management programs for non-specific arthritis (Mullen et al., 1987; Warsi et al., 2003), one 

focused on osteoarthritis (Devos-Comby et al., 2006), one reported outcomes for rheumatoid 

arthritis (Astin et al., 2002), one focused on type 2 diabetes (Ismail et al., 2004), and three 

                                                 
3 In this thesis, unless stated otherwise, change scores refer to the comparison of participants’ ratings 
of their respective present state on the target construct assessed at pretest (=before the intervention) 
with those assessed at posttest (=after the intervention). For simplification, these ratings are generally 
abbreviated to ‘pretest scores’ and ‘posttest scores’. 
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reviewed several programs including arthritis, type 2 diabetes, and hypertension (Chodosh et 

al., 2005; Newman et al., 2004; Warsi et al., 2004).4 

Across reviews there was general consensus that self-management interventions can be 

beneficial for people with chronic conditions and programs were mostly regarded as an 

important adjunct to standard medical care (Astin et al., 2002; Chodosh et al., 2005; Devos-

Comby et al., 2006; Ismail et al., 2004; Mullen et al., 1987). While the reviews suggested 

somewhat larger effects for individuals with diabetes as well as hypertension compared with 

arthritis, two meta-analyses found clear evidence of publication bias in studies that targeted 

the former two disease groups (Chodosh et al., 2005; Warsi et al., 2004). 

As shown in Table 1, reviews of diabetes studies suggested some statistically and clinically 

significant effects. While changes in fasting blood glucose levels were small, medium effects 

were found for glycated haemoglobin (HbA1c) and psychological variables (Chodosh et al., 

2005; Ismail et al., 2004; Warsi et al., 2004). Further, Newman et al. (2004) reported that 

61% of studies showed reduced HbA1c, 54% demonstrated changes in self-management 

behaviours, and about one in three suggested improvements in psychological well-being. In 

contrast, programs had only little effect on individuals’ quality of life (Newman et al., 2004). 

However, two of the meta-analyses expressed concern regarding publication bias and so the 

results should be interpreted with caution (Chodosh et al., 2005; Warsi et al., 2004). 

Reviews of interventions for people with hypertension showed some small to medium effects 

(see Table 1). While one meta-analysis found medium effects for diastolic and systolic blood 

pressure (Chodosh et al., 2005), the other study reported negligible to small effects (Warsi et 

al., 2004). Both reviews reported that there was evidence of publication bias and so again 

results should be interpreted with caution (Chodosh et al., 2005; Warsi et al., 2004). 

Compared with the previous disease groups, arthritis programs suggested smaller effects. 

Despite these interventions receiving much attention in the literature, few studies reported 

medium or large effects. As presented in Table 1, negligible to small effects were found for 

disability, function, impairment, overall impact of osteoarthritis, pain, and physical outcomes. 

While the narrative review showed that 83% of studies indicated behaviour change and 60% 

found improved psychological well-being, considerably fewer studies reported positive effects 

for self-report outcomes such as disability, pain, painful and swollen joints, and symptoms 

(Newman et al., 2004). In contrast to the reviews on diabetes and hypertension, no evidence 

of publication bias was reported for arthritis trials (Astin et al., 2002; Chodosh et al., 2005; 

Devos-Comby et al., 2006; Warsi et al., 2003; Warsi et al., 2004). 

                                                 
4 Data on asthma interventions had to be excluded because reviews included programs that provided 
only minimal education (Gibson et al., 2002) or interventions included children (Warsi et al., 2004). 
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Table 1  Effect sizes across systematic reviews on self-management interventions1 

Publication Assessed outcome         ES2 95% CI 

Diabetes    
    

Chodosh et al., 2005 Fasting blood glucose 0.28 0.08-0.47
    

Ismail et al., 2004 Fasting blood glucose 0.11 -0.42-0.65
   

Warsi et al., 2004 Fasting blood glucose 0.11 -0.05-0.28
   

Chodosh et al., 2005 Glycated haemoglobin 0.36 0.21-0.52
   

Ismail et al., 2004 Glycated haemoglobin 0.32 0.07-0.57
    

Warsi et al., 2004 Glycated haemoglobin 0.45 0.17-0.74
    

Chodosh et al., 2005 Weight -0.04 -0.07-0.16
    

Ismail et al., 2004 Weight 0.00 -0.20-0.20
    

Ismail et al., 2004 Psychological distress 0.58 0.20-0.95
   
Hypertension   
    

Chodosh et al., 2005 Diastolic blood pressure 0.51 0.30-0.73
    

Warsi et al., 2004 Diastolic blood pressure 0.10 -0.06-0.26
    

Chodosh et al., 2005 Systolic blood pressure 0.39 0.28-0.51
    

Warsi et al., 2004 Systolic blood pressure 0.20 0.01-0.39
   
Osteoarthritis (OA), rheumatoid arthritis (RA), and other types of arthritis 

    

Astin et al., 2002 (RA) Coping 0.46 0.09-0.83
    

Mullen et al., 1987 (any arthritis) Depression 0.28 0.15-0.42
    

Astin et al., 2002 (RA) Disability 0.27 0.12-0.42
    

Mullen et al., 1987 (any arthritis) Disability 0.09 -0.03-0.21
    

Warsi et al., 2003 (any arthritis) Disability 0.07 0.00-0.15
    

Chodosh et al., 2005 (OA) Function 0.06 0.02-0.10
    

Devos-Comby et al., 2006 (OA) Impairment 0.04 -0.25-0.34
    

Devos-Comby et al., 2006 (OA) Overall impact of OA 0.11 0.01-0.21
    

Astin et al., 2002 (RA) Pain 0.22 0.07-0.37
    

Chodosh et al., 2005 (OA) Pain 0.06 0.02-0.10
    

Mullen et al., 1987 (any arthritis) Pain 0.21 0.08-0.33
    

Warsi et al., 2003 (any arthritis) Pain 0.12 0.00-0.24
    

Devos-Comby et al., 2006 (OA) Physical outcomes 0.09 -0.01-0.19
    

Astin et al., 2002 (RA) Psychological outcomes 0.15 0.01-0.31
    

Devos-Comby et al., 2006 (OA) Psychological outcomes 0.20 0.08-0.33
    

Astin et al., 2002 (RA) Self-efficacy 0.35 0.11-0.59
    

Astin et al., 2002 (RA) Tender joints 0.15 0.09-0.39
        

1 Effect sizes refer to comparisons of pretest with post intervention scores. They are presented in a way 
 that positive signs mean improvement and negative signs mean deterioration on the target construct. ES 
 were interpreted as small (ES~0.2), medium (ES~0.5), and large (ES~0.8) effects (Cohen, 1988). 
2 Effect sizes are reported as presented in the reviews. They most frequently refer to Cohen’s d. 

Legend   
CI: confidence interval ES: effect size OA: osteoarthritis RA: rheumatoid arthritis 

 

 Chapter 1 15 



Discussion 

Narrative and meta-analytic reviews suggest that self-management interventions can result 

in positive outcomes for some chronic conditions. While statistically and clinically significant 

effects were demonstrated for diabetes and hypertension, programs for arthritis appeared 

somewhat less effective. A closer examination of the included reviews however suggests that 

some meta-analyses were not only heterogeneous regarding the types of chronic diseases 

that were examined but evaluations also relied on different outcome measures. While studies 

on chronic diseases such as diabetes and hypertension regularly reported clinically assessed 

outcomes, trials on arthritis relied on self-report outcomes such as symptoms and functioning 

(Newman et al., 2004) as there are no objective biological measures of disease severity. 

Considering that self-report outcomes are more complex to measure than clinical outcomes 

(Schwartz & Rapkin, 2004), it is plausible that current evaluations of arthritis trials are not an 

accurate reflection of program effects. Hence, current reviews may need to be interpreted 

more carefully in view of the types of outcomes on which they are based. 

Further, the general usefulness of summary scores of such reviews needs to be considered. 

When summarising individual trials in meta-analytic reviews, the heterogeneity of programs, 

and the quality and design of the included studies constitute major drawbacks in view of the 

generalisability of findings (Eysenck, 1994; Knipschild, 1994). Because of this complexity, it 

is difficult to draw definite conclusions about the effectiveness of programs (Newman et al., 

2004). Although the present summary was restricted to specific program types, the reviews 

still included studies that did not match the types of self-management programs evaluated in 

the thesis. Some reviews contained studies with one-on-one sessions (Ismail et al., 2004; 

Mullen et al., 1987; Warsi et al., 2003), other studies included exercise lessons, programs 

that consisted of phone calls or videotapes only (Chodosh et al., 2005), or interventions 

without a formal curriculum (Warsi et al., 2004). Considering these findings, the reviews can 

only provide a general overview of the effectiveness of a range of self-management courses. 

However, despite this limitation the reviews provide important insight into potential issues 

related to the comparison of studies that are based on different types of outcomes and the 

difficulties related to assessing self-report outcome measures. 

 

1.2.3.2 A systematic review of self-management interventions 

The previous summary of reviews provided an overview of current evidence with regard to 

the effectiveness of self-management interventions. However, given that none of the reviews 

specifically summarised the types of interventions considered in this thesis, a systematic 
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review was performed on trials that were based on or similar to the Stanford protocol (Lorig 

et al., 1985; Lorig, González, & Laurent, 1999). 

 

Search strategy 

The criteria and rationale for selecting studies for the systematic review were as follows: 

(1) Inclusion of studies evaluating disease-specific or generic self-management interventions 

that were comparable to the programs assessed in the present thesis. If studies did not 

include a direct reference to Stanford (Lorig et al., 1985; Lorig, González, & Laurent, 

1999), studies were selected that evaluated interventions that included at least two of the 

three keywords ‘problem-solving’, ‘action planning’, and ‘relaxation’. To be included in the 

review four characteristics had to be met by the self-management programs: 

(a) Interventions were delivered in a group-setting; 

(b) Interventions were based on a formal syllabus; 

(c) Interventions ran between four and ten sessions within a period of three months; 

(d) Interventions did not include any additional components such as exercise lessons, 

reinforcement techniques, individual consultations, and/or home visits. 

(2) Inclusion of studies between 1982 and 2006 because the first Stanford program (arthritis) 

was originally published in 1982 (Lorig, 1982). 

(3) Inclusion of randomised controlled trials (RCT) only. The search was limited to RCTs to 

keep the number of studies to a manageable size rather than follow the hierarchy of 

research designs where RCTs are considered the ‘gold standard’ (Sackett, 1994).5 

Further, the RCTs that were included compared an intervention group with a control 

group that did not receive any intervention but standard medical care. 

(4) Exclusion of studies that did not have sufficient power to detect a large-sized difference 

between intervention and control group means. That is, at α=0.05 a sample size = 26 is 

required to detect a large difference between the means of two independent samples 

(Cohen, 1992; Schwartz et al., 2006). 

(5) Exclusion of studies that did not provide sufficient information on measured outcomes for 

the calculation of ES and the missing data could not be obtained from the authors. 

                                                 
5 A more detailed discussion on research designs in the context of the present thesis, i.e. in the 
context of the measurement of outcomes of self-management interventions, follows in Section 1.2.4. 
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(6) Exclusion of studies that did not assess any self-report outcome measures, i.e. studies 

purely assessing outcomes such as cost effectiveness or drug adherence were excluded. 

(7) Exclusion of studies on interventions for children or adolescents. 

 

The systematic search was performed in December 2006 across the databases MEDLINE, 

EMBASE, CINAHL, and PsycINFO which are recommended for systematic reviews (Taal et 

al., 2004). The search terms were ‘self-management’ or ‘patient education’, ‘randomized’ or 

‘randomised’ or ‘RCT’, and ‘chronic condition’ or ‘chronic disease’ or ‘arthritis’ or ‘asthma’ or 

‘chronic obstructive pulmonary disease’ or ‘congestive heart failure’ or ‘COPD’ or ‘diabetes’ 

or ‘fibromyalgia’ or ‘hypertension’ or ‘musculoskeletal’ or ‘osteoarthritis’ or ‘osteoporosis’ or 

‘pain’ or ‘rheumatoid’ or ‘stress’. These terms were derived from the types of programs that 

were included in the present thesis as well as from other reviews in this area (Chodosh et al., 

2005; Newman et al., 2004). In PsycINFO, the search was further restricted to ‘Journal 

articles only’, languages ‘English, German, Spanish’ and ‘Age groups 18 years and older’. In 

CINAHL the search was restricted to the above three languages and ‘all adult’. Further 

studies were retrieved from The Cochrane Database of Systematic Reviews (The Cochrane 

Collaboration, 2007) and from reference lists of other systematic reviews and meta-analyses. 

 

Data analysis and presentation 

To make the results of the included trials comparable, ES were calculated for each outcome. 

Between-group treatment effects were calculated using Cohen’s d (Cohen, 1988) which is 

one of the most commonly reported effect size indices (Rosnow & Rosenthal, 1996). It is 

calculated by subtracting the mean change score of the control group from the mean change 

score of the intervention group which is then divided by the pooled standard deviation (SD) of 

the two groups (Cohen, 1988; Rosnow & Rosenthal, 1996). The pooled SD is derived from 

the square root of the sum of the groups’ variances of the baseline scores divided by two 

(Cohen, 1988). Further, the 95% confidence interval (CI) of each these ES estimates was 

calculated. It was derived from the estimated standard errors (SE) of the ES. After computing 

the SE for each of the outcome variables, the 95% CI of the ES was obtained by multiplying 

the square root of these SE by 1.96 (Hedges & Olkin, 1985). 

Additionally, within-group ES were calculated for each treatment condition separately. This 

was useful to retain information about the source of between-group ES, i.e. whether changes 

in control group subjects (CG) were partially responsible for observed between-group ES. 

For example, it could be explored whether a large effect was caused by an improvement in 
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the intervention group (IG) or a decline in the control group, or whether a negligible between-

group ES was caused by no change in either group or alternatively by a simultaneous 

change in both groups. In the same manner as in Section 1.2.3.1, reported effects are 

presented in a way that a positive ES reflects improvement and a negative ES reflects 

decline, and again obtained results were interpreted as small (ES~0.2), medium (ES~0.5), or 

large (ES~0.8) effects (Cohen, 1988). 

While several studies included repeated measures with varying time periods, only the first 

post intervention assessment is reported in this review, i.e. no additional longitudinal data 

were included. Despite this restriction, follow-up scores relate to immediate post-assessment 

to assessment up to six months post intervention as this was the first post course data 

collection in some of the studies (Boesen et al., 2005; Fu et al., 2003; Haas et al., 2005; 

Lorig, Sobel et al., 1999). 

Because of space constraints Table 2 provides a summary of the results and detailed results 

are provided in Appendix 1. In the summary table results are presented in a way that both 

the minimum and the maximum ES per outcome across studies is presented. Further, the 

median ES of the included studies was calculated. Hence, no summary scores such as those 

used in meta-analyses are reported as the main aim of the present review was to investigate 

the measures used in individual evaluations as well as effects across studies. 

 

Results 

The result of the systematic search is presented in Figure 6. A total of 2,175 papers were 

identified in the systematic search. After pre-screening the titles, 1,676 publications were 

excluded as they failed to meet all inclusion criteria. The majority of studies were rejected 

because they evaluated other types of self-management interventions (n=861), were a 

general description of a program (n=319), or children and/or adolescents were included 

(n=177). Of the remaining 499 publications all abstracts were screened. The majority of 

these again did not meet all inclusion criteria with most exploring other types of interventions 

(n=238). This left 78 papers which were examined in full. Of these, 54 studies were excluded 

for similar reasons as above with the majority of trials evaluating other types of interventions 

(n=39). Eight of the remaining studies did not report sufficient data for the calculation of ES. 

After contacting the authors of each of these studies, three researchers were able to provide 

most missing data (Burckhardt et al., 1994; Griffiths et al., 2005; Taal et al., 1993). No further 

information could be obtained from the remaining five authors (Clark et al., 1992; Cohen et 

al., 1986; Solomon et al., 2002; Swerissen et al., 2006; Worth, 2002). As a result, the review 

was based on a final number of 19 studies. 
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n = 2,175 total papers; titles pre-screened

861 other type of intervention
319 general description of intervention
177 study included children and/or adolescents
176

102 review article or commentary
28 no randomised controlled design
12 description of questionnaire development
1 duplicate, Chinese study was catalogued in two different ways

n = 499 total papers; abstracts screened

238 other type of intervention
93 no randomised controlled design
36 review article
22 general description of intervention
14 paper in a language other than English, German, Spanish
9 evaluation too specific
7 study included children and/or adolescents
1 description of questionnaire development
1 conference abstract

n = 78 total papers; full papers retrieved

39 other type of intervention
10 no randomised controlled design
5 insufficient data for calculation of effect sizes
2 evaluation too specific
1 long-term evaluation only
1 study protocol
1 original article could not be obained

n = 19 final number of included studies

evaluation too specific (e.g. focus on pharmaceutical treatment, 
economic factors, quality assurance, number of hospitilisations)

 

Figure 6  Flow chart of the search strategy 

 

The majority of the 19 trials investigated the effectiveness of arthritis-specific interventions. 

Seven studies evaluated the Arthritis Self-Management Course, with four targeting people 

with a range of musculoskeletal conditions (Barlow et al., 2000; Lorig et al., 1986; Lorig, 

González, & Ritter, 1999; Lorig et al., 1989) and three focusing on osteoarthritis (Heuts et al., 

2005; Hopman-Rock & Westhoff, 2000; Keefe et al., 1990). Three further trials evaluated 

alternative arthritis-specific interventions, with one being the ‘Bone Up On Arthritis’ program 

(Goeppinger et al., 1989) and two studies investigating group interventions for people with 

rheumatoid arthritis (Scholten et al., 1999; Taal et al., 1993). The remaining trials evaluated 

other disease-specific interventions targeted at people with back pain (Haas et al., 2005; Von 

Korff et al., 1998), chronic pain (LeFort et al., 1998), fibromyalgia (Burckhardt et al., 1994), 

and cancer (Boesen et al., 2005), whereas four studies assessed the Chronic Disease Self-
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Management Program (Fu et al., 2003; Griffiths et al., 2005; Lorig et al., 2003; Lorig, Sobel et 

al., 1999). One of the above trials (Lorig et al., 1986) compared peer-led with professional-

led courses. For the present study, given that the thesis did not differentiate between modes 

of instruction, the two groups were regarded as two separate trials. 

The results of the systematic review are summarised in Table 2 and the detailed overview is 

provided in Appendix 1. Across trials more than 70 different variables were assessed with 

depression, disability, pain and self-efficacy being the most frequently assessed outcomes. 

Between one quarter and one third of studies collected data on outcomes such as anxiety, 

communication with physician, fatigue, general health, knowledge, physical functioning and 

visits to physician. In contrast, all remaining outcomes were assessed too infrequently to 

perform inter-study comparisons. Given that the majority of studies included participants with 

arthritis, the types of outcomes that were assessed were most similar to those reported in the 

systematic reviews on arthritis (see Section 1.2.3.1). 

The impact of self-management interventions on levels of anxiety was assessed in five trials. 

Overall, negligible to small between- and within-group effects were found, with within-group 

ES being consistently larger than between-group ES (Barlow et al., 2000; Boesen et al., 

2005; Burckhardt et al., 1994; Griffiths et al., 2005; Taal et al., 1993). 

Communication with the physician was also assessed in five trials. While observed between- 

and within-group effects were negligible to small (Barlow et al., 2000; Fu et al., 2003; Griffiths 

et al., 2005; Lorig, Sobel et al., 1999), one study reported medium-size within-group effects 

in a Spanish-speaking population (Lorig et al., 2003). 

A frequently assessed outcome was depression which was reported in 11 trials. Between- 

and within-group effects varied greatly across studies. While one trial (Scholten et al., 1999) 

found medium and two trials observed small between- and within-group effects (Barlow et al., 

2000; LeFort et al., 1998), all remaining trials showed negligible to small ES with maximum 

between-group effects of ES=0.13 (Boesen et al., 2005; Burckhardt et al., 1994; Fu et al., 

2003; Goeppinger et al., 1989; Griffiths et al., 2005; Lorig, González, & Ritter, 1999; Lorig et 

al., 1989; Taal et al., 1993). In three of these, however, the between-group effects were 

influenced by simultaneous improvements in intervention and control group subjects (Fu et 

al., 2003; Lorig, González, & Ritter, 1999; Taal et al., 1993). 

Another outcome that was assessed in approximately two thirds of the included trials was 

disability. Reported effects again varied greatly across studies. Between- and within-group 

effects ranged from small negative (Keefe et al., 1990) or negligible effects (Goeppinger et 

al., 1989; Lorig et al., 1989; Lorig, Sobel et al., 1999) to large positive effects (Scholten et al., 

1999). 
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Table 2  Effect sizes of most frequently assessed outcomes in studies included in 
the systematic review of self-management interventions based on or similar to 
the Stanford curricula 

Assessed outcome n Minimum Median Maximum Range 

Anxiety  d 5 0.02 0.10 0.20 0.18 
  IG  0.11 0.21 0.31 0.20 
  CG  0.00 0.08 0.25 0.25 

Comm. phys. d 5 -0.07 0.13 0.34 0.41 
  IG  0.04 0.23 0.49 0.45 
  CG  0.03 0.10 0.23 0.20 

Depression1  d 11 0.00 0.12 0.64 0.64 
  IG  0.07 0.21 0.57 0.50 
  CG  -0.06 0.04 0.36 0.42 

Disability  d 13 -0.18 0.14 1.42 1.60 
  IG  -0.20 0.15 1.28 1.48 
  CG  -0.43 -0.02 0.31 0.74 

Fatigue  d 6 -0.01 0.19 0.29 0.30 
  IG  0.12 0.18 0.40 0.28 
  CG  -0.10 0.03 0.13 0.23 

General health  d 7 -0.21 0.16 0.48 0.69 
  IG  -0.11 0.17 0.52 0.63 
  CG  -0.19 0.04 0.16 0.35 

Knowledge  d 5 -0.05 0.78 1.11 1.16 
  IG  0.37 0.95 1.28 0.91 
  CG  0.04 0.17 0.42 0.38 

Pain2   d 18 -0.28 0.10 0.43 0.71 
  IG  -0.01 0.20 0.75 0.76 
  CG  -0.34 0.11 0.80 1.14 

Phys. funct.  d 4 -0.04 0.11 0.23 0.27 
  IG  -0.06 0.06 0.26 0.32 
  CG  -0.12 -0.01 0.03 0.15 

Self-efficacy  d 10 0.05 0.30 0.72 0.67 
  IG  0.02 0.40 0.64 0.62 
  CG  -0.34 0.01 0.27 0.61 

Visits phys.  d 8 -0.34 0.02 0.18 0.52 
  IG  -0.11 0.13 0.18 0.29 
  CG  0.02 0.12 0.21 0.19 

1 Scholten et al. (1999) assessed depression with the Freiburg Questionnaire of Coping 
 with Illness (FQCI) and with the Beck Depression Index (BDI); these data were included 
 as an average score of the two effect sizes (ES) 
2 Heuts et al. (2005) reported knee and hip pain separately; these data were included as 
 an average score of the two ES 
Legend  
CG: Effect size, control group 
Comm. phys.: Communication with physician 
d: Cohen’s d, group difference (ES IG - ES CG) 
IG: Effect size, intervention group 
n: Number of studies included in the systematic review 
Phys. funct:  Physical functioning 
Visits phys.: Visits to physician 
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Six studies assessed effects on fatigue. The range of between-group ES was relatively small 

with between- and within-group ES showing a maximum of small effects (Barlow et al., 2000; 

Boesen et al., 2005; Burckhardt et al., 1994; Fu et al., 2003; Griffiths et al., 2005; Lorig et al., 

2003). An exception was a medium within-group effect observed in Spanish-speaking course 

participants (Lorig et al., 2003). 

The impact of self-management interventions on general health was assessed in seven 

trials. Similar to most previous outcomes, effects varied greatly. While effects ranged from 

negative between-group ES (Haas et al., 2005) to medium positive between- and within-

group ES (Fu et al., 2003; Lorig et al., 2003), the majority of studies suggested negligible to 

small effects (Heuts et al., 2005; LeFort et al., 1998; Lorig, González, & Ritter, 1999; Lorig, 

Sobel et al., 1999). 

Knowledge was assessed in one quarter of the included studies all of which were arthritis-

specific interventions (Goeppinger et al., 1989; Hopman-Rock & Westhoff, 2000; Lorig et al., 

1986; Lorig et al., 1989). In contrast to previous results, between- as well as within-group 

effects were generally medium or large. The only exception was the study that compared lay-

led courses with courses run by health professionals, with the former showing simultaneous 

medium-size improvements in subjects of both intervention and control group. In contrast, in 

self-management courses run by health professionals, improvements in intervention group 

subjects clearly exceeded those of the control group (Lorig et al., 1986). 

The impact of self-management programs on pain was assessed across all but two studies 

(Boesen et al., 2005; Scholten et al., 1999). Reported effects varied considerably and ranged 

from some trials observing small negative effects (Burckhardt et al., 1994; Lorig et al., 1986) 

to other studies showing medium positive between-group effects. The latter, however, were 

caused by increased pain in control subjects in some of the studies rather than improvement 

in experimental subjects (Hopman-Rock & Westhoff, 2000; LeFort et al., 1998). 

Physical functioning was assessed in four studies. In contrast to most previously presented 

outcomes, between- and within-group effects were largely consistent with all studies showing 

negligible to small effects (Barlow et al., 2000; Burckhardt et al., 1994; Heuts et al., 2005; 

LeFort et al., 1998). 

Self-efficacy was assessed in ten trials. Again reported results varied greatly. Effects ranged 

from negligible (Heuts et al., 2005) to above medium-size between- and within-group effects 

(LeFort et al., 1998). Furthermore, small to medium between-group effects were reported in 

half of the studies (Barlow et al., 2000; Burckhardt et al., 1994; Fu et al., 2003; Hopman-

Rock & Westhoff, 2000; Lorig, González, & Ritter, 1999), whereas medium within-group ES 

were observed in four studies (Barlow et al., 2000; Burckhardt et al., 1994; Lorig, González, 
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& Ritter, 1999; Lorig et al., 2003). It remains that between- as well as within-group effects 

varied considerably across studies. 

Finally, the number of visits to physician was assessed in eight studies and again the effects 

were inconsistent across studies. Calculated ES ranged from some small decreases (Lorig et 

al., 2003) to small increases in the number of visits (Lorig et al., 1986). In contrast to other 

types of outcomes, the interpretability of this outcome is, however, difficult as it needs to be 

interpreted in relation to the quality of the disease-specific communication with the physician 

as well as subsequent emergency services use. 

 

Discussion 

The systematic review of self-management interventions based on or similar to the Stanford 

curricula (Lorig et al., 1985; Lorig, González, & Laurent, 1999) mainly included arthritis trials. 

Consequently, the outcomes reviewed in this section can be mostly compared with published 

meta-analyses on arthritis (see Section 1.2.3.1) that had generally shown negligible to small 

effects for depression (Mullen et al., 1987), disability (Astin et al., 2002; Mullen et al., 1987; 

Warsi et al., 2003) and pain (Astin et al., 2002; Chodosh et al., 2005; Mullen et al., 1987; 

Warsi et al., 2003), and somewhat larger effects for self-efficacy (Astin et al., 2002). Although 

the present review did not calculate summary scores, results for the medians are similar to 

the summary scores of the meta-analyses with effects being generally small, while outcomes 

for self-efficacy were slightly larger. Therefore, this section essentially confirmed previously 

published reviews in that arthritis self-management interventions appear to have only small 

effects on participants. Given that variables such as anxiety and effective communication 

with health professionals are specifically targeted by the Stanford programs (Lorig, González, 

& Laurent, 1999), larger effects may have been anticipated. In contrast, the only outcome 

that showed clear benefits was knowledge. This outcome variable however is the only one 

that is not assessed by participant self-report but typically by knowledge tests. 

Despite the above conclusions several aspects need to be considered when evaluating self-

management programs. Firstly, this systematic review indicated inconsistent results across 

studies, rendering definite conclusions about program effectiveness on a range of outcomes 

such as depression or pain impossible. While summary scores of published meta-analyses 

obscure the results of individual studies, between-study comparisons in the present review 

indicated that single studies regularly differed by more than a medium-size ES (see Table 2). 

Taking into account that studies in this review predominantly assessed self-report outcomes, 

this range raises the question as to how reliably such outcomes can be measured (Schwartz 

& Rapkin, 2004). As discussed in Section 1.2.3.1, it is plausible that evaluations that rely on 
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participant self-report outcomes may not accurately reflect program impacts. Apart from 

potentially obscuring the magnitude of effects, observed inconsistencies across studies may 

be an additional indication that it is difficult to assess these outcomes reliably. 

Secondly, further concerns arise in view of the types of outcomes that were assessed. As 

observed in a narrative review (Newman et al., 2004), studies frequently assessed outcomes 

that are not particularly targeted by programs. While the Stanford curricula include topics on 

communication with the physician, emotions, and self-efficacy, it is questionable whether 

impacts on variables such as disability, fatigue, pain, or physical functioning can be expected 

as these outcomes are not specifically targeted by the Stanford protocols. In addition to the 

potential difficulty in measuring certain types of outcomes, it is essential that outcomes are 

assessed that match the objectives of the programs (see Section 1.2.2 on objectives of self-

management programs as proposed by Osborne et al., 2007). Further, while instruments to 

assess program outcomes were not specifically considered in this review, they differ in their 

relative sensitivity to measure change (Newman et al., 2004). To make results comparable 

across studies, while also taking into account the objectives of specific self-management 

interventions, future research would be enhanced by the application of a mix of standard and 

program-specific outcome measures. 

Thirdly, a further challenge of interpreting outcomes of self-management programs concerns 

the time frame in which outcomes can be expected to occur. The trials of the present review 

assessed post intervention outcomes ranging from direct post-assessment to several months 

after the intervention. It is beyond the scope of this thesis to consider this dimension further. 

Trials that are concerned with the effectiveness of self-management interventions, however, 

should take the dimension ‘time’ into account as different types of outcomes can be expected 

to occur at different time points. The program logic model of impacts of self-management 

programs presented in Section 1.2.2 can serve as a guide to arrange outcomes in terms of 

short-, medium-, and long-term effects (Osborne et al., 2004). 

Given that published reviews on self-management programs suggest generally small impacts 

on participants and the systematic review of Stanford courses show small, albeit inconsistent 

effects, several possible explanations were provided. While not all of the above aspects can 

be considered in this literature review, the inconsistency in outcomes across trials appeared 

to be most critical to understand the measurement of outcomes of self-management courses. 

As both Sections 1.2.3.1 and 1.2.3.2 suggested that a more detailed investigation of the 

types of reported outcomes may be useful, the following Section 1.2.3.3 is aimed at applying 

a systematic approach to categorise these outcomes. 
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1.2.3.3 Outcomes on which evaluations were based and how these were measured 

Sections 1.2.3.1 and 1.2.3.2 provided reviews of current evidence about the effectiveness of 

self-management interventions. While the meta-analyses (see Section 1.2.3.1) showed some 

benefits for individuals with diabetes and hypertension, smaller and inconsistent effects were 

found for people with arthritis (see Sections 1.2.3.1 and 1.2.3.2). However, given that the 

latter trials typically rely on self-report outcomes and the former frequently measure clinically 

assessed outcomes, it is also possible that current evidence is not related to the disease 

group but rather to the types of outcomes that are evaluated. This section was therefore 

aimed at categorising the different types of outcomes that are typically assessed in self-

management trials. To facilitate this exercise a quality of life appraisal model was used, 

where ‘appraisal’ denotes the cognitive processes carried out by the respondents when 

answering a question (Schwartz & Rapkin, 2004). 

 

Performance-, perception-, and evaluation-based measures 

In a recent article Schwartz and Rapkin (2004) suggested categorising outcomes that are 

commonly assessed in health research according to the level of cognitive appraisal involved 

in people’s response processes. This model provides new insight into quality of life research 

as it questions whether current measurement models are applicable to those types of 

outcome measures that require cognitive appraisal (Krosnick, 1999; Schwarz & Strack, 1985; 

Tourangeau & Rasinski, 1988). They proposed the following categorisation: performance-, 

perception- and evaluation-based measures (Schwartz & Rapkin, 2004). 

Measurement models that are operationalised using statistical methods such as factor 

analysis or item response theory are built on the assumption that observed scores provide 

information about respondents’ position on the scale of the underlying construct of interest. 

This understanding of the measurement process is assumed to be applicable to outcomes 

described as performance-based measures. While the assessment of people’s performance 

may still be confounded by biases such as test anxiety or cheating, it is assumed that the 

interpretation of items of this type of measure is unequivocal, i.e. it is assumed that the 

interpretation of the items is stable across people and occasions. A timed walk of a specific 

distance is an example of these measures (Schwartz & Rapkin, 2004). 

In a similar manner to the previous types of outcomes, the interpretation of an item that is 

considered a perception-based measure is assumed to be stable across people as well as 

occasions. However, in contrast to the previous type of outcome measures perception-based 

measures involve personal judgement in the response process. Hence, responses to such 

measures are dependent upon individuals who might consciously or unconsciously edit their 
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responses before providing an answer. For example, individuals who are asked to provide a 

judgement on how frequently they perform a certain exercise might be inclined to edit their 

final response in a socially desirable way. Hence, they distort their true levels by providing 

socially desirable answers. In spite of these potential biases, it remains that these types of 

measures are expected to converge across persons and occasions (Schwartz & Rapkin, 

2004). 

Evaluation-based measures are assumed to be intrinsic to the construct being measured. It 

is assumed that the interpretation of these items is unstable across people as well as across 

occasions. Persons, for example, who are asked to provide a judgment of their current level 

of pain, engage in cognitive appraisal processes when attending to such questions (Schwartz 

& Rapkin, 2004). These appraisal processes have been described to consist of the following 

four steps: 1) interpretation of the question, 2) retrieval of information relevant to answering 

the question, 3) processing of relevant information to make a judgment, and 4) formulation of 

the answer (Krosnick, 1999; Schwarz & Strack, 1985; Tourangeau & Rasinski, 1988). Given 

that such cognitive appraisal processes are likely to differ across persons and/or occasions, 

it is evident that scores obtained from evaluation-based measures may be invalid and 

unreliable. Intra- as well as inter-person differences in any of the steps of this appraisal are 

conceivable, rendering comparisons over time and across people problematic (Schwartz & 

Rapkin, 2004). 

 

The application of performance-, perception-, and evaluation-based measures to outcomes 

of self-management interventions 

Through the use of the distinction between outcome measures (Schwartz & Rapkin, 2004), 

the frequently reported outcomes of self-management trials were categorised. The results of 

this exercise are presented in Table 3. This table has been arranged so that the results of 

intervention and control group from Table 2 have been classified by the category of outcome 

measure used (performance-, perception, and evaluation-based measures). Given that this 

exercise was aimed at comparing respective magnitudes of effects between intervention and 

control group, Cohen’s d is not repeated as it was not relevant for this exercise. 

Of the outcomes that were presented in Sections 1.2.3.1 and 1.2.3.2, clinical outcomes and 

knowledge were most akin to the definition of performance-based measures. While it is 

assumed that no judgement is involved in measuring these outcomes, results may still be 

influenced by, for example, food or fluid intakes prior to blood tests or test anxiety. Given that 

clinical outcomes were assessed infrequently, only knowledge is discussed. When revisiting 

the review in Section 1.2.3.2, all but a lay-led self-management program (Lorig et al., 1986) 
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suggested large effects in intervention subjects (Goeppinger et al., 1989; Hopman-Rock & 

Westhoff, 2000; Lorig et al., 1986; Lorig et al., 1989). While there was some variability across 

trials, large differences between intervention and control subjects in their respective minima, 

medians, and maxima suggest that programs had an impact on this outcome and that it was 

possible to measure effects with the instruments that were used (Schwartz & Rapkin, 2004). 

For the purpose of the present exercise the results presented in Table 3 excluded the lay-led 

course as it was an outlier in the context of the other studies. Results indicate large program 

effects with differences in intervention group subjects across trials being relatively small 

(range=0.45) when considered in the context of the overall magnitude of effects. 

Although perception-based measures involve some level of judgement, the interpretation of 

questionnaire items is assumed to be largely stable across persons and occasions (Schwartz 

& Rapkin, 2004). The variables communication with the physician, physical functioning, and 

visits to the physician were considered measures of this type. In view of the magnitude of 

effects for these outcomes (see Section 1.2.3.2), the results were inconsistent across trials. 

Effects ranged from negligible to small positive effects for intervention and control subjects in 

the variables physical functioning and visits to the physician, whereas up to medium effects 

were observed for communication with the physician in the intervention group. Hence, in 

contrast to knowledge, the range in scores of both intervention and control group subjects 

was relatively large in the context of the overall magnitude of effects. With ES ranging from 

0.29 to 0.45 for intervention subjects and from 0.15 to 0.20 for control subjects, this suggests 

that perception-based measures may be less reliable and more difficult to assess compared 

with performance-based measures. As described previously, bias such as social desirability 

may have confounded results. 

Finally, evaluation-based measures require the highest level of personal appraisal and as a 

consequence are assumed to have low stability across persons and occasions (Schwartz & 

Rapkin, 2004). Of the assessed outcomes presented in Sections 1.2.3.1 and 1.2.3.2, anxiety, 

depression, disability, fatigue, health status, pain, and self-efficacy were allocated to this type 

of measures. As presented in Table 3, intervention and control subjects showed inconsistent 

results across studies. This inconsistency was particularly striking across the variables self-

efficacy, disability, pain, and depression with differences being of at least medium-size ES 

(range=0.50-1.48 for intervention subjects; range=0.42-1.14 for control subjects). Given that 

control subjects are expected to be largely stable across occasions as they did not receive 

an intervention, the variability in scores is substantial in these outcomes. In spite of these 

noticeable inconsistencies, effects on outcomes such as anxiety, fatigue, and health status 

were still comparatively inconsistent in view of overall small to medium effects across groups 

(range=0.20-0.63 for intervention subjects; range=0.23-0.35 for control subjects). 
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Table 3  Effect sizes of most frequently assessed outcomes in studies included in the 
systematic review of Section 1.2.3.2 grouped by performance-, perception-, and 
evaluation-based measures (Schwartz & Rapkin, 2004) 

Assessed outcome n Minimum Median Maximum Range 

Performance-based measures    

Knowledge IG 4 0.83 0.98 1.28 0.45 
 CG  0.04 0.14 0.42 0.38 

Perception-based measures    

Visits phys. IG 8 -0.11 0.13 0.18 0.29 
 CG  0.02 0.12 0.21 0.19 

Comm. phys. IG 5 0.04 0.23 0.49 0.45 
 CG  0.03 0.10 0.23 0.20 

Phys. funct. IG 4 -0.06 0.06 0.26 0.32 
 CG  -0.12 -0.01 0.03 0.15 

Evaluation-based measures    

General health IG 7 -0.11 0.17 0.52 0.63 
 CG  -0.19 0.04 0.16 0.35 

Fatigue IG 6 0.12 0.18 0.40 0.28 
 CG  -0.10 0.03 0.13 0.23 

Self-efficacy IG 10 0.02 0.40 0.64 0.62 
 CG  -0.34 0.01 0.27 0.61 

Disability IG 13 -0.20 0.15 1.28 1.48 
 CG  -0.43 -0.02 0.31 0.74 

Pain IG 18 -0.01 0.20 0.75 0.76 
 CG  -0.34 0.11 0.80 1.14 

Anxiety IG 5 0.11 0.21 0.31 0.20 
 CG  0.00 0.08 0.25 0.25 

Depression IG 11 0.07 0.21 0.57 0.50 
 CG  -0.06 0.04 0.36 0.42 

Legend  
CG: Effect size, control group 
Comm. phys.: Communication with physician 
IG: Effect size, intervention group 
n: Number of studies included in the systematic review 
Phys. funct:  Physical functioning 
Visits phys.: Visits to physician 

 

Discussion 

In summary, performance-based measures showed some large effects for treatment subjects 

with relatively small inconsistencies in reported outcomes. In contrast, larger inconsistencies 

in results of intervention and control subjects were found for both perception- and evaluation-

based measures. Although results of these measures tended to be in the expected direction, 

i.e. intervention subjects indicated larger effects than control subjects in respective minima, 
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medians and maxima, the inconsistency in results alluded to potential difficulties in assessing 

both types of outcomes. Hence, while the model of classifying outcomes as performance-, 

perception- and evaluation-based measures appears to be a useful way of approaching the 

measurement of self-report outcomes (Schwartz & Rapkin, 2004), grouping outcomes into 

three discrete categories was not possible in the current study. As a result, it is suggested 

that the different types of outcome measures be conceptualised on a continuum, described 

as the ‘degree of appraisal involved in the response process’. As shown in Figure 7, with 

increasing degree of cognitive appraisal (x-axis) it is assumed that outcomes are susceptible 

to an increased risk of measurement error and/or bias (y-axis). The transition from the 

appraisal model to the refined model is facilitated by presenting the discussed outcomes in 

three groups, with those outcomes presented in the centre and to the right of the x-axis, i.e. 

the ‘evaluative pole’ of the x-axis, being similarly difficult to measure. 
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Figure 7  Degree of personal appraisal involved in the response process across outcomes that were 
frequently assessed in self-management interventions; modified from Schwartz & Rapkin (2004) 

 

Apart from differentiating between the different types of outcome measures, a further aspect 

in evaluations of self-management interventions relates to the types of outcomes used to 

assess the impact of these programs (see Section 1.2.3.2). Assuming that the measurement 

instruments that were applied validly capture the construct of interest (Brady, 1997), the 

selection of outcomes should be driven by the specific objectives of the intervention. While it 

is problematic if variables that are deemed important program outcomes are omitted in the 
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evaluation process, it is similarly problematic if variables are assessed that are not targeted 

by the program as was observed to be the case in some published self-management trials 

(Newman et al., 2004). 

As introduced in Section 1.2.2, Osborne and colleagues carried out various exercises to elicit 

the main objectives of self-management interventions. The project resulted in the definition of 

eight dimensions that are considered important areas in which programs are expected to 

impact (Osborne et al., 2007). While some of these are similar to outcomes that have been 

frequently assessed, clinical outcomes, disability, fatigue, general health, knowledge, pain, 

physical function, and physician visits were not deemed key indicators of program impacts. 

Given that these new constructs play a central role in later parts of the present thesis, they 

are illustrated in Figure 8. 
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Figure 8  Degree of personal appraisal involved in the response process – illustrating the eight areas 
on which self-management programs are expected to impact (Osborne et al., 2007) 

 

Given that these dimensions play a central role in the remainder of the thesis, this final 

exercise was aimed at exploring which of the outcomes that have been typically assessed in 

self-management trials correspond to the eight dimensions. Health-Directed Behaviour is a 

global concept of variables such as exercise, relaxation, and self-management behaviours. 

Skill and Technique Acquisition is in part a representation of cognitive symptom management 

and communication skills, with the latter outcome also being partially captured by Health 
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Service Navigation when related to communication with the physician. Emotional Well-Being 

subsumes anxiety and depression, whereas Positive and Active Engagement in Life and 

Constructive Attitudes and Approaches are not represented in outcomes that were frequently 

reported. At most, some aspects of self-efficacy such as participants developing more 

confidence in their capabilities to achieve a positive health outcome (Bandura, 1997) would 

be related to the latter dimension. Self-Monitoring and Insight may be matched with the 

ability to respond to changes in health through techniques such as cognitive symptom 

management and finally Social Integration and Support does not seem to relate to outcomes 

that have been assessed in previous self-management studies. 

 

1.2.3.4 Summary 

Sections 1.2.3.1 and 1.2.3.2 provided a review of the literature regarding current evidence 

about the effectiveness of self-management interventions. While some inconsistent results 

were observed, these were further examined in view of the characteristics of the types of 

outcomes that were assessed (see Section 1.2.3.3). It was concluded that with increasing 

degree of appraisal involved in the response process, outcomes are exposed to an increased 

risk of measurement error, confounding and bias. Apart from measurement aspects it was 

further observed that some frequently assessed outcomes did not match the objectives of 

self-management programs. While a new instrument has been developed to circumvent the 

latter issue (Osborne et al., 2007), it remains that evaluations of self-management programs 

commonly rely on self-report outcomes that are complex to measure. The following Section 

1.2.4 was therefore aimed at exploring issues related to the measurement of outcomes of 

self-management programs with particular focus on biases that are commonly encountered 

in self-report outcome measures. 

 

1.2.4 The measurement of outcomes of self-management interventions 

To facilitate the navigation through the literature review, the findings of the previous three 

sections and an overview of the final section of this chapter are illustrated in Figure 9. As 

introduced in Figure 3, the first two sections of this literature review provided an overview of 

the different stakeholders involved in chronic disease care as well as different treatment 

strategies to respond to the increasing burden of chronic disease. In view of the importance 

of involving individuals in chronic disease management, self-management was introduced as 

a key component of chronic care models. Given that such programs are the focus of this 

thesis, a comprehensive review of current evidence regarding program effectiveness was 

provided (see Sections 1.2.3.1 and 1.2.3.2). While some small positive effects were found, 
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self-report outcomes showed inconsistent results. Hence, when following the flow chart in 

Figure 9, the question about program effectiveness cannot be answered satisfactorily in view 

of current evidence. After investigating the different types of outcomes on which trials were 

based (see Section 1.2.3.3), it was concluded that the inconsistency in results may relate to 

the type of outcome, i.e. self-report outcomes, rather than specific disease groups. 
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Figure 9  Flow chart of the content of the thesis, Part II 

 

In view of these findings, the present section was aimed at reviewing issues pertaining to the 

measurement of self-report outcomes. This was approached by reviewing the different types 

of research designs that can be applied to assess program outcomes (Campbell & Stanley, 
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1963; Cook & Campbell, 1979). The remainder of the section focuses on the measurement 

of change. This includes general concepts as they apply to the present thesis and a review of 

biases that can be encountered in self-report outcomes with a specific focus on response 

shift and social desirability biases. 

 

1.2.4.1 Research designs 

The measurement of outcomes of self-management programs is generally based on change 

scores derived from the comparison of participants’ scores assessed before the intervention 

(=pretest) with scores assessed after the intervention (=posttest). To rule out the possibility 

that observed change scores in intervention subjects occurred for reasons other than the 

intervention, non-intervention control subjects are included in many studies. While this type 

of research design is frequently used in self-management trials, several alternative designs 

exist that shall be introduced hereafter. 

One of the most comprehensive and frequently cited overviews of different research designs 

was provided by Campbell and Stanley (1963) who discussed these designs in the context of 

their internal and external validity. The main threats to internal validity of change scores can 

be summarised in the following way: 

(1) History, i.e. experiences that are gained between pretest and posttest measurement that 

are unrelated to the intervention. 

(2) Maturation, i.e. changes in treatment subjects that occurred between pretest and posttest 

as a result of passage of time; these are again unrelated to the intervention. 

(3) Testing, i.e. the influence of experiences that were gained in the pretest situation on the 

posttest results. 

(4) Instrumentation, i.e. a change in the observers, who alter the way they ask questions or 

extract answers through increased familiarity with the interview process, or a change in 

the calibration of a measurement instrument may cause changes in obtained scores. 

(5) Statistical regression, i.e. regression to the mean with extreme scores being closer to the 

mean at posttest than at pretest (Bland & Altman, 1994a, 1994b). 

(6) Selection, i.e. biases can occur as a result of non-random assignment to the comparison 

groups. 

(7) Experimental mortality / attrition, i.e. loss of intervention and control group subjects in a 

way that the final samples consist of groups of people that are not comparable anymore. 

(8) Selection-maturation interaction, i.e. if subjects were allocated in a non-random fashion to 

the comparison groups, the extent of maturation may differ across groups and may be 

mistaken for the influence of the treatment. 
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Further, the main threats to external validity are as follows (Campbell & Stanley, 1963): 

(1) Interaction effect of pretesting, i.e. the effects of pretesting described above may further 

result in study subjects being influenced in a way that resulting posttests would not be 

comparable with hypothetical posttest scores from the universe. 

(2) Interaction effects of selection biases and the intervention. 

(3) Reactive effects of experimental arrangements across comparison groups. 

(4) Multiple-treatment interference, i.e. if multiple interventions are carried out on the same 

subjects, earlier interventions are likely to have influences on later interventions. 

While the above threats to the internal and external validity of measuring change cannot be 

ruled out as alternative explanations for observed variations in scores, different approaches 

to research designs are assumed to minimise some of these threats. The widely accepted 

distinction between these design approaches is the differentiation between pre-experimental, 

quasi-experimental and true experimental designs, with the latter being arguably superior to 

the other research designs as subjects are randomly allocated to the treatment or a control 

condition. Randomisation has been argued to be a viable way to rule out most threats to 

internal validity with the exception of experimental mortality (Campbell & Stanley, 1963). 

Despite wide acceptance of this hierarchy of research designs, later publications appraise 

true experimental designs more critically with regard to their feasibility in field research. Apart 

from situations in which random allocation of subjects may not be feasible, desirable or 

ethical, it is recommended to design experiments in a way that these can still be used as 

quasi-experimental designs in case the randomisation breaks down (Cook & Campbell, 

1979). It is also highlighted that even perfectly designed experiments are still not able to rule 

out all threats to internal validity, with the most important ones being: a) reactions of subjects 

dissatisfied with being allocated to a specific condition, b) Hawthorne/placebo effects in 

control group subjects (Sommer, 1968), and c) experimental mortality. Despite this critique 

the authors maintained that randomisation is still superior to other designs as it minimises the 

number of assumptions on which the findings need to be based (Cook & Campbell, 1979). 

Given that true experimental designs are relevant in a later part of this section and because 

of their argued superiority to other research designs, these designs are introduced briefly. As 

shown in Figure 10, three true experimental designs exist: 1) pretest-posttest control group 

design, 2) posttest-only control group design, and 3) Solomon four-group design. In Figure 

10 these designs are presented in a way that a 9 at pretest and/or posttest means that data 

are collected at the respective occasion, and a 9 at intervention means that subjects receive 

the treatment which consequently only applies to intervention groups (IG 1, 2, 3a, 3b). 
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The pretest-posttest control group design is a true experimental design that is frequently 

applied. In this type of research design subjects are randomly allocated to the intervention or 

a control group, with the latter being another type of intervention, a placebo-control condition, 

a waiting list control condition, or no intervention. While both groups provide data at pretest 

and at posttest (see Figure 10), it is assumed that most threats to internal validity can be 

accounted for by subtracting the computed change of the control group from the computed 

change of the intervention group. This type of design can also be extended to blinding the 

observers and subjects to the different treatment conditions (Campbell & Stanley, 1963). 

 

 Research design Group Pretest Intervention Posttest 

1. IG 1 9 9 9 
   

Pretest-posttest 
control group CG 1 9  9 

2. IG 2  9 9 

 

Posttest-only 
control group CG 2   9 

3. IG 3a 9 9 9 
   

Solomon four-
group CG 3a 9  9 

  IG 3b  9 9 
  CG 3b   9 
      

      

Legend     
IG: Intervention group    
CG: Control group    
9 Providing pretest and/or posttest data; receiving the intervention 
     

Figure 10  True experimental designs (Campbell & Stanley, 1963) 

 

In contrast, the posttest-only control group design is based on the assumption that subjects 

that are randomly allocated to the comparison groups are identical at pretest. The collection 

of pretest data is not only assumed unnecessary as differences between the groups’ posttest 

scores should reflect the impact of the intervention but this design further circumvents the 

threat to internal validity through a potential pretesting effect (Campbell & Stanley, 1963). 

The Solomon four-group design is a combination of the two previous designs. Subjects are 

randomly allocated to one of four groups with one pair of experimental (IG 3a) and control 

group (CG 3a) providing pretest and posttest data, and the other pair providing posttest data 

only (IG 3b and CG 3b). Given that this type of design is able to quantify the potential 

pretesting effect, it is considered the strongest of true experimental research designs as it 

accounts for the potential threat that pretesting may have on internal and external validity 

(Campbell & Stanley, 1963). 
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1.2.4.2 The measurement of change 

The measurement of change as well as the interpretation of change scores is an area that 

has been discussed extensively in the literature. A brief overview of this topic, which includes 

a definition of change as it pertains to the present thesis, is provided hereafter. More details 

on the specific methods that were used to measure change in this thesis follow in each of the 

analysis chapters (see Chapters 3 and 5 in particular). 

The most common conceptualisation of change refers to a computed difference score that is 

derived from comparing scores that were assessed at two different points in time (Nunnally & 

Bernstein, 1994). Notwithstanding its frequent application, such a difference score however 

entails several sources of potential error apart from those that were introduced in the context 

of research designs (see Section 1.2.4.1). That is, the different types of measures that are 

used to compute change scores are susceptible to measurement error and confounding to 

varying degrees which may render an unambiguous interpretation of the results problematic. 

Hence, when measuring a construct, it is likely that a specific portion of its variance relates to 

something other than the content of the construct (Podsakoff et al., 2003). While this portion 

of unexplained variance has been found to vary across measures and research areas, it can 

account for more than 40% of the total variance (Cote & Buckley, 1987). The larger the 

portion of unexplained variance the more problematic a) the interpretation of change and b) 

the interpretation of the relationship between different constructs, as there may be alternative 

explanations for why an association was found (Podsakoff et al., 2003). 

Observed change (∆obs) can be expressed as a function of variance due to true change (∆true) 

plus error variance (σerror): 

∆obs = ∆true + σerror 

Given that this equation is a simplistic representation of ∆obs, further details are discussed 

briefly. Firstly, the above equation is simplified in that it represents the difference score of a 

posttest minus a pretest score each of which is assumed to be measured with error. Given 

that change is not assessed directly but derived from comparing two measures, it would be 

more precise to illustrate ∆obs as a function of two observed scores plus error. While each 

score is measured with error, it can be assumed that the error of a variable correlates over 

time, i.e. in repeated measures it is expected that the errors of the pretest correlate with the 

respective errors of the posttest (Jöreskog & Sörbom, 1996-2001). Given that these concepts 

add more complexity to the presentation of change, it shall suffice to illustrate ∆obs as above 

for the purpose of this overview. 

Secondly, following from the previous Section 1.2.4.1, the component ∆true of ∆obs can further 

be understood as a combination of true change due to an intervention plus true change due 
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to, for example, history, maturation, and other events that are unrelated to the intervention 

(Campbell & Stanley, 1963). While change unrelated to the intervention poses a threat to the 

validity of assessing the true effect of treatments – which can partially be prevented through 

the application of appropriate research designs (see Section 1.2.4.1) – it is assumed that 

change that is not attributable to the intervention is still related to the construct that is being 

measured. Given that this thesis was only concerned with issues related to components of 

the variance that do not refer to the content of the construct, this distinction was not of further 

concern in this research. 

Thirdly, it is generally accepted that σerror consists of two components: random and specific 

error variance (Child, 1990; Nunnally & Bernstein, 1994). While both are problematic in the 

assessment of scores, the specific component can have more serious consequences as it 

may introduce systematic errors in observed scores that are unrelated to the construct being 

measured (Podsakoff et al., 2003). In the context of the present thesis, this specific error is 

defined as variance due to confounding or bias that is neither due to random error nor due to 

true change on the construct of interest. Following from this distinction between random and 

specific error, the definition of change as presented on page 37 is extended to equation: 

∆obs = ∆true + (σrandom measurement error + σspecific error due to bias) 

In the context of the validity of deriving a measure of change from scores assessed over 

time, it remains to be acknowledged that – as described before – error components are 

expected to correlate in repeated measures (Jöreskog & Sörbom, 1996-2001). Hence, while 

specific error is problematic for the validity of single scores, it is less problematic in the 

assessment of change, provided that the specific error component of the above equation is 

constant. The problem arises when the specific error is not constant across measurement 

occasions. That is, specific error then becomes a threat to the validity of change scores as 

the bias contained in single scores does not cancel out over time. 

In sum, there are several potential problems with regard to the measurement of change and 

its unambiguous interpretation. While random error is problematic, specific error that is not 

constant over time poses an even more serious threat to the validity of change scores as it 

provides a rival explanation for why an association between different constructs was found 

(Podsakoff et al., 2003). As introduced in Section 1.2.3.3, in particular outcomes that require 

appraisal are susceptible to such bias which may be an explanation for why inconsistencies 

in the results in Sections 1.2.3.1 and 1.2.3.2 were found. Depending on the nature and the 

magnitude of specific error, this component of ∆obs needs to be considered when measuring 

outcomes of self-management interventions. The remainder of this section is concerned with 

a review of biases that are common in self-report outcomes. 
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1.2.4.3 Confounding and bias in the measurement of outcomes of interventions 

The present section was aimed at providing an overview of biases encountered in self-report 

outcomes. Given that a wide range of such biases has been identified in the literature, this 

section is limited to a brief description of the most prominent of these specific errors. At first, 

some general definitions of terms that are used throughout the remainder of the thesis are 

provided. 

In the context of the thesis ‘confounders’ and ‘biases’ are defined as a portion of the variance 

of a score that is attributable to specific errors. Formally the two terms can be distinguished. 

‘Confounding’ is the distortion of effects resulting from an insufficient control of measurement 

error, whereas ‘bias’ is a systematic deviation of results from ‘true’ scores because of errors 

in planning and execution of trials (Sachs, 2002). Notwithstanding this distinction researchers 

use the term ‘bias’ more frequently, even in situations where ‘confounding’ would be more 

appropriate. To avoid any ambiguity in the present research only the term ‘bias’ is used, with 

‘bias’ representing the part of the variance that is independent of the content of the measured 

construct and that differs from random measurement error. 

Further, ‘response bias’, ‘response style’ and ‘response set’ are generally used in the context 

of specific measurement errors. While ‘response bias’ is used as a generic term to describe 

respondents’ tendency to attend to items in a systematic way that is unrelated to the content 

of the items (Cronbach, 1946; Paulhus, 1991), the distinction between ‘response style’ and 

‘response set’ is less clear. While both are specific forms of ‘response bias’, they have been 

used in different contexts (Paulhus, 1991; Rorer, 1965). Again to avoid ambiguity ‘response 

style’ is used throughout the remainder of the present thesis to describe individuals’ tendency 

to exhibit a certain style when responding to an item of a questionnaire that is unrelated to 

the item content (Baumgartner & Steenkamp, 2001). 

A large amount of research into distortion of scores due to biases exists and a selection of 

biases that were deemed important in the context of this thesis is presented hereafter.6 While 

all of these may contaminate data in a way that a given item not only assesses the item 

content but additionally something that is independent of the item of interest (Cronbach, 

1946), the list consists of a range of biases that are different in nature. While some refer to 

intentional or unintentional response styles such as acquiescence or social desirability bias, 

other forms of bias may be a result of conscious or unconscious psychological processes 

such as Hawthorne effect or response shift. 

                                                 
6 For a comprehensive review of common method biases and recommendations on how to deal with 
them statistically and/or through procedural remedies the reader may refer to Podsakoff et al. (2003). 

 Chapter 1 39 



The following list provides a brief introduction to these biases including further explanations 

where necessary: 

� Acquiescence describes the tendency to provide confirming responses and to agree with 

items irrespective of their content (Cronbach, 1946). Some authors differentiate between 

‘agreement acquiescence’ which describes the tendency to agree to an item regardless 

of its wording and ‘acceptance acquiescence’ which is the tendency to endorse an item 

regardless of its content (Morf & Jackson, 1972; Paulhus, 1991). Several methods exist 

to control for this prominent bias (Billiet & McClendon, 2000; Hofstee et al., 1998; Lentz, 

1938; Paulhus, 1991). Despite being recognised for its importance (Jackson & Messick, 

1961), there is little consensus regarding the severity of the influence of acquiescence 

bias (Ferrando et al., 2003). Some suggest that questionnaires need to be corrected for 

acquiescence variance (Hofstee et al., 1998), while others deem its influence negligible 

(Rorer, 1965; Rorer & Goldberg, 1965); 

� Consistency motif is the tendency of respondents to try to be consistent across a set of 

similar items (Podsakoff et al., 2003); 

� Effort justification describes a situation in which respondents may feel that they did not 

receive positive effects from participating in an intervention. In view of the time and effort 

they invested into their participation (Howard, Ralph et al., 1979), this perception however 

may result in cognitive dissonance (Aronson & Mills, 1959; Festinger, 1957; Hill & Betz, 

2005). Consequently, they adjust their scores to avoid this cognitive conflict; 

� End-aversion / central tendency bias describes the propensity to avoid the extremes of a 

response scale (Choi & Pak, 2005; Podsakoff et al., 2003); 

� Extremity bias is the opposite of the previous bias, i.e. it describes the propensity to make 

strong and determined rather than weak or indecisive statements (Paulhus, 1991); 

� Faking bad is the tendency of respondents to try to appear worse than they are, i.e. they 

may try to appear sicker to be chosen to receive a treatment (Choi & Pak, 2005); 

� Gambling is the propensity to always provide a response, i.e. if in doubt people choose to 

give any answer as opposed to not providing a response (Cronbach, 1946); 

� Halo effect describes a situation in which an impression of a person/situation carries over 

to the rating of other areas, i.e. later ratings would either be confounded by the first rating 

or by an overall evaluation of a person/situation (Nunnally & Bernstein, 1994); 

 Chapter 1 40 



� Hawthorne / placebo effect describes a situation in which control subjects of a trial show 

effects that are due to factors other than the treatment that was intended to be evaluated 

(Franke, 1979; Franke & Kaul, 1978; Sommer, 1968); 

� When individuals engage in an implicit theory of stability or change when answering 

questions, they infer their response from a comparison of their current state with a past 

state. For example, if they think that they received benefits from a treatment, they provide 

their answer in a way that a positive difference is shown (Ross, 1989; Schwarz et al., 

1998). This theory only applies when people are asked to provide retrospective ratings in 

addition to their ‘now’-ratings, i.e. people use their posttests as a benchmark to construct 

their levels at pretest. In the context of this theory it is highlighted that respondents rarely 

remember their past states but infer from the present (Norman, 2003; Ross, 1989). 

� Positive / negative affectivity refers to the respective trait of a respondent, i.e. people who 

are high on positive/negative affectivity tend to generally provide more positive/negative 

answers (Podsakoff et al., 2003); 

� As previously introduced in the context of internal threats to validity (Campbell & Stanley, 

1963), the pretesting effect describes the influence of a pretest which may itself induce 

change rather than the treatment/intervention (Webb et al., 1966); 

� Recall bias / memory effect applies to research situations in which there is either a long 

time gap between repeated measures or in retrospective assessments. While distorted 

memories may be interpreted as an important adjustment to certain situations or states, it 

poses a threat to the accuracy of scores on past states and/or inferring change or stability 

(Loftus et al., 1991; Pearson et al., 1992; Ross, 1989); 

� Response shift is a situation in which respondents change their perspective as a result of 

a treatment or an intervention (Howard & Dailey, 1979; Sprangers, 1989). This type of 

bias is of particular importance in the evaluation of self-management courses as it has 

been found to occur in up to 70% of course participants (Osborne et al., 2006). Given its 

importance in the context of this thesis, response shift bias is described in more detail in 

Section 1.2.4.4; 

� Role selection results from subjects who take on a certain role as a result of being part of 

an experiment, i.e. their perceived role expectations may not or only partially reflect who 

they are or how they would behave outside the research setting (Webb et al., 1966); 

� As introduced in Section 1.2.3.3, it can be assumed that with increasing difficulty of a 

question, respondents need to engage in a cognitive response process (Krosnick, 1999; 

Schwarz & Strack, 1985; Tourangeau & Rasinski, 1988). If people fully engage in such 
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process this is commonly referred to as optimising (Krosnick & Alwin, 1987). In situations 

such as questionnaires being too long, questions too difficult, and/or response options 

being too extensive, people might become fatigued or de-motivated. Consequently, they 

might engage in satisficing, i.e. they either do not engage in all four steps of the response 

process or they do not execute any of the steps but search for a cue in the question that 

helps them choose an answer (Holbrook et al., 2003; Krosnick, 1999); 

� Social desirability is another prominent bias which has received frequent attention in the 

literature (Loevinger, 1959; Paulhus, 1991). This response style reflects the propensity of 

people to endorse items that reflect socially desirable traits and/or behaviours (Nunnally 

& Bernstein, 1994). Apart from its general popularity across research areas, this bias may 

play a particularly important role in the measurement of outcomes of self-management 

interventions. Firstly, in health-related outcomes it is likely that individuals are inclined to 

present themselves or certain health-behaviours in a more positive light. Secondly, in 

evaluations of self-management programs, participants often fill out the questionnaires in 

the presence of the course leaders and this may trigger socially desirable responses as 

the respondents may be aware that they are indirectly evaluating the performance of the 

leader. As a result, some respondents might provide answers with the intention to please 

the course leader. In view of the prominence of this bias and its likely importance in the 

context of this thesis, social desirability is described in more detail in Section 1.2.4.5; 

� The tendency to deny such as denying symptoms has been described as the opposite to 

acquiescence (Loevinger, 1959). In later publications this bias appears to be used more 

frequently in the context of social desirability, i.e. ‘denial’ of socially undesirable traits and 

behaviours (Millham & Kellogg, 1980; Ramanaiah et al., 1977); 

� Transient mood state, i.e. participants’ self-report outcomes may be biased by the mood 

they are in when filling out a questionnaire (Podsakoff et al., 2003); 

The above list provides an overview of the different types of biases encountered in self-report 

outcomes. The remainder of the literature review focuses on those biases that were deemed 

most relevant for the thesis. While response shift seems to have been frequently overlooked 

in overviews of biases (Paulhus, 1991; Podsakoff et al., 2003), there is increasing evidence 

that individuals’ change in perspective between two measurement occasions may pose a 

serious, albeit underestimated threat to the validity of change scores that are derived from 

pretest-posttest comparisons (Howard & Dailey, 1979; Sprangers, 1989). Particularly in the 

context of self-management interventions, response shift bias may need to be considered to 

be able to interpret program outcomes (Osborne et al., 2006). As a consequence, this bias is 

discussed in detail in the following Section 1.2.4.4. Furthermore, social desirability has been 

proposed as a particular threat to the validity of change scores derived from retrospective 
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pretest data (Hill & Betz, 2005; van de Vliert et al., 1985), a form of questionnaire design that 

is investigated in this thesis. This bias is therefore discussed in detail in Section 1.2.4.5. 

 

1.2.4.4 Response shift bias 

“Some women in the course were very depressed; they isolate themselves and I am a go-go 

person. It made me realize that I wasn't depressed at all, just getting older and can't do 

things as quick as I used to.” (Osborne et al., 2006) 

The quote above highlights the potential change in perspective that may occur as a result of 

participating in a self-management course. Although this change may be a wanted outcome 

of an intervention (Golembiewsky et al., 1976; Howard, Ralph et al., 1979; Sprangers, 1989), 

it is a potential bias in survey research (Howard & Dailey, 1979; Howard, Ralph et al., 1979). 

Taking into account that such response shifts may affect as many as 70% of participants of 

self-management courses (Osborne et al., 2006), this bias poses a threat to the validity of 

self-report outcomes such as those assessed in self-management trials (see Section 1.2.3). 

Response shift is therefore introduced in more detail in this section of the literature review. 

The following review is divided into two parts. While the first part provides a general overview 

of the concept and historical development of this phenomenon, the second part introduces 

methods that have been proposed for the detection of this bias. Apart from an exploratory 

study (Osborne et al., 2006), the present thesis is the first study to systematically explore this 

bias in the context of self-management programs. 

 

The conceptualisation of response shift 

The notion of response shift was first described in the area of organisational behaviour. In 

the mid 1970s Golembiewsky et al. (1976) identified three types of change: 1) alpha, 2) beta, 

and 3) gamma change. Alpha change was defined as a change from one state (pretest) to 

another state (posttest) assuming that both assessments are based on a stable calibration of 

the measurement instrument, while beta change was described as a change that resulted 

from a new calibration of this scale at posttest. Finally, gamma change was defined as a 

redefinition of the scale’s content (Golembiewsky et al., 1976). While these early publications 

highlighted that a distinction between these levels of change is essential to interpret change 

scores adequately, it was also emphasised that it facilitates the formulation of program goals 

such as a change at the gamma level being a potential wanted outcome of some programs 

(Golembiewsky et al., 1976; Zmud & Armenakis, 1978). While response shift as an outcome 

is widely accepted (Howard, Ralph et al., 1979; Osborne et al., 2006; Sprangers, 1989), most 
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studies however do not explore this bias as an outcome in its own right but focus on potential 

confounding effects in the measurement of program outcomes. 

A few years later Howard et al. (1979b) conducted a series of studies on educational training 

courses. Without reference to the distinction between the different levels of change, they 

introduced the term response shift as a potential source of bias in the comparison of pretest-

posttest data. Analogous to Golembiewsky et al. (1976), they stressed that a change in a 

subject’s perception, i.e. a change in the metric of pretest and posttest measures, needs to 

be distinguished from actual changes (Howard, Ralph et al., 1979). While their definition of 

response shift contained elements of beta and gamma change, they used a somewhat more 

general description of this phenomenon with response shift being defined as a change in 

subjects’ basis for rating their level on a given construct and a change in their understanding 

of this construct (Howard & Dailey, 1979; Howard, Ralph et al., 1979). Further, they classified 

response shift as an instrumentation effect, i.e. as introduced in Section 1.2.4.1, a change in 

the measurement instrument is a threat to the internal validity of change scores (Campbell & 

Stanley, 1963; Howard, Ralph et al., 1979). 

The synthesis of the work of Campbell and Stanley (1963) and Golembiewsky et al. (1976), 

which was also described by other authors during this period (Armenakis & Zmud, 1979), has 

the advantage of understanding the practical relevance of response shift in the context of 

research designs. Although earlier research did not refer to the actual concept of response 

shift, an instrumentation effect was ascribed to changes in the calibration of the measuring 

instrument (Campbell & Stanley, 1963) – where a recalibration of the measure implies that 

pretest and posttest scores are not based on a common metric (Cronbach & Furby, 1970). 

Given that it is this common metric that is critical for an unbiased comparison of pretests and 

posttests – with response shift threatening such unbiased comparison – response shift could 

logically be defined in the context of threats to internal validity (Howard, Ralph et al., 1979). 

While response shift has obvious implications for the validity of within-subject change scores, 

it also challenges between-subject and between-group comparisons (Howard, Ralph et al., 

1979; Sprangers, 1989). If treatment subjects have a response shift it is assumed that their 

posttest scores compared with their pretest scores not only show program effects and effects 

due to other reasons such as history or maturation but also response shift effects (Howard, 

Ralph et al., 1979). As a consequence, within-subject change scores are confounded by 

recalibrations and/or redefinitions of the target construct. Given that such response shift may 

vary across subjects, between-subject comparisons become similarly confounded as each 

subject may experience different types and magnitudes of response shift. Finally, a 

comparison between intervention and control groups is also contaminated if response shifts 

occur. Given that response shift is assumed to be treatment-induced, control subjects should 
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be “free” of this bias, rendering between-group comparisons invalid (Howard, Ralph et al., 

1979; Sprangers, 1989; Sprangers et al., 1999). 

To facilitate the conceptualisation of response shift, Figure 11 is an extension of Figure 10 as 

it illustrates response shift in the context of true experimental designs. Again, the presence of 

a 9 at pretest and/or posttest means that data are collected, and a 9 at intervention means 

that subjects of that group receive the treatment. 

In Figure 11 response shift is presented in a way that the grey-shaded areas are assumed to 

be potentially confounded by this bias which would then have implications on several levels. 

In designs 1 and 3a, within-subject comparisons in the intervention group are confounded 

because pretest data are based on a different metric compared with posttest data. Moreover, 

across research designs between-group comparisons are confounded as the posttests of the 

intervention group are assumed to be influenced by response shift bias, whereas the control 

group would not have experienced a treatment-induced response shift. Finally, intervention 

group subjects within the grey-shaded boxes are not comparable at posttest anymore as it 

may be assumed that each individual was affected by response shift in a different way and/or 

to a different extent (between-subject comparisons). 

 

 Research design Group Pretest Intervention Posttest 

1. IG 1 9 9 9 
   

Pretest-posttest 
control group CG 1 9  9 

2. IG 2  9 9 

 

Posttest-only 
control group CG 2   9 

3. IG 3a 9 9 9 
   

Solomon four-
group CG 3a 9  9 

  IG 3b  9 9 
  CG 3b   9 
      

      

Legend     
IG: Intervention group    
CG: Control group    
9 Providing pretest and/or posttest data; receiving the intervention 

 Potential response shift in intervention subjects that may confound 
within-subject, within-group and between-group comparisons 

     
Figure 11  Response shift in the context of experimental designs 

 

Since the early 1990s response shift has also received increased attention in health research 

with one of the first studies exploring this concept in psychiatric and psychotherapy patients 

(Stieglitz, 1990). The reason for the response shift phenomenon being increasingly applied in 
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this area is because it provides a plausible explanation for paradoxes observed in trials on 

severely ill patients. For example, it has been regularly found that patients indicated quality of 

life levels that were comparable to those of their healthy counterparts (Ahmed et al., 2005; 

Albrecht & Devlieger, 1999; Breetvelt & Van Dam, 1991; Rees et al., 2002; Schwartz & 

Rapkin, 2004; Sprangers & Schwartz, 1999). Discrepancies have also been found between 

patients’ self-evaluations and clinical measures, i.e. despite poor clinical outcomes, patients 

reported comparatively high quality of life scores (Daltroy et al., 1999; Kagawa-Singer, 1993; 

Sprangers & Schwartz, 1999; Wilson & Cleary, 1995). Hence, the response shift hypothesis 

is an explanation of these seemingly illogical findings in health research. 

The most substantial work on response shift in health research was published in the late 

1990s with conceptualisations that are now widely applied (Schwartz & Sprangers, 1999; 

Sprangers & Schwartz, 1999). Building on work from research areas such as organisational 

behaviour (Golembiewsky et al., 1976) and education (Howard, Dailey et al., 1979; Howard 

et al., 1981; Howard, Ralph et al., 1979; Howard, Schmeck et al., 1979), response shift was 

defined as a change in subjects’ self-evaluation of a given target construct. Such change was 

described to result from either 1) a recalibration of the scale that underlies the measure of 

this construct, 2) a reprioritisation of components of the construct, or 3) a redefinition of the 

construct (Schwartz & Sprangers, 1999; Sprangers & Schwartz, 1999). While the definitions 

were inherent in beta and gamma change (Golembiewsky et al., 1976), it was stressed that 

dividing gamma change into the components 2) and 3) was necessary as a change in values 

(reprioritisation) was an equally important component of the response shift theory. While 

these hypothesised types of response shift may occur simultaneously, any combination of 

the three is possible adding yet another layer of complexity to this phenomenon (Schwartz & 

Sprangers, 1999; Sprangers & Schwartz, 1999). 

 

Techniques to detect response shift 

As the notion of the response shift phenomenon was introduced more than three decades 

ago, a large range of response shift detection methods has been developed. Considering the 

range of existing methods the present review needed to be limited to a brief introduction to 

those detection methods that were applied in this thesis. Two comprehensive overviews of 

different approaches to detect response shift have been provided by Schwartz & Sprangers 

(1999) and Thompson & Hunt (1996). 

A common method to detect response shift is a design approach (Schwartz & Sprangers, 

1999) that consists of the collection of retrospective pretest data. These retrospective pretest 

data are generally collected either simultaneous to or in close proximity to posttest data after 
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the conclusion of a program. This approach is based on the assumption that subjects provide 

their retrospective pretests from the same perspective as their posttests, i.e. the comparison 

of the two scores is assumed to be free of response shift. While several researchers have 

demonstrated the superiority of this method over pretest-posttest comparisons, they also 

stressed that these retrospective pretests should not replace actual pretests given that the 

comparison of the two pretests provides critical information on the direction and magnitude of 

response shift (Howard & Dailey, 1979; Schwartz & Sprangers, 1999). Further support for 

using retrospective pretests for the computation of change scores was provided by other 

researchers, who showed that change scores derived from retrospective pretests correlated 

higher with objective criteria than change scores based on actual pretests (Howard et al., 

1981; Howard, Ralph et al., 1979; Skeff et al., 1992; Stieglitz, 1990). Therefore, the former 

change measure may be a more accurate reflection of respondents’ perceived change 

(Schwartz & Sprangers, 1999). 

Despite apparent advantages of retrospective pretesting, this method is not without criticism. 

As introduced in Section 1.2.4.3, the validity of retrospective pretests has been questioned 

for reasons of recall bias and implicit theory of stability or change. While the former refers to 

memory distortion (Campbell & Stanley, 1963; Loftus et al., 1991; Pearson et al., 1992; Ross 

& MacDonald, 1997), the latter refers to the possibility that individuals infer from their ‘now’-

ratings (posttests) to their pretest state, i.e. they ‘construct’ their pretests rather than trying to 

recall (Norman, 2003; Ross, 1989; Schwarz et al., 1998). There has also been concern that 

retrospective pretests are more prone to social desirability than actual pretests (Hill & Betz, 

2005; van de Vliert et al., 1985). Several researchers however refuted this criticism (Howard 

et al., 1981; Sprangers, 1989; Terborg et al., 1980). And finally the simultaneous assessment 

of posttest and retrospective pretest data has caused some concern with regard to possible 

confounding of both data (Randolph & Elloy, 1989; van de Vliert et al., 1985). While this 

potential influence has rarely been explored, three studies were found, none of which could 

find evidence of such dependency (Howard, Ralph et al., 1979; Sprangers & Hoogstraten, 

1989; Terborg & Davis, 1982). In sum, collecting retrospective pretests may not always be 

preferable but it has been strongly recommended for situations in which response shift is 

likely to occur (Howard, Schmeck et al., 1979). 

One of the most frequently used statistical methods – a factor-analytic approach – has also 

been developed since the mid 1970s (Golembiewsky et al., 1976; Schwartz & Sprangers, 

1999). While it was initially designed to detect gamma change (Golembiewsky et al., 1976), 

this method was soon extended to the assessment of beta change (Schmitt, 1982). The most 

sophisticated version of the approach was developed in more recent years, incorporating 

current terminology of response shift (Schwartz & Sprangers, 1999; Sprangers & Schwartz, 

1999) into the factor model (Oort, 2005b; Oort et al., 2005). Given that this model assumes 

 Chapter 1 47 



familiarity with factor analysis and SEM, it is not presented here but in later chapters of the 

thesis. While a more detailed introduction to these specific statistical techniques is provided 

in Chapter 4, the above model is fully introduced in Chapter 5 where it was applied. 

In conclusion, both the retrospective and the factor-analytic approach have been shown to 

result in similar findings (Schmitt et al., 1984; Visser et al., 2005). To date they seem to be 

the most promising methods to detect response shift, in particular at a group level. 

 

1.2.4.5 Social desirability bias 

Social desirability is one of the major sources of response bias in survey research (DeMaio, 

1984). As briefly discussed in Section 1.2.4.3, this bias may be particularly important in the 

measurement of outcomes of self-management interventions. One of the reasons why these 

interventions may be prone to social desirability bias may be that participants and the course 

leaders build rapport over the course of the intervention. As a result, participants may feel the 

need to please the course leaders when filling out the questionnaire, particularly at the end of 

interventions. In view of this potential threat to the validity of scores derived from the course 

participants, it is surprising that this bias has rarely been explored in past studies. Only two 

studies out of more than 100 controlled trials of self-management programs considered this 

bias as a potential covariate (Glasgow et al., 1992; Vlaeyen et al., 1996). Because of this 

lack of research into social desirability bias in the context of self-management, this section 

provides an overview of the bias across research areas. The review is divided into two parts. 

The first part provides a review of the conceptualisation of social desirability and the second 

part introduces the Marlowe-Crowne Social Desirability scale (Crowne & Marlowe, 1960). 

 

The conceptualisation of social desirability 

Although there are several elements to its conceptualisation, social desirability can generally 

be described as a response style that is exhibited by respondents who endorse items that 

represent socially desirable traits and/or behaviours (Nunnally & Bernstein, 1994). Hence, 

individuals who seek to present themselves in a favourable light would be considered as 

providing socially desirable answers (Crowne & Marlowe, 1964; DeMaio, 1984). Moreover, 

social desirability has frequently been described in terms of two dimensions: 1) the need for 

social approval, i.e. individuals try to create a positive impression of themselves to receive 

approval from others (impression management), and 2) self-deception or defensiveness, i.e. 

individuals try to avoid disapproval by denying socially undesirable traits and/or behaviours 

(Crowne & Marlowe, 1964; Millham, 1974; Moorman & Podsakoff, 1992; Paulhus, 1984). 
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While social desirability is often referred to as a response style (Nunnally & Bernstein, 1994; 

Paulhus, 1991), others discussed alternative ways to conceptualise social desirability. In the 

context of the most frequently used social desirability scales, McCrae and Costa (1983) 

discussed the necessity to differentiate between response styles and personality traits. In 

their study they considered social desirability scales to be measures of personality traits 

rather than a response style; a view, that has been supported by others (Kozma & Stones, 

1987). If defined as a trait, however, the application of scales to measure social desirability is 

problematic because respondents who are truly conscientious, trustworthy, and honest might 

not only be accused of faking or lying but it would also be difficult to discriminate between the 

honest respondent and those respondents who provide answers in a socially desirable way 

(McCrae & Costa, 1983). 

Moreover, it has been debated whether social desirability represents a personality construct 

or whether it may be thought of as a response tendency or a characteristic of certain items, 

i.e. the way items are written may trigger socially desirable responses from respondents who 

are prone to respond in this way (DeMaio, 1984; Nederhof, 1985). Despite the potential 

importance of regarding social desirability bias as an item characteristic (DeMaio, 1984), the 

exploration of social desirability on the item and/or scale level is deemed more complex than 

its assessment on the respondent level (Moorman & Podsakoff, 1992). This might explain 

why researchers typically explore social desirability as a response tendency as opposed to a 

characteristic of an item (Moorman & Podsakoff, 1992; Paulhus, 1991). 

The occurrence of social desirability may further vary according to the survey method. It has 

been found that social desirability is less pronounced in questionnaire-based surveys, while it 

is more likely that responses are biased by social desirability in personal interviews (DeMaio, 

1984; Schwarz & Oyserman, 2001). Other studies found evidence that phone interviews are 

again more prone to social desirability than personal interviews (Holbrook et al., 2003). 

Social desirability has also been found to be related to demographic variables. Research 

suggested that this bias is more pronounced in older women (Ray, 1988; Visser et al., 1989) 

and women who have a lower socio-economic background (Kalliopuska, 1992; Visser et al., 

1989). Socially desirable responding has also been found to correlate negatively with years 

of formal schooling, i.e. the more years of schooling the smaller the likelihood of providing 

socially desirable answers (Deshields et al., 1995). Finally, social desirability has been found 

to correlate positively with age, i.e. the older the respondent the more likely a bias through 

social desirability (Deshields et al., 1995; Komarahadi et al., 2004). 

Finally, perception- as well as evaluation-based measures (Schwartz & Rapkin, 2004) tend to 

be more sensitive to social desirability than other types of questions. As discussed in Section 

1.2.3.3, respondents engage in cognitive appraisal when attending to self-report outcomes 
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that require such process (Schwartz & Rapkin, 2004). While the presented four-step process 

is the common conceptualisation of this cognitive appraisal, the last step ‘formulation of the 

answer’ (Krosnick, 1999; Schwarz & Strack, 1985; Tourangeau & Rasinski, 1988) can be 

further divided into an answer editing process and the final response (Schwarz & Strack, 

1985; Tourangeau & Rasinski, 1988). In this editing process respondents may adjust their 

response in a socially desirable way for reasons such as self-presentation. As discussed in 

Section 1.2.4.3, evaluations of self-management courses may be particularly prone to social 

desirability as participants may want to please the course leader. 

 

Measures of social desirability 

A range of social desirability scales has been developed that researchers can choose from 

according to their specific research interests (Crowne & Marlowe, 1960; Edwards, 1957; 

Edwards & Walsh, 1964; Hays et al., 1989; Paulhus, 1984). As the 33-item Marlowe-Crowne 

(MC) Social Desirability scale (Crowne & Marlowe, 1960) was used in the present research, 

only this social desirability measure is described in detail. A comprehensive overview of other 

widely used measures of social desirability has been provided by Paulhus (1991). 

The MC scale (Crowne & Marlowe, 1960) is one of the most popular and widely used indices 

of social desirability (Barger, 2002). It was designed as an alternative to the Edwards Social 

Desirability scale (Edwards, 1957) which had been criticised for its significant correlations 

with many personality inventories, rendering the interpretation of scores difficult (Crowne & 

Marlowe, 1964). The MC scale has been commonly described as a measure of a person’s 

need for approval. While the authors defined social desirability in terms of two dimensions, 

i.e. the need for approval and the avoidance of disapproval (Crowne & Marlowe, 1964; 

Paulhus, 1991), the scale has been considered as a measure of a single dimension (Crowne 

& Marlowe, 1964; Leite & Beretvas, 2005). 

Despite the theoretical conceptualisation of the MC scale (Crowne & Marlowe, 1964), studies 

that applied factor-analytic techniques to validate this measure found inconsistent results. 

Support for a two-factor hypothesis was provided by two independent researchers with each 

proposing a model consisting of two correlated factors named impression management and 

self-deceptive enhancement (Paulhus, 1984), or attribution and denial (Ramanaiah et al., 

1977). In contrast, other studies found that the MC scale is multi-dimensional, i.e. neither a 

one-factor nor a two-factor solution showed satisfactory model fit (Ballard, 1992; Barger, 

2002; Crino et al., 1983; Leite & Beretvas, 2005; Loo & Loewen, 2004; Loo & Thorpe, 2000). 

While some researchers expressed concern with regard to the interpretation of the MC scale 

scores (Ballard, 1992; Barger, 2002), the results of most studies should be treated with 
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caution. Only two of the above studies applied rigorous statistical techniques to explore the 

psychometric properties of the MC scale (Barger, 2002; Leite & Beretvas, 2005). 

Furthermore, the generalisability of studies may be questionable given that almost all used 

samples of students (Ballard, 1992; Ballard et al., 1988; Barger, 2002; Fischer & Fick, 1993; 

Fraboni & Cooper, 1989; Loo & Thorpe, 2000). 

The length of the MC scale (33 items) may be a burden for some respondents, particularly if 

the scale is used in conjunction with other instruments. As a consequence, a range of short 

forms has been developed. Reynolds’ (1982) short forms MC-A (11 items), MC-B (12 items), 

and MC-C (13 items) alongside the Strahan and Gerbasi (1972) short forms X1 and X2 (each 

10 items) and XX (20 items) are the most frequently applied ones (Barger, 2002; Leite & 

Beretvas, 2005). These short forms are each based on a subset of items of the original scale 

that are measured on a two-point ‘true-false’ response scale in the same manner as the full 

MC scale (Crowne & Marlowe, 1960). 

Similar to the original scale, opinions differ regarding the usefulness of the MC short forms. 

While some researchers suggested that all scales are unsatisfactory (Ballard, 1992; Barger, 

2002), others demonstrated that they are even improvements over the original scale (Fischer 

& Fick, 1993; Loo & Loewen, 2004; Loo & Thorpe, 2000). In a similar manner to the original 

scale, most studies on the short forms should be treated with caution. Apart from one study 

(Barger, 2002) none of the studies applied rigorous statistical methods. Further, studies only 

explored model fit of a one-factor solution, whereas no study could be found that tested any 

of the MC short forms for potential two- or multi-factor solutions such as those applied to the 

full MC scale (Paulhus, 1984; Ramanaiah et al., 1977). Of all short forms, Reynolds’ MC-C 

(Reynolds, 1982) has been explored most extensively (Zook & Sipps, 1985) and it is now 

one of the short forms that is most frequently used (Andrews & Meyer, 2003; Frasure-Smith 

et al., 1999; Leake et al., 1999). This 13-item short form has been described as a reliable 

alternative to the full MC scale (Reynolds, 1982; Robinette, 1991; Zook & Sipps, 1985) with 

acceptable internal consistency (Andrews & Meyer, 2003; Ballard, 1992; Loo & Thorpe, 

2000; Reynolds, 1982; Zook & Sipps, 1985). 

In summary, the large body of literature on social desirability suggests that this bias can be a 

potentially serious threat to the validity of scores in survey research. While the severity of this 

bias may be dependent on the survey method as well as the demographic characteristics of 

the respondents, social desirability may contaminate self-report outcomes. Although current 

evidence is somewhat inconclusive regarding the application of the MC scale, the full 33-item 

scale and Reynolds’ short form MC-C remain measures of social desirability that are most 

frequently applied to assess this bias. 
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1.3 Research questions 

Based on current evidence it is difficult to draw conclusions with regard to the effectiveness 

of chronic disease self-management programs. While there was a trend towards knowledge 

and clinically assessed outcomes suggesting larger effects than self-report outcomes such 

as symptoms or functioning, results for outcomes derived from participant self-report were 

generally inconsistent across trials, rendering overall interpretation of results problematic. An 

explanation for observed inconsistencies may be confounding of self-report outcomes as a 

result of biases (see Section 1.2.4). To date self-management studies have largely neglected 

the influence of bias. Consequently, current and alternative methods of measuring change 

need to be explored to assess whether confounding exists and the potential extent to which 

outcomes of self-management interventions are affected. 

The overall objective of this study was to explore the validity of the traditional pretest-posttest 

design and compare outcomes with two alternative designs. Apart from comparing derived 

measures of change across methods, the influence of confounding through response shift 

and social desirability biases was explored. The research questions of the present thesis are 

as follows: 

I. Does the application of differently designed questionnaires at posttest alter conclusions 

about the value of programs when effectiveness is assessed from change scores derived 

from pretest and posttest measures? (Chapter 3); 

II. Are conclusions about program effectiveness different when deriving change scores from 

retrospective in place of actual pretest data? (Chapter 3); 

III. Can response shift be detected in actual pretest-posttest data when applying a model of 

measurement invariance? (Chapter 5); 

IV. Are the model parameters invariant across retrospective pretests and actual posttests? 

(Chapter 5); 

V. Can bias through social desirability be detected in change scores derived from actual 

pretest-posttest data? (Chapter 6); 

VI. Can bias through socially desirable responses be detected in change scores derived from 

retrospective pretest-posttest data? (Chapter 6). 

To visualise the objectives and research questions of this thesis, which resulted from the 

apparent lack of evidence as well as the dearth in research on biases in the measurement of 

outcomes of self-management interventions, Figure 9 was further extended to Figure 12. 
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Figure 12  Flow chart of the content of the thesis, Part III 

 

As illustrated in Figure 12, the provided literature review revealed inconsistent findings about 

the effectiveness of self-management interventions, particularly where self-report measures 
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were used (see Section 1.2.3). Given that no definite conclusions could be drawn with regard 

to the value of these programs, the objective of this thesis was to explore the measurement 

of outcomes of self-management courses with a focus on self-report measures. As described 

in Section 1.1, the research questions were approached by investigating a range of methods 

to measure outcomes of self-management interventions (see Section 2.2.3 for a detailed 

description of the research design). These contrasting approaches to collecting outcomes 

data were systematically examined for the presence of response shift bias. Further data were 

gathered on participants’ tendency to provide socially desirable responses. 

Apart from the investigation of several methods of measuring outcomes of self-management 

programs, it was also aimed to explore the psychometric properties of the Health Education 

Impact Questionnaire (heiQ). This instrument was developed in Australia in 2003 (Osborne 

et al., 2007) and is used in Australia and other countries. Given that all analyses of this thesis 

were based on scores derived from this instrument, the heiQ was re-validated in Section 4.4. 
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2 Study design and data management 

2.1 Introduction 

The present chapter provides details about the overall study design of the thesis including a 

description of the research setting, ethics, research design, participant recruitment, and data 

collection. The latter topic includes a description of the questionnaires that were used to 

gather these data. Additionally, the processes of data screening, handling, management, and 

preparation of the datasets for subsequent analyses are explained. 

 

2.2 Study design 

2.2.1 Setting 

The research was conducted at the Arthritis Foundation of Victoria Centre for Rheumatic 

Diseases, Royal Melbourne Hospital, in Parkville, Australia. Data were obtained from 

community health centres, hospitals, and Non-Governmental Organisations across the 

following Australian states and territories: the Australian Capital Territory (ACT), New South 

Wales, Queensland, South Australia, and Victoria. 

 

2.2.2 Ethics 

The University of Melbourne and the RMIT University Human Research Ethics Committees 

(HREC) approved the study in 2004 (HREC reference numbers 030305; SETNBAPP 5004). 

 

2.2.3 Research design 

The present research was a systematic approach to the measurement of outcomes of self-

management interventions. All data concerning program outcomes were assessed through 

self-report derived from course participants who filled out the Health Education Impact 

Questionnaire (heiQ). Although the heiQ is a relatively new instrument, it was chosen for the 

following reasons: a) it has been shown to have strong psychometric properties (Osborne et 

al., 2007), b) it is currently the only instrument specifically designed to measure impacts of 

self-management courses (further details on the heiQ are provided in Section 2.3.2), and c) 

in view of the rather complex study design presented hereafter and the inclusion of additional 

measures to assess potential bias in scores (see Section 2.3.2), using the heiQ as the sole 
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assessment instrument of program outcomes was aimed at minimising the burden on 

respondents. It is acknowledged that this, however, may limit the findings of the thesis to be 

specific to this particular measure. 

As shown in Figure 13, after the recruitment of course participants, standardised heiQ data 

were collected at the beginning of each self-management intervention (=pretest heiQ, see 

Appendix 2 for an example of the questionnaire). In contrast, three differently designed heiQs 

were distributed at the end of each course (=posttest heiQ). To avoid that the latter data were 

influenced by potential intra-group effects, all posttest questionnaires were randomised within 

courses following a specific randomisation procedure. These posttest heiQs were designed 

as follows: 

 

� heiQ-PP 

At the end of self-management courses, participants of this group were asked to provide 

ratings of their current feelings about the respective content of the heiQ items (=actual 

posttest). In the same manner as at pretest, ratings were provided on a six-point Likert 

scale (Likert, 1932) ranging from ‘strongly disagree’ to ‘strongly agree’. This posttest heiQ 

was therefore identical to the pretest heiQ in that it collected data on how people were 

feeling at the time of filling out the questionnaire. This group was labelled ‘heiQ-PP’ with 

the first ‘P’ representing the pretest heiQ and the second ‘P’ representing the posttest 

questionnaire that, in this case, consisted of posttest questions only. As a consequence, 

change scores derived from posttest minus pretest data could be calculated for this group 

(see Appendix 3 for an example of heiQ-PP). 

 

� heiQ-PPT 

This group was termed ‘heiQ-PPT’ as course participants were asked to provide a direct 

assessment of their perceived change in addition to ratings of their actual posttest levels. 

After rating their current levels at posttest (‘P’), respondents then provided answers to the 

same set of items in the form of transition questions (‘T’). While answers to the first set of 

questions were again provided on a six-point ordinal scale, responses to the transition 

questions were provided on a five-point ordinal scale with response options ranging from 

‘much worse’ to ‘much better’ with ‘the same’ as the midpoint. Consequently, apart from 

computed change scores based on pretest-posttest data, a direct assessment of people’s 

perceived change was available for this group. However, the latter change scores were 

not used in later analyses as only the potential influence of the transition questions on the 

ratings of the actual posttests was of interest in the present thesis (see Appendix 4 for an 

example of heiQ-PPT). 
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� heiQ-PPR / heiQ-PPR Retro 

The remaining third of participants were asked to provide an indirect assessment of their 

perceived change in addition to ratings of their actual posttest levels. Apart from actual 

posttests (‘P’), they then answered the same set of questions with reference to their 

perceived levels at pretest, i.e. their level on respective heiQ items at the start of the self-

management course (=retrospective pretest, ‘R’). Both sets of questions were provided 

on the same six-point Likert scale as used in the previously described heiQs, with the 

exception of the transition questions. As a result of this design, a second set of change 

scores was available for this group that could be derived from the comparison of posttest 

minus retrospective pretest data. Given that the two change scores were treated as 

separate datasets in later analyses, they were named ‘heiQ-PPR’ (=pretest-posttest data) 

and ‘heiQ-PPR Retro’ (=retrospective pretest-posttest data) to differentiate between the 

two change measures (see Appendix 5 for an example of heiQ-PPR). 

 

Participant recruitment

Posttest 
heiQ-PPR 

Randomisation

Posttest  
heiQ-PPT 

Posttest   
heiQ-PP

Self-management intervention

Pretest heiQ

 

Figure 13  heiQ data collection 

 

Considering that this study design was specifically developed for this thesis, the rationale for 

choosing the design is discussed hereafter: 

Following from the findings with regard to current evidence about self-management program 

effectiveness (see Section 1.2.3) and subsequent examination of the literature pertaining to 

biases in self-report outcomes (see Section 1.2.4), there was sufficient reason to question 

the appropriateness of comparing self-report ratings provided at pretest with those provided 

at posttest. As a consequence, this research was aimed at investigating whether change 
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scores derived from comparing pretest with posttest data are valid to measure outcomes of 

self-management interventions. 

To explore whether the validity concerns about the traditional pretest-posttest design were 

justified – in particular in connection with response shift bias – retrospective pretests were 

collected in addition to actual pretest and actual posttest data (heiQ-PPR). The collection of 

retrospective pretest data has been recommended for the following two reasons (see Section 

1.2.4.4): 1) retrospective pretests are based on the assumption that they are provided from 

the same perspective as actual posttest data, i.e. the comparison of the scores is assumed 

to be free of response shift bias; 2) the comparison of actual pretest data with retrospective 

pretest data is assumed to provide information on the magnitude as well as the direction of 

response shift (Howard & Dailey, 1979; Schwartz & Sprangers, 1999). To ensure that the 

ratings of the retrospective pretest items were provided from the same perspective as the 

ratings of the posttest items, posttest data were collected first as recommended by several 

authors (Howard, Ralph et al., 1979; Sprangers et al., 1999). 

While it was expected that the data obtained from heiQ-PPR would provide important insight 

into the validity of a retrospective way of measuring outcomes of self-management courses, 

two potential problems were identified if these data were to be interpreted in isolation: 

Firstly, retrospective pretest data are generally provided in close proximity to the posttest 

data. While this simultaneous assessment – as discussed before – is necessary to ensure 

that retrospective pretests are provided in relation to the posttests (Howard & Dailey, 1979), 

it bears the risk of resulting in a potential interdependence of the two scores. That is, once 

respondents are familiar with the task of providing answers from two different perspectives, 

i.e. first from the posttest and then from the retrospective pretest perspective, they may 

alternatively start rating their posttests relative to their perceived retrospective pretest levels. 

As a result of this concern, it was decided to randomly distribute questionnaire heiQ-PP to 

investigate whether the ratings of the actual posttests were dependent upon the presence of 

retrospective pretest questions. In view of the random allocation, it was assumed that the 

comparison of the respective ratings of the actual posttest levels of heiQ-PP and heiQ-PPR 

would indicate whether the additional task of providing retrospective pretest data influenced 

the ratings of the actual posttests of heiQ-PPR. 

The second issue pertaining to heiQ-PPR concerned the task difficulty relating to providing 

retrospective pretests in close proximity to posttests. It can be assumed that the cognitive 

task of differentiating between current (=posttest) and past (=retrospective) states may be 

demanding for some subjects. An overly demanding task has the potential to introduce new 

biases such as satisficing, i.e. participants do not engage in all steps of the response process 

when providing their answers (see Section 1.2.4). As a result, an alternative retrospective 
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assessment was developed (heiQ-PPT), founded on the assumption that the cognitive task 

of providing a direct estimation of one’s perceived change in the form of transition questions 

was less difficult than providing retrospective pretests in addition to posttests. The rationale 

for randomly distributing questionnaire heiQ-PPT in addition to the other posttest heiQs was 

to assess whether a second cognitive task alone would influence ratings of the actual 

posttests or whether a potential influence was related to the type of cognitive task people 

were asked to perform. 

Finally, it shall be discussed why the study design was developed rather than making use of 

other research designs such as those including control subjects. One of the main reasons for 

developing this design was related to the objective of this thesis. The thesis was aimed at 

investigating methods of measuring change and exploring potential confounding effects in 

change scores. Hence, the question of validity was explored from a different angle compared 

with previous approaches to internal and external validity (Campbell & Stanley, 1963; Cook & 

Campbell, 1979). That is, this research was not aimed at determining the effectiveness of 

programs per se – for which control subjects would have provided important information (see 

Section 1.2.4.1) – but the thesis was concerned with a) the influence of the questionnaire 

design on people’s ratings of their posttest levels and b) the possible confounding effects of 

response shift and social desirability bias on the results of the evaluation of self-management 

programs. Thus, instead of manipulating the variable ‘intervention’, the variable ‘instrument’ 

was manipulated, with the randomisation being based on the assumption that randomised 

subjects were comparable at the beginning and at the end of courses. Consequently, any 

observed differences in scores could be attributed to the design of the respective posttest 

heiQ rather than competing interventions. Moreover, issues pertaining to the use of control 

groups in the context of response shift bias have been discussed in Section 1.2.4.4. 

 

2.3 Data collection, management and preparation 

2.3.1 Recruitment of self-management courses 

In 2003 the Centre for Rheumatic Diseases received a National Arthritis and Musculoskeletal 

Conditions Improvement Grant (NAMCIG) from the Commonwealth Department of Health 

and Ageing to develop a National Quality and Monitoring System for self-management 

programs in Australia (Osborne & Whitfield, 2004). An extensive database of Australian self-

management course leaders had been created as part of the project which was made 

available for the recruitment of courses for this study. For this, all course leaders from the 

database received a letter inviting them to take part in the research project. Throughout the 

data collection period further courses were recruited through the promotion of the study at 
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several national conferences, strong rapport with the Australian arthritis foundations – who 

are major providers of self-management courses in Australia – and word-of-mouth of course 

leaders who already took part in the research. The final database comprised n=625 leaders 

who were offered involvement in the study and who received regular information and updates 

about the research. 

 

2.3.2 Data collection 

Once course leaders were part of the study, they were asked to forward information on their 

course schedules to the researcher. Approximately two weeks before the start of a course, 

leaders were then sent a heiQ package that consisted of a letter with basic information about 

the study, a leaflet explaining the data collection procedure, pretest and posttest heiQs, a 

course participation form, and envelopes for the posttest heiQs. The additional envelopes 

were distributed to enable participants to make their evaluation of the course confidentially. 

Once all data were gathered, the course leaders returned all forms to the researcher. Given 

that no personal information was recorded by the respondents, the researcher was blinded to 

the participants’ identity. To ensure a correct matching between pre- and posttest heiQs all 

questionnaires were labelled with unique identification numbers. Given that the initial 

matching of the heiQs was carried out by the course leaders, some safety measures were 

included to ensure that the matching was done correctly. These safety measures are 

described in more detail in the context of Demographic data and Course participation form. 

Data were collected from February 2005 to December 2006. The minimum requirement for 

the sample size of each of the datasets was mainly derived from recommendations by Carroll 

(1978) who developed a calculation for the minimum sample size for factor analyses. In order 

to establish m factors he proposed a sample size of 2m + 2m (Carroll, 1978). As described 

hereafter, the heiQ consists of eight factors (Osborne et al., 2007); hence, n=272 was 

considered the minimum sample size for the analyses. It was aimed to reach a sample size 

of n=300 per group. These sample size requirements were derived from factor analysis as 

there are too few recommendations for SEM (Hair et al., 2006). No definite suggestions exist 

for this type of analysis because the required sample size is dependent on the size of the 

model, the strength of the relationship of the items, the size of the loadings, the number of 

indicators per factor, the distribution of the data, and the parameter estimation procedure 

(Bentler & Dudgeon, 1996; Boomsma & Hoogland, 2001; Muthén & Muthén, 2002; Tanaka, 

1987). It has only been proposed that the sample size should not drop below n=200, as this 

can lead to improper solutions (Boomsma & Hoogland, 2001). 
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The Health Education Impact Questionnaire (heiQ) 

For the development of the Health Education Impact Questionnaire (heiQ) state-of-the-art 

techniques were applied. As introduced in Section 1.2.2 and further presented in Figure 4, 

this included the generation of a program logic model for health education interventions 

(Osborne et al., 2004), and concept mapping workshops (Batterham et al., 2002; Trochim & 

Linton, 1986; Trochim et al., 2004) which were attended by a wide range of stakeholders 

(patients, course leaders, health professionals, health managers, program funders and policy 

makers). Furthermore, a range of statistical techniques such as exploratory factor analysis 

(EFA) using the computer program CEFA7 (Browne et al., 2004), and confirmatory factor 

analysis (CFA) using LISREL8 Version 8.5 (Jöreskog & Sörbom, 1996-2001) were applied. 

Additional details on the development of the heiQ can be found in Osborne et al. (2007). 

After the first phase of item and construct development, 69 candidate statements were tested 

on a construction sample (n=591). The statistical analyses led to the selection of 42 items 

that were again tested in another sample (n=598). The final validation confirmed this set of 

42 items that constitute the eight dimensions that were previously introduced in Section 1.2.2 

in the context of the objectives of self-management programs (Osborne et al., 2007): 

(1) Positive and Active Engagement in Life (five items); 

(2) Health-Directed Behaviour (four items); 

(3) Skill and Technique Acquisition (five items); 

(4) Constructive Attitudes and Approaches (five items); 

(5) Self-Monitoring and Insight (seven items); 

(6) Health Service Navigation (five items); 

(7) Social Integration and Support (five items); 

(8) Emotional Well-Being (six items). 

One subscale (Emotional Well-Being) is composed of items scored in the reverse direction to 

the other seven subscales. 

The development and validation of the heiQ is again summarised in Figure 14. The different 

phases are separated into item generation, heiQ construction, and heiQ validation. 

 

 

                                                 
7 CEFA (Comprehensive Exploratory Factor Analysis) is a computer program designed to estimate 
factor solutions in an exploratory way (Browne et al., 2004). It is one of the recommended programs to 
carry out this type of factor analysis (McDonald, 2005). 
8 LISREL (LInear Structural RELations) is a program that combines CFA and linear regression. A more 
detailed introduction to LISREL follows in Section 4.3.2. 
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Phase I Phase II Phase III

heiQ item generation heiQ construction heiQ validation

Aim: To identify all crucial 
determinants that define 
success or failure of a 
self-management 
intervention

To identify the most 
important items of the 69 
candidate items to 
develop a final version of 
the heiQ with the best 
psychometric properties

To validate the final 
version of the heiQ 
consisting of 42 items in 
another large sample

Method: Concept mapping 
exercises with a wide 
range of stakeholders

69 heiQ items sent to a 
construction sample 
(n=591)

42 heiQ items sent to a 
validation sample (n=598)

Result: A total of 69 candidate 
statements were 
identified

EFA and CFA led to a 
reduction of the heiQ to 
42 core items

The analysis confirmed 
the heiQ factor structure 
(42 items, 8 subscales)

 

Figure 14  Item generation, heiQ construction, and heiQ validation phase 

 

Reynolds’ short form MC-C of the Marlowe-Crowne Social Desirability scale 

In addition to the core heiQ items, all posttest questionnaires contained a measure of social 

desirability to assess people’s tendency to provide socially desirable answers. As introduced 

in Section 1.2.4.5, the MC scale (Crowne & Marlowe, 1960) is one of the most widely used 

scales of social desirability (Barger, 2002). Because of its length, however, it was decided 

that the original scale was too long to be included in the current study as the posttest heiQs 

already consisted of several pages. To reduce the burden on the respondents, Reynolds’ 13-

item short form MC-C (Reynolds, 1982) was included instead (see page 5 of each respective 

posttest heiQ provided in Appendix 3, Appendix 4, and Appendix 5). As mentioned in Section 

1.2.4.5, the response options of the MC-C are dichotomised with eight items being keyed 

‘false’, i.e. ‘false’ is interpreted as the socially desirable response, while the remaining five 

items are keyed ‘true’ such that the answer ‘true’ reflects social desirability (Reynolds, 1982). 

Further details on the factor structure of the MC-C follow in Section 6.3. 

 

Demographic data 

A range of demographic variables was collected at the end of each pre- and posttest. Most of 

these variables were used for the description of the obtained sample and the comparison of 

the randomised groups to ensure that there were no systematic differences between the 

respondents of the three posttest questionnaires. Given that the distribution of the heiQ was 

part of an ongoing quality assurance project, some further demographic data were collected. 

While these were not used in the present thesis, they are included in the following list for 
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completeness as they were part of the heiQ packages that were sent out (see Appendix 3 

through to Appendix 5). 

At pretest, the following demographic data were collected from the course participants: 

� Age 

� Gender 

� Postcode 

� Number of people living in the participant’s household 

� Aboriginal or Torres Strait Islander background 

� Birth place 

� Primary language spoken at home 

� Education 

� Chronic conditions that currently trouble or have troubled the participant 

� Main health problem 

� Previous participation in any self-management course 

� Smoking status 

� Employment status 

� Data on healthcare concession cards 

� Private health insurance status 

� Plans to lose weight 

� Height 

� Weight 

At posttest, the following demographic data were collected: 

� Age 

� Gender 

� Postcode 

� Smoking status 

� Height 

� Weight 

As can be seen, some demographic data were assessed twice, i.e. at pretest and at posttest. 

The main reason for repeating the collection of these data was to facilitate the linkage 

between each pretest and posttest. Given that the matching of these questionnaires was 

carried out by the course leaders by means of the unique identification numbers, this initial 

matching was outside the control of the researcher. Therefore, age, gender, and postcode 

were used to ensure that the questionnaires had been matched correctly, i.e. the researcher 

cross-checked these variables between pretest and posttest before data entry. 
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Course participation form 

Apart from collecting data from the participants, course leaders were also asked to provide 

some information. This course participation form (see Appendix 6) assessed data on course 

type, date of the first session, course duration, details on the organisation that was running 

the course, and course venue as well as data on the course leaders such as contact details, 

course leader status (peer leader or health professional), details about their training, and 

number of courses they had conducted over the previous 12 months. Finally, the course 

leaders were asked to take note of each participant’s course attendance. They were asked to 

provide information on each participant’s gender and identification numbers, with the latter 

being necessary for the match between questionnaires and course attendance. This form 

was another safety measure to ensure the correct linkage of pretest and posttest heiQs. On 

a few occasions course leaders had to be contacted to verify the data. 

 

2.3.3 Data screening prior to entry 

Once the heiQ packages comprising pre- and posttest heiQs and the course participation 

form were received at the Centre for Rheumatic Diseases, some steps were undertaken 

before data entry. As described in Section 2.3.2, it was ensured that the pre- and posttests 

were matched correctly. While an incorrect match was observed in approximately one tenth 

of all cases, almost all of these were corrected by comparing the demographic variables age, 

gender, and postcode. The data of six subjects had to be discarded as no matching pair was 

found. In addition to this exercise, all heiQs were screened for data integrity such as obvious 

response patterns. Given that this instrument was designed in a way that subscale Emotional 

Well-Being is reversed (see Section 2.3.2), i.e. answers to these items mean the opposite to 

answers to items of the remaining seven heiQ subscales, obvious response patterns could 

be detected easily. It was therefore assumed that respondents who had consistently chosen 

the same response option had filled out the heiQ regardless of the respective item content. 

As a result, these data were discarded which led to the deletion of an additional six cases. 

After these pre-screening exercises, all data were entered into the heiQ database. 

 

2.3.4 Data entry and sample size 

The heiQ database was built in Microsoft Access. It was designed in a user-friendly way that 

suited the purpose of the thesis. Separate tables were created for general information about 

the course, participant attendance rates, course leader information, pretests, posttests, and 

the MC-C scale. Once entered, all questionnaires were filed and locked in a secure place at 
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the Centre for Rheumatic Diseases. These will be stored until 2013 following the conditions 

of the University of Melbourne Human Research Ethics Committee. The filing cabinets can 

only be accessed by authorised staff of the centre. 

As illustrated in Figure 15, data from n=177 self-management courses had been obtained by 

the end of the data collection period in December 2006. These involved a total of n=1,632 

participants, of whom n=1,423 (87.2%) had provided heiQ pretests and n=1,086 (66.5%) had 

provided heiQ posttests. These data were then exported into SPSS for further preparation. 

Given that only matching pretests and posttests were extracted from the database, a total of 

n=990 (60.7%) questionnaires remained. In SPSS the variable ‘nmiss’ was created that 

provided information on the number of items that each participant had missed. This variable 

was created for each set of 42 heiQ items separately, i.e. pretests, posttests of heiQ-PP, 

heiQ-PPT, and heiQ-PPR, transition questions of heiQ-PPT, and retrospective pretests of 

heiQ-PPR. As will be explained in Section 2.3.6, it was decided that at least 50% of items 

(>21 items) in any one of these questionnaires needed to have been provided by participants 

to be acceptable. Therefore, all cases with ‘nmiss’>21 were discarded from later analyses. 

This led to a final sample size of n=949 (58.1%) pretests and posttests which was made up 

of n=331 for group heiQ-PP, n=304 for group heiQ-PPT, and n=314 for group heiQ-PPR. 

 

n=331 
heiQ-PP

n=304 
heiQ-PPT

n=314 
heiQ-PPR

n=177 self-management courses                    
attended by n=1,632 participants

n=1,423 (87.2%) 
complete heiQ pretests

n=1,086 (66.5%)   
complete heiQ posttests

n=949 (58.1%) final dataset of correctly matching       
pre- and posttest heiQs; all of these had              

less than 50% of items missing

n=990 (60.7%) correctly matching pre- and posttests     
excluding data with obvious response patterns

 

Figure 15  Study sample 
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2.3.5 The distributional properties of the heiQ raw data 

Before handling the remaining missing data, the raw data were examined for their univariate, 

multivariate, and bivariate distributional properties. This was critical for the analyses because 

specific measures need to be undertaken to ensure that the appropriate statistical methods 

are applied given the characteristics of the data. In particular, if data are non-normally 

distributed, the application of inappropriate techniques can have large influences on results 

(West et al., 1995). To accommodate non-normal data distributions, data transformations or 

specific parameter estimation methods are available (Bollen, 1989; Hair et al., 2006; Satorra 

& Bentler, 1994). Further details on the parameter estimation method that was applied in this 

thesis will follow in Section 4.3.3. 

 

Univariate and multivariate normality 

The univariate and multivariate normality checks were undertaken in LISREL9 version 8.72 

(Jöreskog & Sörbom, 1996-2001). This program, which was used for most analyses in the 

thesis, offers a convenient data screening facility through its data pre-processor program 

PRELIS 2.72 (Jöreskog & Sörbom, 1996-2002; Jöreskog & Yang, 1996). Given that these 

tests only run for continuous data, all items were temporarily declared continuous instead of 

ordinal to be able to run the tests. At first, all tests were carried out on the full samples of the 

heiQ pretests and posttests, i.e. the data of the three randomised groups were collapsed. In 

a second step, however, the tests were carried out on the randomised samples separately to 

ensure that the distributional properties were similar across groups. This step further 

included normality tests on the retrospective pretests of group heiQ-PPR. Tests on the 

transition questions were omitted as these data were not used in later analyses. 

The results of the heiQ pretests indicated that all but five items were negatively skewed. In 

contrast, the kurtosis of the data was less consistent. One fourth of items (n=10) showed 

normal kurtosis, 19 items were leptokurtic, i.e. the distribution was ‘pointy’ with ‘thin’ tails, and 

the remaining 13 items were platykurtic, i.e. they had a ‘flat’ distribution with comparatively 

‘fat’ tails. Similar to the pretests the majority of items (n=38) of the posttests were negatively 

skewed. The pattern of kurtosis of the posttests, however, differed from the pretests in that 

all but two items showed a significant non-normal distribution with the majority of items 

(n=32) being leptokurtic. It was further observed that most items with a platykurtic distribution 

                                                 
9 Although commonly used when referring to the computer program, LISREL is also known as a 
synonym for analysis of covariance structures (Nunnally & Bernstein, 1994). In the context of this 
thesis, LISREL was exclusively used in reference to the software. 

 Chapter 2 66 



were items of the Emotional Well-Being subscale, i.e. items that had reversed scoring (see 

Section 2.3.2). Details of the results of the tests are provided in Appendix 7. 

When dividing the posttest sample into the three groups, the results for univariate normality 

were largely the same compared with the results of the collapsed posttest sample. Across 

samples all but five items had negative skewness. With regard to kurtosis, results were also 

similar to the full posttest sample, i.e. about 75% of items had a leptokurtic distribution and all 

items of Emotional Well-Being were platykurtic. The only obvious difference between the 

three samples was that all items of the Social Integration and Support subscale had normal 

kurtosis in heiQ-PPR, while most of these were non-normal in the other two samples. For the 

retrospective pretests (heiQ-PPR Retro) results were generally similar to the results of the 

previous samples with the majority of items (n=35) having negative skewness. In contrast to 

the other samples, however, half of these items had normal kurtosis. Of the remaining items, 

15 were moderately platykurtic and six were leptokurtic (see Appendix 7). 

Given that the majority of the items departed from univariate normality, the data could not be 

multinormal (West et al., 1995). Largest departures from multivariate normality were found in 

the collapsed sample of actual posttests, followed by the pretests, the posttests of heiQ-PPT, 

heiQ-PP, and heiQ-PPR. Least departure from multivariate normality was observed in the 

sample of retrospective pretests of group heiQ-PPR (see Appendix 7). 

 

Bivariate normality 

The previous tests indicated that most heiQ pretest, posttest, and retrospective pretest items 

departed from normality. While non-normality can be caused by limited sample sizes, it can 

also be a result of ordinal scaling of items (Schumacker & Lomax, 2004), as was the case in 

the present samples. One way of dealing with non-normality is the transformation of data 

(Hair et al., 2006; Schumacker & Lomax, 2004). Alternatively it has been recommended to 

use the moment matrix in combination with an asymptotic covariance matrix to handle non-

normal data (Jöreskog, 2002-2005; Schumacker & Lomax, 2004). As explained in more 

detail in Section 4.3.3, the latter method was applied in the present study, i.e. matrices based 

on polychoric correlations10 and asymptotic covariances were used to estimate the model 

parameters. A necessary condition for using polychoric correlations, however, is that the data 

are bivariate normal (Jöreskog, 2002-2005). While these correlations have been found to be 

robust against small departure from bivariate normality, it has been recommended to apply 

the bivariate test of close fit (Jöreskog, 2002-2005) which is similar to the root mean square 

                                                 
10 Further details on the computation of polychoric correlations follow in Section 4.3.3. 
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error of approximation (RMSEA) measure (Steiger, 1990). If this index is significant, then the 

application of polychoric correlations is problematic (Jöreskog, 2002-2005). 

After applying the bivariate test of close fit on each heiQ dataset, it was found that only one 

pair out of 861 possible combinations of item pairs ((42*41)/2) did not meet the requirement 

of close fit in each of the following datasets: the collapsed sample of the actual posttests and 

the sample of posttests of group heiQ-PP. Across the remaining samples all items met the 

requirement of close fit. It could therefore be assumed that the method applied in the present 

analyses was appropriate (see Appendix 8 for the results of the bivariate test of close fit). 

 

2.3.6 Treatment of missing data 

Finally, each sample had to be prepared in view of missing data, i.e. some of the included 

cases had missed up to 21 items (see Section 2.3.4). When handling samples with missing 

data, several issues have to be taken into account that shall be discussed briefly. Firstly, the 

need for complete data depends on the statistical technique used for the analyses. In the 

case of SEM, as applied in the present thesis, it is assumed that the variables of the moment 

matrix follow a Wishart distribution (Jöreskog, 1979). Hence, complete data are required for 

the probability density function (Brown, 1994; Marcoulides & Schumacker, 1996b). Secondly, 

it is necessary to investigate the reasons for data missingness, i.e. some missingness 

mechanisms render certain techniques to handle missing data inappropriate. 

A classification of data missingness mechanisms was introduced by Rubin (Rubin, 1976). 

After substantial extension of his original suggestions these mechanisms are now commonly 

referred to as patterns in which items are missing completely at random (MCAR), missing at 

random (MAR), or not missing at random (NMAR). In MCAR, cases with missing values are 

a random subsample of the full dataset, i.e. the missingness mechanism is independent of 

any data values. In contrast, the assumption in MAR is less restrictive. The missingness 

depends on the observed variables; however, it does not depend on missing values. Finally, 

in NMAR, the missingness depends on both missing and observed values (Little & Rubin, 

1989, 2002). In the data of this study no obvious missingness patterns existed, with the 

exception of a pattern that could be attributed to a mistake in the printing of the first wave of 

heiQ-PPT, i.e. the last item of the first page had been accidentally omitted.11 It was further 

observed that only up to 5% of items in any sample were missing and that 90% of subjects 

had generally missed no more than two items. Therefore, given that no missingness pattern 

                                                 
11 This also explains the comparatively small sample size of the raw data of heiQ-PPT in the normality 
tests performed in the previous Section 2.3.5 (see Appendix 7 and Appendix 8). 
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was observed and only few items were missing, it was assumed that the data missingness of 

the present data was ignorable, i.e. it was assumed to be MCAR. 

While the method of handling missing data should be selected on the basis of the amount of 

missing values as well as these missingness mechanisms (Arbuckle, 1996), the strengths 

and weaknesses of each method need to be considered as well. The range of techniques for 

handling missing data and each method’s strengths and weaknesses has been discussed 

extensively (Allison, 2003; Little & Rubin, 1989; Schafer & Graham, 2002). Therefore, this 

final description of the preparation of the present samples is limited to a brief description of 

the techniques that were applied. After careful examination of the techniques, a combination 

of the following two methods for handling the missing heiQ data was chosen: 

Firstly, a derivative of the frequently used listwise deletion was applied. In listwise deletion all 

cases with missing data are deleted. While this method generally leads to the deletion of too 

many cases and biases are introduced if data are not MCAR (Little & Rubin, 2002; 

Marcoulides & Schumacker, 1996a), it was decided to restrict the deletion of cases to those 

who had provided less than 50% of items in any one questionnaire (see Section 2.3.4). The 

main reason for the deletion of these cases was to reduce any potential bias introduced by 

the second technique applied to the missing data in which all remaining missing values were 

replaced. Given that the deletion of these cases reduced the proportion of missing items to a 

maximum of 3.3% missing values across datasets, it was assumed that the following missing 

data replacement technique would not change the original properties of the data. 

Secondly, all remaining missing data were replaced by the expectation-maximisation (EM) 

algorithm (Dempster et al., 1977). Despite criticism that it may lead to biased estimates and 

biased standard errors (Allison, 2003; Enders, 2001), other research has suggested that this 

method leads to least biased estimates regardless of the missingness mechanisms (Gold et 

al., 2003), and the EM algorithm was also found to be one of the few recommended methods 

for missing data replacement (Schafer & Graham, 2002). Before applying this method, the 

following aspects were considered: a) although one of the assumptions of such algorithms is 

that data are multivariate normal (Enders, 2001), research has suggested that this method is 

justifiable in the non-normal case (Yuan & Bentler, 2000). And b) while most research on 

such algorithms used continuous data (Allison, 2003; Gold & Bentler, 2000; Gold et al., 2003; 

Muthén et al., 1987), a practical application on quality of life data suggests that this algorithm 

is appropriate for the ordinal case (Lee et al., 2005). Moreover, given that the heiQ items are 

measured on a six-point scale, it can be assumed that the scales approximate an underlying 

continuity (von Briesen, personal communication, March 16, 2007). 

PRELIS was used for the missing value imputation. Because of the ordinal nature of the heiQ 

data, the EM algorithm imputed discrete values. Given that no further cases were lost in this 
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process, the final samples consisted of n=949 complete pre- and posttest heiQs, with n=331 

for heiQ-PP, n=304 for heiQ-PPT, and n=314 for heiQ-PPR. 

 

2.4 Summary 

The present chapter provided the background on the research design of the thesis including 

data collection and data management. After careful screening, preparation, and replacement 

of all missing data, the final datasets were then ready for analyses. 
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3 Approaches to the measurement of change with the heiQ 

3.1 Introduction 

In view of the rather inconsistent results with regard to the effectiveness of self-management 

programs (see Section 1.2.3), this research set out to investigate several designs to measure 

outcomes of such interventions. For this, a research design was developed that compared 

the traditional pretest-posttest design with two pretest-posttest designs that asked course 

participants to additionally provide retrospective data at posttest (see Section 2.2.3). Given 

that participants who had been randomly allocated to one of the alternative designs had to 

perform a second cognitive task at posttest, the first analysis chapter of the thesis was aimed 

at investigating potential effects of the research design on obtained scores. 

This chapter is divided into four parts. After a description of the demographic characteristics 

of the study participants, the first part of the analyses attends to the comparison of mean 

scores of actual pretest and posttest data across the three randomised groups (heiQ-PP; 

heiQ-PPT; heiQ-PPR). In the second part of the analyses, change scores based on pretest-

posttest data are described. This incorporates a comparison of a) mean change scores and 

b) proportions of participants who were classified as ‘decline’, ‘no change’, or ‘improvement’. 

In the final part of the analyses, change scores derived from retrospective pretest data were 

compared with change scores derived from actual pretest data (heiQ-PPR; heiQ-PPR Retro). 

The last two sets of analyses were aimed at exploring whether conclusions about program 

effectiveness differed across datasets (heiQ-PP; heiQ-PPT; heiQ-PPR; heiQ-PPR Retro) and 

whether conclusions were dependent on the method of presenting change, i.e. mean change 

scores or proportions of participants in pre-defined categories of change (see Section 1.3). 

 

3.2 Aims 

The aims of the chapter were: 

3.a To describe the demographic characteristics of the study sample including comparisons 

across samples with complete and incomplete data, and across randomised groups; 

3.b To assess whether the participants of the three randomised groups differed at pretest; 

3.c To investigate whether the participants of the randomised groups had responded 

differently to the questions that constituted the actual posttest, i.e. whether the different 

tasks at posttest had influenced people’s ratings of their actual posttest levels; 

 Chapter 3 71 



3.d To test whether conclusions about program effectiveness differed across groups when 

assessing a) each group’s mean change scores and b) proportions of participants in 

pre-defined categories of change (heiQ-PP; heiQ-PPT; heiQ-PPR); 

3.e To test whether conclusions about program effectiveness differed across actual and 

retrospective pretest-posttest data when assessing a) each group’s mean change 

scores and b) proportions of subjects in pre-defined categories of change (heiQ-PPR; 

heiQ-PPR Retro). 

 

3.3 Demographics 

As described in Section 2.3.4 and illustrated in Figure 15, a total of 1,423 course participants 

provided pretest data. The demographic characteristics of these participants are described in 

this section. Given that some of these, however, could not be included in the analyses as no 

matching posttest data were available, this section also explored whether differences existed 

between study participants (n=949) and those participants who had to be excluded (n=474). 

Finally, it was investigated whether there were differences in the demographic characteristics 

of participants across heiQ-PP, heiQ-PPT, and heiQ-PPR. 

Participants’ characteristics are presented in Table 4. Of the 1,423 course participants, 76% 

were female. Participants’ age ranged from 19 to 98 years with a mean age of 62 years. 

Twelve percent reported their formal education to be up to primary school, 30% up to year 8, 

24% up to year 12, 18% had a TAFE (Australian Technical and Further Education) diploma, 

and 16% had a university degree. At the time of data collection, most course participants 

(66%) were retired, while only 5% were working full-time. The majority of participants (91%) 

reported English as their primary language and 73% reported having been born in Australia. 

Finally, participants were asked to indicate their chronic condition(s). As multiple responses 

were possible, the list of conditions in Table 4 adds up to more than 100%. Most frequently 

reported chronic diseases were: osteoarthritis (47%), depression (30%), asthma (21%), and 

diabetes (21%). Given that participants had the opportunity to indicate conditions in addition 

to those on the provided list (see page 4 of the pretest heiQ, Appendix 2), an additional 41% 

of ‘other conditions’ were reported. 

When comparing the group of individuals whose data could not be included in the analyses 

(n=474) with the study participants (n=949), only few differences were observed. Significant 

differences were found for birth place and primary language with a smaller number of study 

participants having been born outside Australia (24.9% versus 30.2%) and slightly more 

participants (92.0% versus 87.6%) reporting English to be their primary language. A further 
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difference was found for diabetes with 22.1% of study participants reporting this condition 

compared with 17.2% of subjects who were excluded from the analyses. 

 
Table 4  Demographic characteristics of participants who provided pretests (n=1,423) and 
comparison of study participants (n=949) versus those not included in the study (n=474)* 

   
   
   

Study 
participants Total 

Individuals who 
could not be 

included 
   n=1,423 n=949 n=474 

   n % n % n % 

Gender        
 Female  1,065 75.9 716 76.3 349 74.9 
 Male  339 24.2 222 23.7 117 25.1 

Age        
 Mean (standard deviation) 62.0 (13.3) 62.3 (13.0) 61.4 (14.0) 
 Range  19-98 19-90 22-98 

Education        
 Primary education  155 11.8 97 11.0 58 13.2 
 Up to year 8  395 30.0 265 30.2 130 29.5 
 Year 9 to 12  321 24.4 218 24.8 103 23.4 
 TAFE  241 18.3 167 19.0 74 16.8 
 University  207 15.8 131 14.9 76 17.2 

Employment status        
 Full-time  58 4.9 28 3.1 30 6.7 
 Part-time  122 9.0 81 9.0 41 9.1 
 Unemployed  97 7.2 67 7.4 30 6.7 
 Home duties  168 12.5 117 12.9 51 11.3 
 Retired  892 65.9 600 66.4 292 64.9 
 Other  17 1.3 11 1.2 6 1.3 
         
Birth place*        
 Australia  1,024 73.4 702 75.1 322 69.8 
 Born elsewhere  372 26.9 233 24.9 139 30.2 

Main language*        
 English  1,263 90.6 859 92.0 404 87.6 
 Other  132 9.9 75 8.0 57 12.4 

Chronic condition (more than one could be selected)    
 Asthma  288 21.0 199 21.6 89 19.6 
 Cancer  76 5.5 52 5.7 24 5.3 
 Coronary heart disease  181 13.2 115 12.5 66 14.5 
 Depression  406 29.6 267 29.0 139 30.6 
 Diabetes*  281 20.7 203 22.1 78 17.2 
 Fibromyalgia  153 11.1 102 11.1 51 11.2 
 Osteoarthritis  644 46.9 435 47.3 209 46.0 
 Osteoporosis  206 15.0 136 14.8 70 15.4 
 Rheumatoid arthritis  238 17.5 149 16.2 89 19.6 
 Other  566 41.4 391 42.5 175 38.9 

* Significant differences at p<0.05 level (Chi-square and t-test, respectively) 
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As shown in Table 5, further data were collected on the course type, course duration, and 

venue where the course was held (see Section 2.3.2). The majority of subjects attended the 

Chronic Disease Self-Management Program (Lorig, González, & Laurent, 1999), while 16% 

attended the Arthritis Self-Management Course (Lorig et al., 1985), 4% attended an 

osteoporosis course (Osteoporosis Victoria, 2001), and 5% attended other self-management 

courses. Given that most self-management courses followed the Stanford curriculum (Lorig 

et al., 1985; Lorig, González, & Laurent, 1999), the majority of interventions (87%) were run 

over six or seven weeks. Of the remaining courses 5% were run over four and 8% were run 

over a period of up to 12 weeks. Most courses were held at community health centres (54%), 

while 13% were located at hospitals, 10% at arthritis foundations, and 24% at other venues. 

When comparing the group of individuals whose data could not be included in the analyses 

(n=474) with the study participants (n=949), it was observed that slightly more study 

participants had attended a self-management course that lasted up to 12 weeks. 

 
Table 5  Details on the courses across participants who provided pretests (n=1,423) and 
comparison of study participants (n=949) versus those not included in the study (n=474)* 

   
   
   

Total Study 
participants 

Individuals who 
could not be 

included 
   n=1,423 n=949 n=474 

   n % n % n % 

Course type        
 Arthritis  216 15.5 139 15.0 77 16.5 
 Generic chronic disease  1,054 75.5 696 75.0 358 76.5 
 Osteoporosis  62 4.4 41 4.4 21 4.5 
 Other  64 5.0 52 5.6 12 2.6 

Course duration*        
 4 weeks  71 5.0 47 5.0 24 5.1 
 6-7 weeks  1,241 87.2 817 86.1 424 89.5 
 Up to 12 weeks  111 8.1 85 9.0 26 5.5 

Venues where courses were held      
 Arthritis foundation  127 9.5 80 8.8 47 10.6 
 Community health centre  732 54.3 511 56.3 221 49.8 
 Hospital  175 13.0 114 12.6 61 13.7 
 Other  318 23.6 203 22.4 115 25.9 

* Significant differences at p<0.05 level (Chi-square) 

 

Finally, participants’ characteristics across the three groups (heiQ-PP; heiQ-PPT; heiQ-PPR) 

were compared (see Table 6). Results suggested that the subjects across the randomised 

samples were largely identical. One of the few significant differences was observed for birth 

place with a higher percentage of people of group heiQ-PPR having been born in Australia 
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(73.5% of heiQ-PP; 70.8% of heiQ-PPT; 80.9% of heiQ-PPR). Another significant difference 

was observed for people who reported having rheumatoid arthritis. Significantly more people 

of group heiQ-PPR (21.6%) reported having this condition compared with 15.9% of group 

heiQ-PP and 10.9% of group heiQ-PPT. 

 
Table 6  Demographic characteristics of respondents across the three randomised groups: 
heiQ-PP (n=331), heiQ-PPT (n=304), and heiQ-PPR (n=314) 

   heiQ-PP heiQ-PPT heiQ-PPR 
   n=331 n=304 n=314 

   n % n % n % 

Gender        
 Female  244 74.2 231 77.3 241 77.7 
 Male  85 25.8 68 22.7 69 22.3 

Age        
 Mean (standard deviation) 62.2 (13.2) 62.0 (13.4) 62.6 (12.4) 
 Range  19-90 19-88 20-86 

Education        
 Primary education  31 9.8 35 12.8 31 10.7 
 Up to year 8  100 31.7 79 28.9 86 29.7 
 Year 9 to 12  82 26.0 68 24.9 68 23.4 
 TAFE  59 18.7 54 19.8 54 18.6 
 University  43 13.7 37 13.6 51 17.6 

Employment status        
 Full-time  13 4.2 6 2.1 9 3.0 
 Part-time  21 6.7 25 8.7 35 11.6 
 Unemployed  28 8.9 21 7.3 18 5.9 
 Home duties  42 13.4 36 12.5 39 12.9 
 Retired  204 65.2 195 67.7 201 66.3 
 Other  5 1.6 5 1.7 1 0.3 

Birth place*        
 Australia  241 73.5 211 70.8 250 80.9 
 Born elsewhere  87 26.5 87 29.2 59 19.1 

Main language        
 English  301 92.0 270 90.6 288 93.2 
 Other  26 8.0 28 9.4 21 6.8 

Chronic condition (more than one could be selected)    
 Asthma  69 21.5 64 21.8 66 21.6 
 Cancer  17 5.3 17 5.8 18 5.9 
 Coronary heart disease  42 13.1 30 10.2 43 14.1 
 Depression  96 29.9 79 27.0 92 30.1 
 Diabetes  71 22.1 56 19.1 76 24.8 
 Fibromyalgia  37 11.5 34 11.6 31 10.1 
 Osteoarthritis  146 45.5 134 45.7 155 50.7 
 Osteoporosis  47 14.6 41 14.0 48 15.7 
 Rheumatoid arthritis*  51 15.9 32 10.9 66 21.6 
 Other  140 43.8 121 41.3 130 42.5 

* Significant differences at p<0.05 level (Chi-square and ANOVA, respectively) 
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No significant differences were found between participants of the three randomised groups 

with regard to course details (see Table 7). 

 
Table 7  Details on the courses across respondents of the randomised groups: heiQ-PP 
(n=331), heiQ-PPT (n=304), and heiQ-PPR (n=314) 

   heiQ-PP heiQ-PPT heiQ-PPR 
   n=331 n=304 n=314 

   n % n % n % 

Course type        
 Arthritis  57 17.6 42 14.1 40 13.0 
 Generic chronic disease  230 71.2 223 75.1 243 78.9 
 Osteoporosis  18 5.6 13 4.4 10 3.2 
 Other  18 5.6 19 6.4 15 4.9 

Course duration        
 4 weeks  20 6.0 17 5.6 10 3.2 
 6 weeks  279 84.3 259 85.2 279 88.9 
 Up to 12 weeks  32 9.7 28 9.2 25 8.0 

Venues where courses were held      
 Arthritis foundation  31 9.8 22 7.5 27 9.0 
 Community health centre  176 55.7 163 55.8 172 57.3 
 Hospital  39 12.3 37 12.7 38 12.7 
 Other  70 22.2 70 24.0 63 21.0 

* Significant differences at p<0.05 level (Chi-square) 

 

3.4 Pretest and posttest scores across heiQ-PP, heiQ-PPT, and heiQ-PPR 

3.4.1 Specific methods 

As described in the introduction of this chapter, this section attends to each group’s raw data 

that were provided at the beginning (=pretest) and at the end of self-management courses 

(=posttest). While it was important for later comparisons to ensure that participants of the 

randomised groups had not differed at pretest, in the second part of the analyses it was 

explored whether the cognitive tasks that respondents had to perform at posttest (heiQ-PP; 

heiQ-PPT; heiQ-PPR) influenced ratings of their actual posttest levels. 

Given that the heiQ data violated some assumptions of parametric tests (see Section 2.3.5), 

Brown-Forsythe analysis of variance (ANOVA) was applied. This method has the advantage 

of being robust against departure from normality as it decreases the probability of falsely 

rejecting the null hypothesis (Brown & Forsythe, 1974). Reported posthoc procedures were 

based on Tukey which is recommended when sample sizes and variances are similar (Field, 

2005), as was the case in the present samples. 
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3.4.2 Results 

Pretests across heiQ-PP, heiQ-PPT, and heiQ-PPR 

The variances of the pretests were homogeneous across groups in all subscales. Further, 

the statistical analyses suggested that the pretest scores of the participants across heiQ-PP, 

heiQ-PPT, and heiQ-PPR did not differ. As shown in Table 8, mean pretest scores differed 

by no more than 0.15 on a six-point scale (see Appendix 9 for the significance tests). 

 

Table 8  Mean scores of pretests and actual posttests of heiQ-PP (n=331), heiQ-PPT 
(n=304), and heiQ-PPR (n=314), respectively1 

  heiQ-PP heiQ-PPT heiQ-PPR 
  Mean (SD) Mean (SD) Mean (SD) 

Pretest 4.47 (0.92) 4.51 (1.02) 4.42 (0.98) 1. Positive and Active 
 Engagement in Life Posttest* 4.78 (0.78) 4.87 (0.71) 5.00 (0.74) 

Pretest 4.31 (1.18) 4.42 (1.12) 4.30 (1.16) 2. Health-Directed 
 Behaviour Posttest* 4.65 (0.98) 4.85 (0.85) 4.83 (1.00) 

Pretest 4.08 (0.92) 4.17 (0.95) 4.10 (0.96) 3. Skill and Technique 
 Acquisition Posttest* 4.64 (0.72) 4.79 (0.67) 4.90 (0.69) 

Pretest 4.51 (0.93) 4.57 (0.96) 4.42 (1.02) 4. Constructive Attitudes 
 and Approaches Posttest* 4.72 (0.85) 4.82 (0.86) 4.90 (0.86) 

Pretest 4.73 (0.65) 4.79 (0.67) 4.74 (0.68) 5. Self-Monitoring and 
 Insight Posttest* 4.96 (0.55) 5.03 (0.50) 5.16 (0.52) 

Pretest 4.62 (0.90) 4.65 (0.92) 4.64 (0.95) 6. Health Service 
 Navigation Posttest* 4.84 (0.81) 4.83 (0.86) 5.00 (0.79) 

Pretest 4.26 (1.13) 4.27 (1.17) 4.16 (1.21) 7. Social Integration and 
 Support Posttest 4.43 (1.06) 4.53 (1.03) 4.50 (1.13) 

Pretest 3.29 (1.23) 3.28 (1.26) 3.29 (1.21) 
8. Emotional Well-Being 

Posttest 3.57 (1.16) 3.55 (1.22) 3.54 (1.18) 

* Significant differences between heiQ-PP, heiQ-PPT, and heiQ-PPR; robust ANOVA (Brown-
 Forsythe), p<0.05 
1 Scores of a group are underlined if they differed from one of the other groups, with lines on the 
 same height indicating a significant difference between these groups 

 

Posttests across heiQ-PP, heiQ-PPT, and heiQ-PPR 

With the exception of subscale Health-Directed Behaviour, variances of actual posttests were 

homogeneous across groups. Overall, mean differences were found in six subscales (see 

Table 8). The results of these analyses are also visualised in the form of boxplots (Figure 16 

to Figure 23). Although the present comparisons focused on mean scores, boxplots provide 

useful information on the distribution of the pre- and posttest data (Norman & Streiner, 2000). 
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Differences across groups in the first six subscales varied greatly. When comparing mean 

posttest scores of heiQ-PP with those of heiQ-PPT, the former group showed lower posttest 

levels than the latter group in two subscales (Health-Directed Behaviour; Skill and Technique 

Acquisition). In contrast, the posttest scores of heiQ-PP were significantly lower than those of 

heiQ-PPR in six heiQ subscales, the exceptions being Social Integration and Support, and 

Emotional Well-Being. Finally, when comparing heiQ-PPT with heiQ-PPR posttest scores of 

heiQ-PPT were found to be lower than those of heiQ-PPR in two subscales (Self-Monitoring 

and Insight; Health Service Navigation). To facilitate the differentiation between groups Table 

8 is prepared in a way that scores of a group are underlined if they differed from one of the 

other groups, with lines on the same height indicating a significant difference between two 

groups (see Appendix 9 for the significance tests). 
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Figure 16  Pretest (white) versus posttest (grey) data 
across heiQ-PP, heiQ-PPT, and heiQ-PPR; Positive 
and Active Engagement in Life 

 

Health-directed behaviour
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Figure 17  Pretest (white) versus posttest (grey) data 
across heiQ-PP, heiQ-PPT, and heiQ-PPR; Health-
Directed Behaviour 
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Skills and technique acquisition
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Figure 18  Pretest (white) versus posttest (grey) data 
across heiQ-PP, heiQ-PPT, and heiQ-PPR; Skill and 
Technique Acquisition 
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Figure 19  Pretest (white) versus posttest (grey) data 
across heiQ-PP, heiQ-PPT, and heiQ-PPR; 
Constructive Attitudes and Approaches 
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Figure 20  Pretest (white) versus posttest (grey) data 
across heiQ-PP, heiQ-PPT, and heiQ-PPR; Self-
Monitoring and Insight 
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Health service navigation
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Figure 21  Pretest (white) versus posttest (grey) data 
across heiQ-PP, heiQ-PPT, and heiQ-PPR; Health 
Service Navigation 
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Figure 22  Pretest (white) versus posttest (grey) data 
across heiQ-PP, heiQ-PPT, and heiQ-PPR; Social 
Integration and Support 

 

Emotional well-being
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Figure 23  Pretest (white) versus posttest (grey) data 
across heiQ-PP, heiQ-PPT, and heiQ-PPR; Emotional 
Well-Being 
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3.4.3 Summary 

The previous analyses indicated some significant mean differences between actual posttest 

scores of heiQ-PP, heiQ-PPT, and heiQ-PPR. Given that the participants of the three groups 

had not differed significantly at pretest and the three posttest questionnaires were randomly 

distributed within self-management courses, it was assumed that the observed differences in 

actual posttests could be attributed to features of the posttest questionnaires. Hence, asking 

participants to perform a second task in addition to answering actual posttests influenced 

ratings of actual posttest levels. 

This effect was particularly pronounced when comparing the actual posttest scores of group 

heiQ-PP with those of group heiQ-PPR. That is, providing retrospective pretests in addition 

to actual posttests influenced ratings of actual posttests in six of eight heiQ subscales, with 

heiQ-PPR providing significantly higher ratings of their actual posttests than heiQ-PP. This 

effect was less pronounced in participants who were asked to provide an assessment of their 

perceived change in the form of transition questions in addition to actual posttests. Group 

heiQ-PPT provided significantly higher ratings of their actual posttests than heiQ-PP in only 

two heiQ subscales. Hence, only the inclusion of a second cognitive task at posttest in the 

form of retrospective pretests had a substantial influence on ratings of actual posttest levels 

compared with people who filled out the traditional posttest questionnaire (heiQ-PP). Finally, 

it was observed that the actual posttest scores of heiQ-PPT – although not significantly 

higher than those of heiQ-PP – were elevated in a way that they were only significantly lower 

than those of heiQ-PPR in two heiQ subscales. 

 

3.5 Change scores across heiQ-PP, heiQ-PPT, and heiQ-PPR 

3.5.1 Specific methods 

In the previous Section 3.4.2 it was found that participants’ ratings of their actual posttest 

levels were influenced by the additional tasks they were asked to perform at posttest. Given 

that the randomised groups had not differed at pretest, resulting mean change scores were 

also affected by these differences in actual posttest scores. The purpose of this section was 

to investigate whether these differences in computed change scores had an influence on 

overall conclusions about program effectiveness across groups. 

This section is structured in a way that at first actual mean change scores across groups are 

computed. By applying robust ANOVA it was aimed to explore whether resulting differences 

in mean change scores would lead to a different set of conclusions about the value of self-

management interventions across heiQ-PP, heiQ-PPT, and heiQ-PPR. In the second part of 
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this section an alternative method of presenting change was applied (see below). Given that 

the alternative method was based on effect sizes (ES), the concept of ES – which was briefly 

introduced in Section 1.2.3 – is described first. 

Effect sizes (ES) are standardised scores that belong to the family of distribution-based 

measures of change (Lydick & Epstein, 1993). Several ways of calculating ES exist, with 

Cohen’s d (Cohen, 1988) and Hedges’ g (Hedges & Olkin, 1985) being the most popular 

indices (Rosnow & Rosenthal, 1996). ES is calculated by dividing the difference between two 

group means either by the pooled standard deviation of the two groups at baseline (Cohen, 

1988) or by the standard deviation of the control group at baseline (Guyatt et al., 2002). This 

standardisation of change scores has several advantages: a) it allows for an easier 

interpretation of results, b) it facilitates the comparison of scores across different measures 

and/or studies, and c) ES can be used as a comparison standard to aid the interpretation of 

results (Kazis et al., 1989). One such benchmark was introduced and applied in Section 

1.2.3, with ES~0.2 interpreted as small, ES~0.5 as medium, and ES~0.8 as large effects 

(Cohen, 1988). This interpretation of ES is frequently applied and generally accepted, and 

has been supported by other authors (Samsa et al., 1999). It was used throughout this study. 

While Cohen’s definition of ES is considered a starting point for interpreting the results of 

evaluations (Samsa et al., 1999), its major drawback is that it obscures information on the 

distribution of scores. Given that a group-based measure does not provide any information 

about individual subjects, it has been suggested that results should be presented in terms of 

proportions of people reaching/exceeding a pre-defined threshold (Guyatt et al., 2002). This 

approach is similar to number needed to treat (NNT) analysis (Walter, 2001), i.e. the inverse 

of this proportion can be translated to the number of participants needed to attend a self-

management course to achieve substantial improvement in one participant (Norman, 2005; 

Wyrwich et al., 2005). This method of presenting program outcomes is increasingly popular 

in areas such as clinical trials (Wyrwich et al., 2005) as results are easy to interpret (Guyatt 

et al., 2002) and also easy to communicate to stakeholders. 

In this thesis, each participant’s effect size – the intra-individual effect size – was calculated 

by using the difference in each participant’s score before and after a self-management 

intervention divided by the standard deviation of the group’s baseline scores (Guyatt et al., 

2002; Wyrwich et al., 2005). These intra-individual effect sizes were then matched against a 

threshold which was set at ES=0.5. Hence, individuals who showed at least a medium effect 

size were considered as having benefited from attending a self-management intervention. 

Given that the health of people with chronic conditions fluctuates, it was also important to 

record those individuals who had experienced a substantial decline during the self-

management course to interpret the number of people who benefited relative to those who 
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declined. Hence, scores are presented in a way that ES<-0.5 denotes ‘decline’, ES=-0.5 to 

0.5 indicates ‘no change’, and ES>0.5 represents ‘improvement’. This method of presenting 

change is also illustrated in Figure 24. The area to the left of the first vertical bar shows the 

number of people who experienced a decline, the area between the two bars represents 

people who had only minimal changes or no change, while the area to the right of the second 

vertical bar shows the number of participants who received benefits from attending a self-

management course. Further, chi-square tests were applied to determine whether the 

differences between the groups were significant. Because of some very low frequencies in 

the ‘decline’ category, significance tests were based on the comparison of ‘improvement’ with 

‘no improvement’, i.e. the categories ‘decline’ and ‘no change’ were combined. 

 

'Decline' 
(ES<-0.5)

'No change'         
(ES>-0.5 to ES<0.5)

'Improvement' 
(ES>0.5)

Effect size

 
 

Figure 24  Example of presenting proportions of people in categories of change 

 

3.5.2 Results 

Mean change scores across heiQ-PP, heiQ-PPT, and heiQ-PPR 

The variances of the mean change scores across the three groups were homogeneous in six 

of the eight subscales. As expected, some large differences in mean change scores between 

groups were observed with seven subscales indicating significant differences (see Table 9). 

To facilitate the differentiation between the three groups, Table 9 is prepared in a similar way 

to Table 8 in that the scores of a group are underlined if they differed from one of the other 
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groups with lines on the same height indicating a significant difference between two groups 

(see Appendix 10 for the significance tests). 

Differences were again largest between heiQ-PP and heiQ-PPR with the latter showing 

significantly larger mean change scores compared with the former in seven heiQ subscales. 

In particular, Positive and Active Engagement in Life, Skill and Technique Acquisition, and 

Constructive Attitudes and Approaches showed some large discrepancies between scores. It 

was additionally observed that mean change scores of heiQ-PPT did not differ from heiQ-PP 

in any subscale, while mean change scores of heiQ-PPT differed significantly from heiQ-PPR 

in four heiQ subscales. That is, people who had filled out transition questions in addition to 

questions about their actual posttest levels (heiQ-PPT) showed significantly smaller effects in 

four subscales than participants who had filled out retrospective pretests (heiQ-PPR). 

 

Table 9  Comparison of mean change scores derived from pretest-posttest data across heiQ-PP 
(n=331), heiQ-PPT (n=304), and heiQ-PPR (n=314)1 

  heiQ-PP heiQ-PPT heiQ-PPR 
  Mean (SD) Mean (SD) Mean (SD) 

1. Positive and Active Engagement Change* 0.31 (0.67) 0.36 (0.82) 0.58 (0.78) 

2. Health-Directed Behaviour Change* 0.34 (0.89) 0.43 (1.00) 0.53 (1.00) 

3. Skill and Technique Acquisition Change* 0.56 (0.84) 0.62 (1.01) 0.80 (0.99) 

4. Constructive Attitudes Change* 0.20 (0.74) 0.25 (0.76) 0.48 (0.88) 

5. Self-Monitoring and Insight Change* 0.23 (0.60) 0.24 (0.63) 0.42 (0.69) 

6. Health Service Navigation Change* 0.22 (0.70) 0.18 (0.76) 0.36 (0.83) 

7. Social Integration and Support Change* 0.17 (0.80) 0.26 (0.85) 0.34 (0.90) 

8. Emotional Well-Being Change 0.28 (0.91) 0.27 (0.96) 0.25 (0.91) 

* Significant differences between heiQ-PPT, heiQ-PPT, and heiQ-PPR; robust ANOVA (Brown-Forsythe), 
 p<0.05 
1 Scores of a group are underlined if they differed from one of the other groups with lines on the same height 
 indicating a significant difference between these groups 

 

Decline, no change, and improvement across heiQ-PP, heiQ-PPT, and heiQ-PPR 

Again several differences between the groups were observed when subjects were grouped 

into the categories ‘decline’, ‘no change’, or ‘improvement’. As shown in Table 10, significant 

differences were found in seven heiQ subscales with larger proportions of people showing 

substantial benefits in heiQ-PPR compared with the other two groups. In contrast, only few 

differences were found between heiQ-PP and heiQ-PPT.  
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Table 10  Proportions of people in categories ‘decline’, ‘no change’, and ‘improvement’; total 
sample (n=949), and comparison heiQ-PP (n=331), heiQ-PPT (n=304), and heiQ-PPR (n=314) 

    heiQ version 
  Total heiQ-PP heiQ-PPT heiQ-PPR 

1. Positive and Active Engagement in Life*     

Decline n (%) 62 (6.5%) 29 (8.8%) 23 (7.6%) 10 (3.2%)

No change n (%) 516 (54.4%) 184 (55.6%) 178 (58.6%) 154 (49.0%)

Improvement n (%) 371 (39.1%) 118 (35.6%) 103 (33.9%) 150 (47.8%)

2. Health-Directed Behaviour*   

Decline n (%) 87 (9.2%) 34 (10.3%) 31 (10.2%) 22 (7.0%)

No change n (%) 534 (56.3%) 198 (59.8%) 171 (56.3%) 165 (52.5%)

Improvement n (%) 328 (34.6%) 99 (29.9%) 102 (33.6%) 127 (40.4%)

3. Skill and Technique Acquisition*   

Decline n (%) 93 (9.8%) 32 (9.7%) 38 (12.5%) 23 (7.3%)

No change n (%) 300 (31.6%) 116 (35.0%) 97 (31.9%) 87 (27.7%)

Improvement n (%) 556 (58.6%) 183 (55.3%) 169 (55.6%) 204 (65.0%)

4. Constructive Attitudes and Approaches*   

Decline n (%) 93 (9.8%) 36 (10.9%) 36 (11.8%) 21 (6.7%)

No change n (%) 535 (56.4%) 203 (61.3%) 174 (57.2%) 158 (50.3%)

Improvement n (%) 321 (33.8%) 92 (27.8%) 94 (30.9%) 135 (43.0%)

5. Self-Monitoring and Insight*   

Decline n (%) 83 (8.7%) 31 (9.4%) 31 (10.2%) 21 (6.7%)

No change n (%) 519 (54.7%) 195 (58.9%) 174 (57.2%) 150 (47.8%)

Improvement n (%) 347 (36.6%) 105 (31.7%) 99 (32.6%) 143 (45.5%)

6. Health Service Navigation*   

Decline n (%) 140 (14.8%) 45 (13.6%) 54 (17.8%) 41 (13.1%)

No change n (%) 453 (47.7%) 165 (49.8%) 150 (49.3%) 138 (43.9%)

Improvement n (%) 356 (37.5%) 121 (36.6%) 100 (32.9%) 135 (43.0%)

7. Social Integration and Support*   

Decline n (%) 106 (11.2%) 38 (11.5%) 40 (13.2%) 28 (8.9%)

No change n (%) 580 (61.1%) 220 (66.5%) 177 (58.2%) 183 (58.3%)

Improvement n (%) 263 (27.7%) 73 (22.1%) 87 (28.6%) 103 (32.8%)

8. Emotional Well-Being   

Decline n (%) 144 (15.2%) 44 (13.3%) 51 (16.8%) 49 (15.6%)

No change n (%) 499 (52.6%) 181 (54.7%) 153 (50.3%) 165 (52.5%)

Improvement n (%) 306 (32.2%) 106 (32.0%) 100 (32.9%) 100 (31.8%)

* Significant differences between heiQ-PP, heiQ-PPT, and heiQ-PPR; chi-squares differences based on 
 the comparison of ‘improvement’ versus ‘no improvement’ (p<0.05) 
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In a similar manner to previous findings differences were most pronounced when comparing 

heiQ-PP with heiQ-PPR, with six subscales showing pronounced differences in proportions 

of participants indicating ‘improvement’ (see Appendix 11 for the significance tests). 

 

3.5.3 Summary 

The analyses of the present section largely confirmed the findings of the preceding Section 

3.4 in that a second cognitive task at posttest not only influenced participants’ ratings of their 

actual posttest levels but also resulting mean change scores. In particular, asking subjects to 

provide ratings of their pretest levels in retrospect in addition to ratings of their actual posttest 

levels, led to significantly larger mean change scores in seven subscales when compared 

with scores of subjects who did not have to perform an additional task at posttest (heiQ-PP). 

In contrast, when participants were asked to provide a direct assessment of their perceived 

change in addition to ratings of their actual posttests (heiQ-PPT), mean change scores were 

slightly larger; however, these mean differences were not statistically significant when 

compared with change scores of heiQ-PP. Further, while the comparison of posttest levels of 

heiQ-PPT and heiQ-PPR had indicated only two significant differences, mean change scores 

of heiQ-PPR were significantly larger than those of heiQ-PPT in half of the heiQ subscales. 

Differences across groups were not only observed in computed mean change scores but 

also when people were classified as ‘decline’, ‘no change’, or ‘improvement’. In most heiQ 

subscales the proportions of participants in the ‘improvement’ category were substantially 

higher in heiQ-PPR compared with either heiQ-PP or heiQ-PPT. 

 

3.6 Change scores across heiQ-PPR and heiQ-PPR Retro 

3.6.1 Specific methods 

In this section mean change scores based on retrospective pretest and actual posttest data 

are reported. As these data were only available from heiQ-PPR (see Section 2.2.3), the 

analyses were based on the comparison of dataset heiQ-PPR Retro with this group’s dataset 

of actual pre- and posttests (heiQ-PPR). The analyses were aimed at investigating whether 

respondents had provided congruent change scores across heiQ-PPR and heiQ-PPR Retro. 

It was explored whether the collection of pretest data at two different points in time, i.e. at the 

beginning (=actual) and at the end (=retrospective) of courses, resulted in different change 

scores. Given that scores were based on identical posttest data, they were equally affected 

by the comparatively high levels of actual posttest scores of heiQ-PPR (see Section 3.4.2). 
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In a similar manner to the comparison of the randomised groups, the first part of the section 

compares mean scores of the raw data of heiQ-PPR, i.e. actual pretest data were compared 

with retrospective pretest data (paired t-tests). In the next step, mean change scores were 

computed. The comparisons of change scores across heiQ-PPR and heiQ-PPR Retro were 

again based on a) mean change scores (paired t-tests) and b) proportions of participants in 

the three categories ‘decline’, ‘no change’, and ‘improvement’. Because of small frequencies 

in the ‘decline’ category, ‘decline’ and ‘no change’ were again combined for the significance 

tests (see Section 3.5). 

 

3.6.2 Results 

Actual versus retrospective pretests across heiQ-PPR and heiQ-PPR Retro 

Paired t-tests showed some significant differences in scores with retrospective pretests being 

significantly lower than actual pretests in three heiQ subscales. As presented in Table 11, 

Health-Directed Behaviour however was the only heiQ subscale with pronounced differences 

between the two scores. All remaining subscales showed differences no larger than 0.12. 

 

Table 11  Actual and retrospective pretest data of group heiQ-PPR (n=314) 
  

          
 

     

 Actual 
pretest  Retrospective 

pretest 
  Mean (SD)  Mean (SD) 
       

      

1. Positive and Active Engagement in Life* 4.42 (0.98)  4.32 (1.08) 
2. Health-Directed Behaviour* 4.30 (1.16)  4.01 (1.21) 
3. Skill and Technique Acquisition 4.10 (0.96)  4.13 (0.94) 
4. Constructive Attitudes and Approaches 4.42 (1.02)  4.38 (1.09) 
5. Self-Monitoring and Insight* 4.74 (0.68)  4.62 (0.78) 
6. Health Service Navigation 4.64 (0.95)  4.66 (1.01) 
7. Social Integration and Support 4.16 (1.21)  4.18 (1.27) 
8. Emotional Well-Being 3.29 (1.21)  3.20 (1.24) 

* Significant differences between actual and retrospective pretest; Paired t-test, p<0.05 

 

The results of these comparisons of actual and retrospective pretests of group heiQ-PPR are 

also visualised in Figure 25 to Figure 32. Again boxplots were chosen to present the data 

(see Section 3.4.2). For completeness, actual and retrospective pretest scores are presented 

along with actual posttest scores as the latter were used to compute the respective change 

scores. As all data were provided from the same subjects, these posttests, however, are 

identical across heiQ-PPR and heiQ-PPR Retro (see grey-shaded boxplots). 
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Figure 25  Actual/retrospective pretest (white) versus 
posttest (grey) data of group heiQ-PPR; Positive and 
Active Engagement in Life 
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Figure 26  Actual/retrospective pretest (white) versus 
posttest (grey) data of group heiQ-PPR; Health-
Directed Behaviour 
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Figure 27  Actual/retrospective pretest (white) versus 
posttest (grey) data of group heiQ-PPR; Skill and 
Technique Acquisition 
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Constructive attitudes and approaches
heiQ-PPR RetroheiQ-PPR

6

5

4

3

2

1

 
Figure 28  Actual/retrospective pretest (white) versus 
posttest (grey) data of group heiQ-PPR; Constructive 
Attitudes and Approaches 
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Figure 29  Actual/retrospective pretest (white) versus 
posttest (grey) data of group heiQ-PPR; Self-
Monitoring and Insight 
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Figure 30  Actual/retrospective pretest (white) versus 
posttest (grey) data of group heiQ-PPR; Health 
Service Navigation 
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Social integration and support
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Figure 31  Actual/retrospective pretest (white) versus 
posttest (grey) data of group heiQ-PPR; Social 
Integration and Support 

 

Emotional well-being
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Figure 32  Actual/retrospective pretest (white) versus 
posttest (grey) data of group heiQ-PPR; Emotional 
Well-Being 

 

Mean change scores across heiQ-PPR and heiQ-PPR Retro 

As a consequence of the observed differences in actual and retrospective pretest scores, 

paired t-tests showed that change scores differed significantly in three of the eight subscales. 

Change scores derived from retrospective pretests were significantly larger in Positive and 

Active Engagement in Life, Health-Directed Behaviour, and Self-Monitoring and Insight (see 

Table 12). As observed previously, only heiQ subscale Health-Directed Behaviour however 

indicated large discrepancies between the two datasets with a mean change of 0.53 for 

heiQ-PPR, compared with 0.82 for heiQ-PPR Retro. The remaining seven subscales showed 

differences no larger than 0.11 (see Appendix 12 for the significance tests). 
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Table 12  Comparison of mean change scores derived from actual pretest-posttest data (heiQ-
PPR) and retrospective pretest-posttest data (heiQ-PPR Retro) of group heiQ-PPR (n=314)
  

            
 

      

  heiQ-PPR  heiQ-PPR 
Retro

   Mean (SD)  Mean (SD) 
        

       

1. Positive and Active Engagement in Life Change* 0.58 (0.78)  0.68 (0.86) 
   (    

2. Health-Directed Behaviour Change* 0.53 (1.00)  0.82 (0.90) 
       

3. Skill and Technique Acquisition Change 0.80 (0.99)  0.77 (0.87) 
       

4. Constructive Attitudes and Approaches Change 0.48 (0.88)  0.52 (0.75) 
       

5. Self-Monitoring and Insight Change* 0.42 (0.69)  0.53 (0.69) 
       

6. Health Service Navigation Change 0.36 (0.83)  0.34 (0.68) 
       

7. Social Integration and Support Change 0.34 (0.90)  0.32 (0.62) 
       

8. Emotional Well-Being Change 0.25 (0.91)  0.34 (0.74) 
              

       

* Significant differences between heiQ-PPR and heiQ-PPR Retro; Paired t-test, p<0.05 

 

Decline, no change, and improvement across heiQ-PPR and heiQ-PPR Retro 

When grouping respondents into ‘decline’, ‘no change’, or ‘improvement’, three subscales 

suggested differences between heiQ-PPR and heiQ-PPR Retro. However, in contrast to the 

previous presentation of mean change scores, only one of these indicated a larger proportion 

of subjects in the ‘improvement’ category in heiQ-PPR Retro, while the other two subscales 

showed a larger proportion of participants in the ‘improvement’ category in heiQ-PPR. As 

presented in Table 13, the largest discrepancy in scores was observed in Health Service 

Navigation with 43.0% of participants indicating ‘improvement’ in heiQ-PPR compared with 

19.1% of subjects in heiQ-PPR Retro. Despite this somewhat inconsistent pattern in results 

across the two datasets, none of the remaining five heiQ subscales suggested differences 

between heiQ-PPR and heiQ-PPR Retro (see Appendix 13 for the significance tests). 

In contrast to the distribution of proportions in the ‘improvement’ category, the distribution of 

scores in the ‘decline’ category showed a more consistent pattern between the two datasets. 

Across subscales on average 8.6% of participants were classified as ‘decline’ in heiQ-PPR, 

whereas substantially fewer subjects (1.7% across subscales) were classified as ‘decline’ in 

heiQ-PPR Retro. Hence, in retrospect fewer participants indicated ‘decline’ compared with 

mean change scores derived from actual pretests that participants had provided at the start 

of a self-management intervention. The smaller proportion of participants indicating ‘decline’ 

in retrospect, however, resulted in a larger proportion of people in the ‘no change’ category 

rather than observing more participants in the ‘improvement’ category in heiQ-PPR Retro 

compared with heiQ-PPR. A more detailed illustration of the distribution of the scores of the 

two datasets is presented in Appendix 14 in the form of histograms. 
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Table 13  Proportions of people in categories ‘decline’, ‘no change’, and 
‘improvement’ across heiQ-PPR and heiQ-PPR Retro (n=314) 

      heiQ-PPR heiQ-PPR Retro 

1. Positive and Active Engagement in Life   

Decline n (%) 10 (3.2%) 5 (1.6%) 

No change n (%) 154 (49.0%) 162 (51.6%) 

Improvement n (%) 150 (47.8%) 147 (46.8%) 

2. Health-Directed Behaviour*   

Decline n (%) 22 (7.0%) 3 (1.0%) 

No change n (%) 165 (52.5%) 157 (50.0%) 

Improvement n (%) 127 (40.4%) 154 (49.0%) 

3. Skill and Technique Acquisition   

Decline n (%) 23 (7.3%) 9 (2.9%) 

No change n (%) 87 (27.7%) 119 (37.9%) 

Improvement n (%) 204 (65.0%) 186 (59.2%) 

4. Constructive Attitudes and Approaches   

Decline n (%) 21 (6.7%) 4 (1.3%) 

No change n (%) 158 (50.3%) 191 (60.8%) 

Improvement n (%) 135 (43.0%) 119 (37.9%) 

5. Self-Monitoring and Insight   

Decline n (%) 21 (6.7%) 5 (1.6%) 

No change n (%) 150 (47.8%) 167 (53.2%) 

Improvement n (%) 143 (45.5%) 142 (45.2%) 

6. Health Service Navigation*   

Decline n (%) 41 (13.1%) 4 (1.3%) 

No change n (%) 138 (43.9%) 250 (79.6%) 

Improvement n (%) 135 (43.0%) 60 (19.1%) 

7. Social Integration and Support*   

Decline n (%) 28 (8.9%) 3 (1.0%) 

No change n (%) 183 (58.3%) 251 (79.9%) 

Improvement n (%) 103 (32.8%) 60 (19.1%) 

8. Emotional Well-Being   

Decline n (%) 49 (15.6%) 10 (3.2%) 

No change n (%) 165 (52.5%) 225 (71.7%) 

Improvement n (%) 100 (31.8%) 79 (25.2%) 

* Significant differences between heiQ-PPR and heiQ-PPR Retro; chi-square tests 
 based on comparison of ‘improvement’ versus ‘no improvement’ (p<0.05) 
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3.6.3 Summary 

The analyses of this section suggested that mean pretest scores derived from participants in 

retrospect, i.e. at the end of self-management courses, were significantly lower in three of the 

eight heiQ subscales than pretest scores assessed at the start of self-management courses. 

Consequently, computed change scores based on retrospective pretests (heiQ-PPR Retro) 

were significant larger in these three subscales compared with those derived from actual 

pretests (heiQ-PPR). Compared with the analyses in Section 3.5, however, fewer differences 

between the datasets were observed which were also smaller in magnitude than differences 

between heiQ-PP, heiQ-PPT, and heiQ-PPR. 

When choosing an alternative method of presenting change by way of computing proportions 

of people in different categories of change, a somewhat inconsistent pattern was observed. 

In two heiQ subscales heiQ-PPR showed significantly larger proportions of participants in the 

‘improvement’ category, whereas in one heiQ subscale heiQ-PPR Retro showed significantly 

larger proportions in this category. In a similar manner to the computed mean change scores, 

five heiQ subscales did not indicate any differences between heiQ-PPR and heiQ-PPR Retro 

and again observed differences were less pronounced than those observed in Section 3.5. 

 

3.7 Discussion 

Differences in mean change scores across heiQ-PP, heiQ-PPT, and heiQ-PPR 

In the first two sections of the present chapter it was found that mean levels of actual posttest 

scores and resulting mean change scores were consistently largest for heiQ-PPR. Given that 

subjects of the randomised groups had not differed at pretest, observed differences between 

groups could therefore be attributed to the specific questionnaire design of heiQ-PPR. 

Hence, asking participants to provide ratings of their pretest levels in retrospect in addition to 

ratings of their actual posttest levels led to significantly higher posttest scores. This resulted 

in mean change scores being significantly larger in seven of eight heiQ subscales compared 

with those of subjects who did not have to perform an additional task at posttest (heiQ-PP). 

In contrast, when participants were asked to provide a direct assessment of their perceived 

change in addition to actual posttests (heiQ-PPT), their mean change scores were slightly 

but not significantly larger than those of heiQ-PP. Finally, mean change scores of heiQ-PPT 

differed significantly from those of heiQ-PPR in four of eight subscales (see Section 3.5). 

This discussion focuses on explanations why larger mean change scores were regularly 

observed in heiQ-PPR. Given that effects were substantially less pronounced in heiQ-PPT, 

the observed findings must be related to the nature of the second cognitive task rather than 
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the presence of a second cognitive task. As described in Section 2.2.3, subjects of heiQ-PPR 

filled out each questionnaire item first with reference to their current state (=actual posttest) 

and then with reference to their past state (=retrospective pretest). Although there had not 

been any reference to ‘change’ in the instruction to this posttest heiQ (see Appendix 5), it can 

be assumed that most respondents were soon aware that they were providing an indirect 

assessment of change. Hence, they may have provided respective self-ratings relative to 

each other, i.e. retrospective pretest levels relative to posttest levels and/or vice versa. 

The following explanations for the consistently larger mean change scores observed in group 

heiQ-PPR across seven heiQ subscales are proposed: 

a) It is plausible that the cognitive task related to questionnaire heiQ-PPR, i.e. differentiating 

between current (=posttest) and past (=retrospective) states, was more challenging than 

the tasks of the other two groups. Research has suggested that greater task difficulties 

are related to increased satisficing (Krosnick, 1999; Krosnick & Alwin, 1987; Lam & 

Bengo, 2003). That is, where a cognitive task is too demanding, respondents provide an 

answer that they believe is ‘satisfactory’ instead of optimising their answer (Krosnick, 

1991, 1999; Krosnick & Alwin, 1987). Hence, they do not engage in all four steps of the 

response process as defined in Section 1.2.3.3 (Krosnick, 1999; Schwarz & Strack, 1985; 

Tourangeau & Rasinski, 1988). In the present study it is plausible that at least some of 

the respondents had difficulties when filling out heiQ-PPR. In the context of ‘satisfactory 

answer’ it could then be assumed that these subjects would have inadvertently provided 

ratings of posttest levels that were higher than their ‘true’ levels (see Section 2.2.3). 

b) It is plausible that the higher posttest levels of group heiQ-PPR may have been caused 

by social desirability (Crowne & Marlowe, 1964; Paulhus, 1991). Knowing that they were 

providing an indirect assessment of their change and therefore a rating of the quality of 

the course and the course leader, participants may have felt inclined to attest 

improvement. To please the course leaders they may have increased their posttest levels 

beyond their ‘true’ levels. Social desirability bias has also been found to be associated 

with the previous strategy to satisfice (Lam & Bengo, 2003). 

In contrast to group heiQ-PPR, participants who provided answers to transition questions 

(heiQ-PPT) may have responded to the transition questions in a socially desirable way, 

whereas their actual posttest scores may have been unaffected by this bias. As actual 

posttest scores were not provided in direct relation to another score such as retrospective 

pretest scores in heiQ-PPR, participants’ responses to the posttest questions may have 

been independent of their responses to the transition questions. 
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c) When people participate in an intervention, they invest at least some energy, time, or 

money to be able to attend (Howard, Ralph et al., 1979). As a consequence, it can be 

assumed that these participants would expect to gain at least some benefits from their 

attendance. When filling out a questionnaire such as heiQ-PPR, they may then realise 

that their perceived posttest level is not much higher than their perceived retrospective 

pretest level. Hence, they may feel that there is a gap between their personal investment 

and the benefits they thought they should have received. If this gap is large it may lead to 

conflicting cognitions between perceived benefits and expected benefits that can cause a 

cognitive dissonance (Aronson & Mills, 1959; Festinger, 1957; Hill & Betz, 2005). As a 

result of trying to avoid conflicting cognitions (Hill & Betz, 2005), some respondents may 

have increased their ratings of their posttest levels relative to their retrospective pretest 

levels to make themselves feel comfortable that the self-management course indeed had 

been valuable and useful. This effect has also been referred to as effort justification bias 

(Aronson & Mills, 1959; Hill & Betz, 2005; Sprangers & Hoogstraten, 1988). 

d) Finally, it is possible that response shift bias may have influenced people’s ratings. With 

reference to previous research on a sample that was comparable to the study sample, it 

can be assumed that at least some of the subjects of the present sample experienced a 

response shift between pretest and posttest (Osborne et al., 2006). In view of the random 

allocation of the posttest questionnaires in this research, it can be assumed that similar 

proportions of participants across groups had such a response shift. As a result of this 

change in subjects’ internal scale between actual pretest and posttest, a comparison of 

the two scores may be confounded (Howard & Dailey, 1979). That is, if the heiQ items at 

the end of the self-management course were filled out from a different perspective than 

the heiQ items at the beginning of the course, resulting change scores would be invalid 

(see Section 1.2.4 for a review of response shift bias). 

When interpreting the present findings in the context of response shift theory, it could be 

inferred that all mean change scores derived from actual pretest-posttest data were 

affected by subjects who had a response shift. However, considering that participants 

were confronted with different cognitive tasks when filling out the posttest heiQ, it is 

possible that confounding through response shift differed across groups. For example, it 

is possible that the task of proving ratings of retrospective pretest levels simultaneous to 

ratings of actual posttest levels (heiQ-PPR) made participants provide the ratings of their 

posttest levels relative to their perceived retrospective pretest levels. Hence, providing 

ratings of retrospective pretest levels at posttest may have alleviated a response shift 

effect on ratings of actual posttest levels. Given that subjects of the other groups were 

not asked to provide a retrospective rating of their pretest levels at posttest, it is assumed 

that they did not interpret posttest questions in terms of their hypothetical pretest levels. If 

 Chapter 3 95 



these assumptions hold, then the findings suggest that response shift bias did not affect 

posttest scores of heiQ-PPR as severely as those of heiQ-PP and heiQ-PPT. 

In summary, the design of the posttest heiQs influenced ratings of actual posttest levels in a 

way that mean change scores were consistently larger in heiQ-PPR compared with the other 

two groups. The observed influence of the design of the posttest questionnaire was so strong 

that different conclusions about program effectiveness would be derived. When interpreting 

change scores of both heiQ-PP and heiQ-PPT, it might be concluded that self-management 

courses have small impacts, whereas change scores of heiQ-PPR suggest medium effects. 

However, it remains to be explored whether the higher posttest levels of heiQ-PPR are a 

more accurate reflection of subjects’ levels at posttest relative to their actual pretest levels or 

whether the simultaneous assessment of posttest and retrospective pretest data may have 

confounded the self-ratings (Randolph & Elloy, 1989; van de Vliert et al., 1985). As described 

in the literature review (see Section 1.2.4.4), the few studies that investigated this potential 

dependency of the scores did not find evidence of such dependency (Howard, Ralph et al., 

1979; Sprangers & Hoogstraten, 1989; Terborg & Davis, 1982). Nevertheless, in this study 

an interdependence of the scores cannot be ruled out considering the observed differences 

in actual posttest levels, in particular between heiQ-PP and heiQ-PPR. 

 

Decline, no change, and improvement across heiQ-PP, heiQ-PPT, and heiQ-PPR 

Following the observed differences in mean change scores across groups, the comparison of 

proportions of participants in categories ‘decline’, ‘no change’, and ‘improvement’ suggested 

similar results. With the exception of heiQ subscale Emotional Well-Being, the proportions of 

participants showing ‘improvement’ were consistently larger in heiQ-PPR compared with 

either heiQ-PP or heiQ-PPT (see Section 3.5). 

Because of the different way of analysing, presenting, and interpreting the data, the overall 

conclusions about program effectiveness are not as strongly affected as the comparisons of 

mean change scores. Despite significant chi-square tests, results across groups showed a 

largely similar finding with about one third to one half of subjects indicating ‘improvement’. In 

the context of NNT, these results can be translated to the number of people needed to attend 

a self-management course to achieve one participant reaching or exceeding the pre-defined 

threshold of ES=0.5 (Norman, 2005; Wyrwich et al., 2005). In the broader context of program 

effectiveness, all datasets indicated that self-management interventions were effective with 

two to three people needed to attend a course to achieve a substantial improvement in one 
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participant12. Hence, when reporting proportions of participants in pre-defined categories of 

change, conclusions about program effectiveness seem to be less affected by the design of 

the posttest heiQ than was observed for mean change scores. 

 

Differences in mean change scores across heiQ-PPR and heiQ-PPR Retro 

In addition to comparing mean change scores across the randomised groups, actual mean 

change scores of group heiQ-PPR were compared with this group’s change scores based on 

retrospective pretest and posttest data (heiQ-PPR Retro). It was found that in three 

subscales change scores derived from retrospective pretest data were significantly larger 

than those derived from actual pretest data. Considering that the same posttest scores were 

applied to compute the two change scores, these differences were caused by differences in 

the pretest scores, i.e. in retrospect subjects reported having been worse compared with 

their ratings of the same items at actual pretest in three of eight heiQ subscales. 

Similar explanations to those proposed for the higher posttest levels of group heiQ-PPR may 

be relevant in the present case. The following explanations for the few lower retrospective 

pretest scores compared with actual pretest scores are proposed: 

a) It is possible that the presumably greater task difficulty for subjects of group heiQ-PPR 

led to increased satisficing (Krosnick, 1999; Krosnick & Alwin, 1987; Lam & Bengo, 

2003). In addition to or instead of providing higher posttest levels, participants may have 

provided their retrospective pretest levels in a way that they believed was ‘satisfactory’ (in 

terms of ‘sufficient’) for the researcher (Krosnick, 1991, 1999; Krosnick & Alwin, 1987). In 

the present case, it can be assumed that ‘satisfactory’ is equivalent to providing lower 

ratings of pretest levels in retrospect. 

b) By providing ratings of retrospective pretest levels in close proximity to the actual posttest 

questions, answers to the retrospective pretests may have also been affected by socially 

desirable responses (Crowne & Marlowe, 1964; Paulhus, 1991). Hence, relative to their 

posttest levels, respondents may have felt that it is socially desirable if their retrospective 

pretest levels were the same or below their posttest levels to avoid reporting decline. 

While previous research has suggested that retrospective pretests may be even less 

vulnerable to social desirability (Howard et al., 1981), this confounding cannot be ruled 

out in this type of questionnaire design. 

                                                 
12 Osoba (personal communication, August 9, 2006) suggested that cancer treatments are considered 
effective if as many as ten patients are treated to achieve benefits in one patient. In the context of self-
management programs he deemed programs that reach a ratio of 3:1 as beneficial. 
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c) It is also conceivable that lower retrospective compared with actual pretest scores are a 

result of effort justification bias (Aronson & Mills, 1959; Hill & Betz, 2005). By providing 

low retrospective pretest levels relative to their actual posttest levels, respondents may 

have wanted to make themselves feel comfortable that the intervention was beneficial. 

d) Somewhat related to effort justification bias is the possibility that some of the subjects 

based their responses on an implicit theory of stability or change (see Section 1.2.4.3) By 

comparing their current state with their past state they may have assessed if a difference 

was apparent (Ross, 1989; Schwarz et al., 1998). By using their actual posttest levels as 

a benchmark, they then constructed their retrospective pretest levels in a way that the 

difference resulted in stability or change. This theory also highlights that people generally 

infer from present states rather than recalling past states (Norman, 2003; Ross, 1989). 

e) Finally, the appropriateness of using retrospective pretest scores shall be discussed. As 

described in Section 1.2.4.4, these scores are frequently criticised for being vulnerable to 

recall bias, i.e. scores are considered unreliable which is founded on the assumption that 

people are unable to accurately recall their past states (Loftus et al., 1991; Pearson et al., 

1992; Ross, 1989). In contrast, given that the comparison of actual pretests and posttests 

may be biased through a change in participants’ perspective between the two ratings 

(Howard & Dailey, 1979), retrospective pretest data are used as a remedy to circumvent 

response shift bias. Pretest data that participants provide in retrospect are built on the 

assumption that ratings of these questions are provided from the same perspective as 

the one underlying the ratings of the actual posttest items (Howard, Ralph et al., 1979; 

Sprangers, 1989). Although neither of these theories explains the magnitude of the 

respective ratings of actual and retrospective pretests, both must be taken into account 

when considering retrospective pretest data as a substitute for actual pretest data. 

In summary, when comparing mean change scores derived from actual pretests (heiQ-PPR) 

with those derived from retrospective pretests (heiQ-PPR Retro), only few differences were 

observed. While three subscales showed statistically significant differences between the two 

measures of change – with heiQ-PPR Retro indicating larger effects – only subscale Health-

Directed Behaviour suggested substantially different results. That is, in retrospect people felt 

that their health behaviours were much worse before the course than they had indicated at 

actual pretest. With regard to overall conclusions about program effectiveness, differences 

between heiQ-PPR and heiQ-PPR Retro were relatively small across all eight subscales. 

That is, regardless of the method used, results suggest medium effects of self-management 

interventions. However, for further interpretation of the results it has to be taken into account 

that change scores of both heiQ-PPR and heiQ-PPR Retro were derived from the same high 

posttest scores. 
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This finding is partially in line with previous research in this area. It has been reported that 

about half of those studies that compared change scores based on retrospective as opposed 

to actual pretest scores showed similar results across methods. The other half of the studies, 

however, observed significantly larger change scores for the retrospective method (Terborg 

et al., 1980). While the effect of the posttest design on actual posttest levels was discussed 

in the context of heiQ-PP, heiQ-PPT, and heiQ-PPR, previous research has also investigated 

the reverse, i.e. the influence of the posttest levels on retrospective pretest levels. Although 

these studies did not observe such influence (Sprangers & Hoogstraten, 1989; Terborg & 

Davis, 1982), it is possible that this was the case in the present study. That is, in heiQ-PPR, 

posttest levels may have been influenced by people’s ratings of their retrospective pretest 

levels, retrospective pretest levels may have been influenced by the posttest levels, or both 

ratings may have influenced each other. 

 

Decline, no change, and improvement across heiQ-PPR and heiQ-PPR Retro 

Similar to the observed differences between the two computed mean change scores of group 

heiQ-PPR, the majority of subscales did not suggest any difference between heiQ-PPR and 

heiQ-PPR Retro when looking at proportions of participants in different categories of change. 

The three subscales that indicated statistically significant differences, however, suggested a 

somewhat inconsistent pattern. When scores were derived from retrospective pretest data 

(heiQ-PPR Retro), the proportions of people in the ‘improvement’ category were significantly 

larger in Health-Directed Behaviour. In contrast, in subscales Health Service Navigation and 

Social Integration and Support the proportions of participants in the ‘improvement’ category 

were significantly smaller when scores were derived from heiQ-PPR Retro. 

While these results appear to be in contrast to observed differences in mean change scores, 

they need to be explored more closely. Firstly, across both methods of reporting change, i.e. 

mean change scores and proportions of people in categories of change, the majority of heiQ 

subscales did not indicate a significant difference between heiQ-PPR and heiQ-PPR Retro. 

Hence, overall conclusions about program effectiveness are largely the same across the two 

methods of presenting program outcomes in that the application of either method (heiQ-PPR 

or heiQ-PPR Retro) would lead to similar conclusions. Secondly, of those subscales that had 

shown significant differences between mean change scores, only one showed a substantial 

difference of 0.29 (Health-Directed Behaviour), whereas the remaining two indicated a rather 

small difference (Positive and Active Engagement in Life; Self-Monitoring and Insight) of 0.10 

and 0.11, respectively. The alternative method of presenting change also found significant 

differences between heiQ-PPR and heiQ-PPR Retro in subscale Health-Directed Behaviour, 

i.e. again the two methods of presenting results are not as dissimilar as it initially appears. 
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Despite this closer examination of results it however needs to be discussed why significantly 

larger proportions of participants in the ‘improvement’ category were observed in heiQ-PPR 

as opposed to heiQ-PPR Retro. That is, it was somewhat surprising to observe significant 

differences in the proportion of participants in the ‘improvement’ category in Health Service 

Navigation, and Social Integration and Support given that the groups’ mean change scores 

had been almost identical (see Table 12). The explanation can be found in the distribution of 

the scores across heiQ-PPR and heiQ-PPR Retro (see Table 13). While heiQ-PPR showed 

on average 8.6% of participants in the ‘decline’ category, heiQ-PPR Retro indicated 

substantially fewer subjects in this category (1.7% on average). Therefore, the respective 

distribution of scores of heiQ-PPR and heiQ-PPR Retro explains why different conclusions 

can be obtained when applying two methods of presenting change (see also the histograms 

illustrated in Appendix 14). The observation that people hardly report decline in retrospect 

has also been found in previous studies (Howard & Dailey, 1979). 

In summary, given that five subscales had not indicated any significant difference between 

effects as shown by heiQ-PPR and heiQ-PPR Retro respectively, overall conclusions about 

program effectiveness are similar, i.e. they are largely independent of the method used. In 

terms of NNT it can again be concluded that self-management interventions are generally 

effective across most heiQ subscales. Without affecting overall conclusions about program 

effectiveness, it was however also found that the retrospective method suggested that up to 

five people are needed to attend a self-management course to achieve substantial 

improvement in one person in the subscales Health Service Navigation, and Social 

Integration and Support, i.e. heiQ-PPR Retro suggested somewhat less positive effects in 

these areas compared with heiQ-PPR. 

 

Concluding remarks 

The analyses of this chapter led to the following results with regard to the research questions 

posed in Section 1.3: 

I. Does the application of differently designed questionnaires at posttest alter conclusions 

about the value of programs when effectiveness is assessed from change scores derived 

from pretest and posttest measures? 

¾ The inclusion of retrospective pretest questions at posttest (heiQ-PPR) influenced 

results in a way that conclusions about program effectiveness are different to those 

that would be drawn from traditional pretest-posttest data (heiQ-PP). Effects are less 
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pronounced when comparing heiQ-PP with heiQ-PPT, i.e. change scores of subjects 

who provided transition questions in addition to actual posttest levels (heiQ-PPT). 

II. Are conclusions about program effectiveness different when deriving change scores from 

retrospective in place of actual pretest data (heiQ-PPR; heiQ-PPR Retro)? 

¾ The conclusions about program effectiveness are largely independent of the method 

used, i.e. independent of using retrospective pretest data as opposed to actual 

pretest data to calculate change scores. For further interpretation of these results, 

however, it has to be taken into account that both change measures are derived from 

relatively high posttest scores of group heiQ-PPR. 

 

While the analyses of this chapter provided answers to the above research questions, the 

findings raised further questions that need to be addressed in subsequent analyses. In 

particular, the observed differences in actual posttest scores across heiQ-PP, heiQ-PPT, and 

heiQ-PPR are an important finding as – to the author’s knowledge – the present study is the 

first in this area to investigate effects of the questionnaire design on reported levels. The 

following list provides a summary of possible explanations for the obtained results: 

¾ Satisficing; 

¾ Social desirability; 

¾ Effort justification bias; 

¾ Implicit theory of stability or change; 

¾ A diminished occurrence of response shift bias in scores of heiQ-PPR. 

It is only feasible to explore some of these in this thesis. Given that research into satisficing, 

effort justification, and implicit theory of stability or change require data not collected in the 

present study – in particular qualitative data – the exploration of these explanations must be 

left for future research. The available data and statistical methods, however, enable the 

exploration of the role of response shift and social desirability biases, with the former being 

investigated in Chapter 5, while the latter is examined in Chapter 6. Given that the statistical 

techniques applied in both Chapters 5 and 6 are more sophisticated than those applied in the 

present chapter and require a measurement instrument with good psychometric properties, 

Chapter 4 provides an introduction to these techniques as well as a re-validation of the heiQ 

before carrying out further analyses. 
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4 Statistical methods and the re-validation of the heiQ 

4.1 Introduction 

This chapter introduces a family of procedures based on factor analysis which were used for 

the re-validation of the heiQ and formed the basis of the statistical analyses applied in 

Chapters 5 and 6. Given that the analyses are based on data that were measured on a six-

point ordinal scale (see Section 2.2.3), the specific issues related to the analysis of this type 

of data are also discussed. The chapter concludes with the re-validation of the heiQ. 

 

4.2 Factor analysis 

4.2.1 Introduction 

Factor analysis is a multivariate analysis technique designed to solve statistical problems at 

a group level. Its purpose is to reduce a large set of observed variables to a small number of 

latent constructs (Bollen & Arminger, 1991; Cattell, 1988; Jöreskog, 1979) where a latent 

construct is defined as an underlying concept or factor that is common to some or all items of 

a given dataset (Child, 1990; Harman, 1976). The relationship between an observed variable 

and a factor is expressed as a factor loading, with the square of the factor loading providing 

information on how much variance in each observed variable can be explained by the factor 

(Hair et al., 2006). Factor loadings of >0.30 are considered statistically significant.13 Despite 

statistical significance, in practice loadings of >0.50 are generally considered the minimum 

and loadings in excess of 0.70 are desirable to obtain a good set of indicators of a construct 

(Hair et al., 2006). While the factor loading provides information on how much variance the 

item shares with its factor, the factor score regression coefficient indicates the relative 

importance of that item in the context of the factor (Nunnally & Bernstein, 1994). 

While it is the aim of factor analysis to obtain a set of items where each share a large amount 

of variance with the latent variable, this factor generally does not account for all variance of 

an item. That is, a certain amount of an item’s variance is unique to that variable (Jöreskog, 

1979). Mathematically this can be expressed as: (1 - squared loading) = unique variance. For 

example, an item with a loading of 0.70 has a unique variance of 0.51, i.e. it shares only half 

of its variance with the factor (Nunnally & Bernstein, 1994). Unique variance can again be 

subdivided into error variance and specific variance. Error variance represents imperfections 

in the measurement, while specific variance describes the variance component that an item 

might share with items that are not included in the analysis. Because of these specific 
                                                 
13 The statistical significance of factor loadings depends on the sample size. A statistically significant 
loading of 0.30 is based on a sample size of n=350. Details on statistical significance of factor loadings 
are provided by Hair et al. (2006). 
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variances, factor loadings or even the whole factor structure may change when altering the 

number of included variables (Child, 1990; Harman, 1976). While this distinction between 

error and specific variance is plausible in theory, it is not possible to distinguish between the 

two when applying factor analysis (Child, 1990). As a result, they are subsumed under the 

umbrella term residual variance (Jöreskog, 1979). 

In the case of a factor model consisting of more than one factor, i.e. included items load on 

more than one latent variable, this factor model can be described in terms of factor pattern 

that is defined by the loadings of each of the items on the respective factors. While the factor 

pattern is simple in a one-factor model as it only consists of loadings of all items on one 

factor, in a multiple-factor solution this factor pattern can be described by the patterns of 

loadings of the individual items on different factors. Optimally the factor model consists of 

items that have large loadings on only one factor, while having minor or zero loadings on the 

remaining factors. Mathematically the overall factor solution can be expressed in terms of the 

vector of observed variables being equal to the product of factor pattern and matrix of factor 

loadings plus the matrix of unique variances (Jöreskog, 1969; Mulaik, 1972). 

Since the development of factor analysis more than a century ago (Spearman, 1904), ample 

research has been undertaken that has led to various refinements of the original technique. 

Given that the remainder of the thesis makes frequent use of the specific terminology of 

factor analysis, the most important concepts related to this technique are introduced briefly in 

the following sections. 

 

4.2.2 Exploratory, confirmatory, unrestricted, and restricted factor analysis 

A common way of describing factor analysis is to distinguish between exploratory (EFA) and 

confirmatory (CFA) approaches (Bollen, 1989). EFA is an approach in which the researcher 

explores a sample without prior knowledge about the data, i.e. the researcher has no a priori 

hypotheses about the factor solution (Jöreskog, 1969). Hence, an exploratory approach is 

generally aimed at obtaining further information about the properties of the data such as the 

correlational relationship between observed variables, the number of underlying factors, or 

the overall factor structure (Child, 1990). In simple terms, the concept of EFA consists of 

grouping all highly correlating variables together to determine the underlying factor structure 

of a questionnaire (Fayers & Hand, 1997). This is generally achieved by factor rotation, i.e. 

the reference axes are manipulated until a factor solution is found. When rotating the factors, 

it is further possible to determine whether they are allowed to correlate (oblique rotation) or 

whether they are strictly uncorrelated, i.e. orthogonal to each other (Child, 1990). 
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In contrast, CFA is generally aimed at confirming the factor structure of a predefined model 

(Child, 1990; Fayers & Hand, 1997). Hence, the researcher has prior knowledge about the 

data and specifies a priori hypotheses about the factor solution (Jöreskog, 1969). In spite of 

testing hypotheses, however, CFA is not always strictly confirmatory, i.e. by either modifying 

a predefined model until it is acceptable or specifying several competing models (Jöreskog, 

1969, 1993), it can be used in an exploratory way to find an optimal factor solution when 

initial model fit is not satisfactory. Consequently, the differentiation between EFA and CFA is 

often not clear (Bollen, 1989) and it has been suggested illustrating them on a continuum 

moving from EFA to CFA (Mulaik, 1972) rather than describing them in discrete categories. 

As a result of the difficulty in differentiating between EFA and CFA, researchers frequently 

use the terms unrestricted and restricted approaches instead (McDonald, 2005). These two 

approaches can be clearly separated from each other in terms of the restrictions imposed on 

the factor model. In unrestricted factor analysis there are no constraints on the factor model, 

i.e. no constraints on factor patterns, loadings or residual variances are imposed. Solutions 

are generally obtained through factor rotation but these are often non-unique because of the 

missing constraints in the model (Jöreskog, 1969; Mulaik, 1972). One of the recommended 

programs that allows for this type of factor analysis (McDonald, 2005) is CEFA (Browne et 

al., 2004) which was used in the development of the heiQ as well as in a later part of this 

thesis (see Sections 2.3.2 and 6.3). 

In contrast, restricted factor analysis imposes restrictions on the factor model. In particular, 

the solution of the product of factor patterns and factor loadings is restricted. While the factor 

solution can again be non-unique, a unique solution can generally be obtained by imposing 

several independent restrictions on the above parameters (Mulaik, 1972). Also, few sufficient 

conditions have been defined that make a restricted factor model identified. Firstly, per factor 

at least three observed variables are needed with significant loadings on this factor while 

having zero loadings on the other factors. Secondly, factors with only two items with non-

zero loadings that again have zero loadings on the other factors are correlated with these 

other latent variables (McDonald, 1999, 2005). A range of computer programs is available for 

restricted analysis (McDonald, 2005) including LISREL (Jöreskog & Sörbom, 1996-2001) 

which was used in all restricted factor analyses of the thesis. 

 

4.2.3 Factorial simplicity, unidimensionality, homogeneity, and reliability 

Apart from distinguishing between the different applications of factor analysis, it is also useful 

to discuss the types of factor solutions that can be obtained. When designing a questionnaire 

the aim is to identify a solution that consists of items that have a significant loading on one of 
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the factors while having negligible loadings on the remaining factors. Items that possess this 

property are referred to as being unifactorial or factorially simple (Bentler, 1977; Kaiser, 

1974). Information on the property of each item is generally obtained in unrestricted models 

which can then be used in the specification of restricted models. Given that the unrestricted 

solution often indicates that items have high loadings on one factor while also having minor 

loadings on others, it has become common practice to set these minor loadings to zero in the 

restricted factor model (Ferrando & Lorenzo-Seva, 2000). In the case of all items in a given 

factor solution being unifactorial, the solution is said to be composed of independent clusters 

(McDonald, 2005). There are no clear guidelines as to how many items have to be factorially 

simple for a factor solution to be acceptable but recommendations range from two (Cattell, 

1988) to three to four unifactorial items per factor (Carroll, 1978). 

It may be sufficient to have a minimum number of unifactorial items per factor for a factor 

solution to be acceptable. However, a scale that is not unidimensional, i.e. at least some of 

the items of the construct are factorially complex, means that subjects differ along this scale 

in more than one way (Nunnally & Bernstein, 1994). This, in turn, has some implications for 

the interpretability of the results: a) the interpretation of a change in an observed variable is 

ambiguous as it is unknown which underlying concept caused the observed change, and b) if 

a considerable relationship exists between two items of different factors, this may allude to 

problems with the construct and discriminant validity of the questionnaire (Hair et al., 2006). 

Homogeneity is yet another term closely related to factorial simplicity and unidimensionality. 

A scale is not considered homogeneous if the content of the scale is diverse. In contrast to 

the other terms, heterogeneity can also be caused by too much random error. It remains that 

items of each construct must be unidimensional to be interpretable unambiguously (Nunnally 

& Bernstein, 1994). 

While the previous three terms factorial simplicity, unidimensionality, and homogeneity are 

conceptually related, reliability describes another property of a scale. It is an index that 

shows the extent to which a questionnaire is consistent across multiple measurements (Hair 

et al., 2006). It is therefore concerned with the replicability of results. One of the most widely 

used indices of reliability is coefficient alpha (Cronbach, 1951; Guttman, 1945).14 While its 

lower limit is generally 0.70, this limit may have to be set higher with an increasing number of 

items as coefficient alpha is influenced by the number of items in the scale. In contrast, if the 

research is of exploratory nature the cut-off value may need to be lower (Hair et al., 2006). 

Finally, while high coefficient alpha is a necessary condition for a scale to be unidimensional, 

                                                 
14 Coefficient alpha is also referred to as Guttman-Cronbach alpha. According to McDonald (1999) the 
coefficient is often incorrectly attributed to Cronbach (1951), while Guttman (1945) was the first to 
publish coefficient alpha. In the present thesis this index will be referred to as coefficient alpha. 
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a high value is still not a sufficient condition for the scale to have unidimensional properties 

(Nunnally & Bernstein, 1994). 

After introducing the types of factor solutions that can be obtained in factor analysis, these 

shall be further discussed in the context of this thesis. Firstly, unidimensionality of each heiQ 

subscale was considered an important condition for the measurement of outcomes of self-

management interventions. If any one subscale was composed of factorially complex items, 

it would not be possible to ascertain in which area the self-management intervention had had 

an impact. The factor patterns were therefore specified in a way that each item loaded on 

one factor only. Secondly, no correlated errors of items across factors were allowed. For the 

same reason as before, an association between items of different factors suggests problems 

with the validity of an instrument (Hair et al., 2006). Hence, in the heiQ re-validation it was 

aimed to avoid inter-factor correlated errors. Thirdly, correlated errors within the same factor 

(intra-factor) had to be minimal. When items of the same factor share excess unique 

variance, this again alludes to problems with the validity and/or dimensionality of a scale 

(Hair et al., 2006). Finally, it was aimed to demonstrate coefficient alpha of 0.70 or higher for 

each heiQ subscale to be reasonably reliable. 

 

4.2.4 Summary 

The previous sections provided an overview of the terminology used in the context of factor 

analysis. In particular, the distinction between the different applications of factor analysis was 

important because these are frequently used throughout the remainder of the thesis. In view 

of the different types of solutions that can be obtained in factor analyses, these concepts 

were further discussed with reference to their application in this thesis. Therefore, the basic 

conditions for the planned re-validation of the heiQ were established including a discussion 

of topics pertaining to unidimensionality, correlated errors, and coefficient alpha. 

 

4.3 Structural equation modeling (SEM) 

4.3.1 Introduction 

Factor analysis forms a cornerstone of structural equation modeling (SEM) which was the 

main statistical method applied in Chapters 5 and 6. SEM is a technique that combines factor 

analysis and regression analysis to solve multivariate research questions at a group level 

(Bollen & Arminger, 1991). The technique is also often referred to as the analysis of the 

structure of correlation/covariance matrices (Bollen, 1989; Rust & Golombok, 1999). The 
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generally accepted procedure of SEM involves the following five steps (Bollen & Long, 1993; 

Jöreskog, 1993): 

(1) model specification; 

(2) model identification; 

(3) model estimation; 

(4) model evaluation / testing model fit; 

(5) model modification / respecification. 

 

4.3.2 LISREL matrices and notation 

The generic SEM model is composed of two measurement models and a structural model. 

The measurement models define the relations between observed and latent variables and 

can therefore be compared with the factor model described in Section 4.2. In contrast, the 

structural model represents the regression of one latent variable on another latent variable 

(Bollen, 1989; Byrne, 1998). To make further descriptions of this method easier, a full SEM 

model is depicted in Figure 33. It illustrates heiQ subscale Positive and Active Engagement 

in Life and incorporates the measurement model of the pretest (X-model), the structural path 

from the latent variable of the pretest to the latent variable of the posttest, and the Y-model, 

i.e. the measurement model of the posttest. 

 

δ1 x1 y1 ε1

δ2 x2 y2 ε2

δ3 x3 y3 ε3

δ4 x4 y4 ε4

δ5 x5 y5 ε5

γ11

             Pretest        Posttest

ξ1 η1

λ11
(x)

λ21
(x)

λ51
(x)

λ41
(x)

λ31
(x)

λ11
(y)

λ21
(y)

λ31
(y)

λ41
(y)

λ51
(y)

 

Figure 33  Structural equation model – illustrating Positive and Active Engagement in Life 
(see Table 14 for a legend of the LISREL notation) 
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In illustrations of SEM models, observed variables are generally represented by squares and 

latent variables are represented by circles. Curves with arrows pointing in both directions 

represent correlations (not shown in Figure 33, see Figure 34) and a straight arrow with a 

single head represents a causal path from the base of the arrow to the point of the arrow 

(Bollen, 1989). The base is generally referred to as the exogenous variable, whereas the 

variable that the arrow is pointed to is referred to as the endogenous variable. 

As mentioned in Section 2.3.5, the SEM computer program LISREL version 8.72 (Jöreskog & 

Sörbom, 1996-2001) was used for the analyses in Chapters 5 and 6. Given that the notation 

is specific to this software, an overview of the terminology is provided hereafter. 

In LISREL the full SEM model is composed of thirteen matrices/vectors. Eight of these are 

part of the standard LISREL output with four relating to the measurement models. The first of 

these matrices contains the factor loadings of the observed variables on the latent variables. 

In LISREL notation this matrix is referred to as the Lambda-X matrix (Λx) with the latent 

variable being called Ksi (ξ) and the regression coefficients from ξ to the observed variables 

being λx (see Figure 33). A second matrix of the X-model contains the error variances of the 

observed variables and is referred to as the Theta-delta matrix (Θδ). Both these matrices of 

parameters of the X-model are mirrored in the Y-model with the Lambda-Y matrix (Λy) 

relating the latent variable Eta (η) to the observed y-variables, while the Theta-epsilon matrix 

Θε contains error variances of the y-variables. Mathematically the relationship between the 

different variables, the factor loadings, and the error variances can be expressed as follows: 

x = Λxξ + θδ 

y = Λyη + θε  

Hence, each observed variable can be expressed as a function of their loading on the latent 

variable plus error variance (Bollen, 1989). 

While the first four matrices of the standard LISREL output describe the two measurement 

models, the remaining four matrices are part of the structural model. Of these, three matrices 

contain information that is rather important for models that contain at least two latent 

exogenous and two latent endogenous variables. Figure 34 is therefore an extension of 

Figure 33 to better represent these matrices. It illustrates the heiQ subscales Positive and 

Active Engagement in Life, and Health-Directed Behaviour. 

The first matrix of the structural model is the Phi matrix (Φ). It is a variance-covariance matrix 

containing the variances of each latent variable of the X-model and the covariances of these 

ξ’s (see Figure 34). The second matrix is the Gamma matrix (Γ) which contains regression 
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coefficients that relate the latent exogenous ξ to the latent endogenous variable η. These 

coefficients are depicted as γ11, γ21, γ12, and γ22 in Figure 34. To the right of Figure 34 two 

further matrices can be defined. The Beta matrix (Β) is a regression matrix that describes the 

association between the η’s, with models being referred to as nonrecursive models in case 

the paths between these η’s go in both directions (Bollen, 1989). Finally, the Psi matrix (Ψ) 

contains the error variances and covariances Zeta (ζ) (Byrne, 1998; Jöreskog & Sörbom, 

1996-2001). These result from the assumption that the endogenous latent variables are 

measured with error that is not explained by the model (Schumacker & Lomax, 2004). In 

SEM it is further assumed that these error terms correlate, i.e. ζ1 and ζ2 are correlated (not 

shown in Figure 34). The relationships between these matrices can be expressed as: 

η = Βη + Γξ + ζ 

This equation shows that η can be expressed as a function of its regression on other η’s plus 

the regression of η on ξ plus the error term ζ (Bollen, 1989). Applied to the model in Figure 

34, this equation is obtained by adding all arrows that are pointed to η, i.e. η1 would be 

expressed as:  η1 = β12η2 + γ11ξ1 + γ12ξ2 + ζ1. 

 

δ1 x1 y1 ε1

δ2 x2 y2 ε2

δ3 x3 y3 ε3

δ4 x4 y4 ε4

δ5 x5 y5 ε5

δ6 x6 y6 ε6

δ7 x7 γ22 y7 ε7

δ8 x8 y8 ε8

δ9 x9 y9 ε9ζ2

 γ21

 γ12 φ21
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Figure 34  Structural equation model – illustrating Positive and Active Engagement in Life, 
and Health-Directed Behaviour (see Table 14 for a legend of the LISREL notation) 
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Finally, the standard LISREL model is based on the following assumptions (Bollen, 1989; 

Jöreskog & Sörbom, 1996-2001; Nunnally & Bernstein, 1994): 

(1) δ and ξ are uncorrelated; 

(2) ε and η are uncorrelated; 

(3) ζ and ξ are uncorrelated; 

(4) δ, ε and ζ are mutually uncorrelated; 

(5) the diagonal elements of Β are zero. 

As mentioned before, five further LISREL matrices exist that are not part of the standard 

LISREL output. Unless explicitly specified, these additional matrices default to zero matrices 

(Jöreskog & Sörbom, 1996-2001). One of the additional matrices is the Theta-delta-epsilon 

matrix Θδε, a matrix that contains the correlated errors between the x- and y-variables. This 

matrix is a covariance matrix (Jöreskog & Sörbom, 1993) and is typically used in situations 

with repeated measures. Given that in repeated measures the same variable is measured at 

least twice over a period of time, it is assumed that a portion of the error variance correlates, 

i.e. the portion of the error that is specific to the variable and not random measurement error 

is expected to correlate over time (Jöreskog & Sörbom, 1996-2001). Most analyses of this 

thesis involved repeated measures. Hence, Θδε was frequently included in the models. As a 

consequence of defining Θδε, the 4th assumption of the standard LISREL model as outlined 

above was relaxed in a way that θδ and θε of the same item were allowed to correlate. 

The remaining four matrices – or more specifically vectors (Bollen, 1989) – that are not part 

of the standard LISREL model are used in analyses of mean structures. They are convenient 

to be included in certain circumstances such as those when researchers want to compare 

the latent means of multiple groups. In general, the parameters of these matrices are not 

identified unless several constraints are imposed on the model. In multigroup models only 

few conditions need to be imposed, whereas in single groups multiple conditions are 

necessary (Jöreskog & Sörbom, 1996-2001). To model these mean structures in LISREL 

four intercept terms are added to the model. These are the mean parameters of the observed 

variables and the mean parameters of the latent variables (Jöreskog & Sörbom, 1996-2001; 

Schumacker & Lomax, 2004). The intercepts of the observed variables are called Tau X (τx) 

for the x-variables and Tau Y (τy) for the y-variables. Mathematically they can be expressed 

as follows (Jöreskog & Sörbom, 1996-2001; Sörbom, 1974): 

x = τx + Λxξ + θδ 

y = τy + Λyη + θε  
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These equations are extensions of the previous equations with the addition of the intercepts. 

The vector of these intercepts contains the expected value of the observed variable when its 

latent variable is zero and is interpreted in the same way as the constant term in a regression 

equation (Bollen, 1989), i.e. the point of intersection with the y-axis. While intercept terms are 

used to define the mean of an observed variable, it is generally not equal to the mean. 

Instead, the mean of an observed variable can be understood as a construction of the means 

of the latent variables and the structural coefficients (Byrne, 1998), i.e. the observed mean is 

determined by the intercept and the latent mean multiplied by the factor loading (Oort, 

2005b) and it is only equal to the intercept when the latent mean is zero (Bollen, 1989). 

While the previous vectors referred to the means of the observed variables, the remaining 

two vectors contain the parameters of the factor means. These are referred to as Kappa (κ) 

and Alpha (α) with the former representing the mean of ξ and the latter referring to the mean 

of η. The determination of the mean of ξ is straightforward, i.e. it can be derived from the 

equation for the expected value of x (Bollen, 1989): 

E(x) = τx + Λxκ 

In contrast, the estimation of the mean of η is more complex. Mathematically η can be 

expressed by extending the equation of the structural model (Bollen, 1989): 

η = α + Βη + Γξ + ζ 

Hence, η is now not only a function of the structural coefficients but it additionally contains 

the intercept parameter α. The expected value of η can then be expressed as (Bollen, 1989): 

E(η) = (I - Β)-1(α + Γξ + ζ) 

= (I - Β)-1(α + Γκ) 

As expressed in the last equation, the mean of η is determined by the structural parameters 

in the Beta and the Gamma matrix and the intercept parameters α and κ. Following from the 

above equations, the vectors of the means of the y-variables can be expressed as follows 

(Bollen, 1989; Jöreskog & Sörbom, 1996-2001): 

E(y) = τy + Λy(I - Β)-1(α + Γκ) 

While the first part of the equation resembles the equation for the expected value of x, the 

second part includes the rather complex expression for the expected values of η (Jöreskog & 

Sörbom, 1996-2001). 
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For a final overview of the LISREL matrices and vectors, these are summarised in Table 14. 

Given that the Theta-delta-epsilon matrix and the four vectors of the means model are not 

part of the standard LISREL model, these are shaded in grey. Apart from the symbols of the 

parameters, the name of each of the matrices and vectors and their respective symbols, a 

short description is provided. 

 
Table 14  Overview of the eight standard LISREL matrices, the Theta-delta-epsilon matrix, and 
the four vectors for the analysis of mean structures 

Matrix / 
vector 
number 

Parameter 
symbol Name 

Matrix / 
vector 
symbol 

Description 

    1 λx Lambda-X Λx Factor loadings in the X-model 

2 θδ Theta-delta Θδ Residuals of the x-variables 

3 λy Lambda-Y Λy Factor loadings in the Y-model 

4 θε Theta-epsilon Θε Residuals of the y-variables 

5 φ Phi Φ Variances and covariances of the latent 
exogenous variables 

6 γ Gamma Γ Causal path between latent endogenous and 
latent exogenous variable 

7 β Beta Β Causal path between latent endogenous 
variables 

8 ψ Psi Ψ Variances and covariances of the 
endogenous error terms 

9 θδε 
Theta-delta-
epsilon Θδε 

Correlated errors between the x- and y-
variables 

10 τx Tau-X Τx Intercepts of the x-variables 

11 τy Tau-Y Τy Intercepts of the y-variables 

12 κ Kappa Κ Intercepts of the latent exogenous variables 

13 α Alpha Α Intercepts of the latent endogenous variables 

 

4.3.3 Parameter estimation for non-normal ordinal data 

Several methods exist for the parameter estimation of the LISREL matrices. Given that the 

method is crucial for later data interpretations, the selection of the method should be based 

on the distributional properties and the scaling of the data. As mentioned in Section 2.3.5, 

because of the non-normal distribution of the heiQ data, all present analyses were based on 

the moment matrix and its asymptotic covariance matrix (Jöreskog, 2002-2005; Schumacker 

& Lomax, 2004). While the distributional properties of the data were one reason for the 

selection of the parameter estimation method that was used in this thesis, the selection of 
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this technique was also based on the ordinal properties of the heiQ scale (see Section 2.2.3). 

Given that the latter reason has not yet been discussed, all issues related to this particular 

scaling of questionnaire items are introduced hereafter. 

The main challenge of ordinal data is the interpretation of obtained scores as these data 

have no units of measurement. Inter-person and intra-person across-occasion comparisons 

are problematic if data are ordinal because no statement can be made about the magnitude 

of the difference between two scores (Jöreskog & Sörbom, 1996-2002; Stucki et al., 1996). 

Consequently, the input matrices as well as the parameter estimation need to be based on 

techniques that are appropriate for ordinal data (Jöreskog & Sörbom, 1996-2002; Muthén, 

1984; Olsson, 1979). As a result of developments over the past decades, such techniques 

are now readily available in SEM computer programs such as the recent LISREL versions 

(Jöreskog, 2002-2005; Jöreskog & Sörbom, 1996-2002). Based on first publications in the 

late 1970s and mid 1980s (Muthén, 1984; Olsson, 1979) the LISREL user can now request 

polychoric correlations with the asymptotic covariance matrix, which are the input matrices 

recommended to be used with ordinal data (Hipp & Bollen, 2003; Jöreskog, 1994, 2002-

2005). 

It is helpful to provide some information on the theory behind polychoric correlations. When 

calculating these correlations it is assumed that a normally distributed continuous variable 

underlies each ordinal variable (Jöreskog, 1994; Olsson, 1979). This approach is in line with 

assertions that ordinal data are intrinsically quantitative (Agresti, 1984). That is, although 

ordinal variables should not be treated as if they were continuous (Jöreskog & Sörbom, 

1996-2002), they should neither be treated as if they were categorical, as it is often the case 

when researchers apply nominal methods (Agresti, 1984). This assumption of an underlying 

continuity can be visualised by imagining the normal curve being cut into sections according 

to the frequency distributions in each response category. The points where the normal curve 

is being cut are commonly referred to as thresholds (Olsson, 1979) and are determined from 

the univariate marginal distribution function. These thresholds are then used to estimate the 

polychoric correlations which are derived from the bivariate marginal likelihoods based on the 

thresholds (Jöreskog, 1994; Olsson, 1979). The computation of polychoric correlations is the 

first step that is necessary for the parameter estimation of ordinal data. These correlations 

can then be used as the basis for calculating the matrix of asymptotic variances and 

covariances of these correlations, commonly named the asymptotic covariance matrix. This 

matrix forms the second essential input matrix (Jöreskog, 2002-2005). 

For the parameter estimation of ordinal data, the weighted least squares (WLS) method has 

been recommended (Jöreskog & Sörbom, 1996-2001). The main drawback of this method, 

however, is that it requires a large sample size because the asymptotic covariance matrix 
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needs to be inverted (Jöreskog, 2002-2005). Given that these sample requirements are often 

not met, robust maximum likelihood (RML) has been described to be an alternative method 

to analyse ordinal data (Jöreskog, 2002-2005). RML has the further advantage of providing 

the Satorra-Bentler chi-square (χ²SB) which corrects for non-normality (Satorra & Bentler, 

1988, 1994). This chi-square takes the multivariate kurtosis of the data into account (Curran 

et al., 1996; Hu & Bentler, 1995) and it has been shown to work well regardless of data 

distribution (Bollen, 1989; Hu & Bentler, 1995; Jöreskog, 2002-2005), ordinal scaling 

(DiStefano, 2002; Jöreskog, 2002-2005), and with samples as small as n=200 (Bentler & 

Yuan, 1999; Jöreskog, 2002-2005). For these reasons, RML was considered appropriate for 

the analysis of the heiQ data. Moreover, RML has been applied in previous published work 

on the heiQ (Osborne et al., 2007), i.e. it was useful to employ the same method to make 

results comparable. 

The application of these ordinal techniques in LISREL generally involves the following three 

steps (Jöreskog, 1990, 1994; Jöreskog & Moustaki, 2001): 

(1) Estimation of the thresholds in PRELIS, LISREL’s data pre-processor program that was 

mentioned in Section 2.3.5; 

(2) Estimation of the input matrices based on polychoric correlations and asymptotic 

covariances in PRELIS; 

(3) Estimation of the model parameters in LISREL. 

Unless it is necessary to impose further conditions on the thresholds, the first two steps are 

generally carried out in one PRELIS step. That is, when requesting the matrix of polychoric 

correlations, PRELIS automatically estimates all thresholds and bases the requested matrix 

on these thresholds. The computation of correlations, however, also implies that the means 

and standard deviations of the underlying continuous variables are standardised to zero and 

one respectively. This standardisation, however, may not be optimal because changes in the 

frequency distributions of variables may indicate that means and/or standard deviations of 

the underlying continuous variables changed. Jöreskog (2002-2005) therefore developed an 

alternative parameterisation. By computing covariances instead of polychoric correlations, it 

is achieved that the first two thresholds are held constant so that the means and the standard 

deviations can be estimated (Jöreskog, 2002-2005). This alternative parameterisation is also 

particularly important in models that involve observed and latent means. Given that some 

models in the present research included the analysis of mean structures, the alternative 

parameterisation was applied. 
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4.3.4 Model evaluation 

Following the five steps introduced in Section 4.3.1, it is necessary to evaluate whether the 

model fits the data once the model has been estimated. Several criteria can be used to judge 

whether or not the model is acceptable. To assess how well the data are represented by the 

model, it has been recommended to examine the fit statistics as well as the residual matrix 

(Browne et al., 2002). However, the main problem pertaining to the interpretation of the fit 

statistics is that neither the selection of the indices nor the cut-off values has been universally 

agreed upon. In particular, the cut-off points that are currently applied are somewhat arbitrary 

as they evolved from experience rather than theory. Hence, they must be treated cautiously. 

It is useful to interpret them relative to other models and relative to the content area (Marsh 

et al., 2004) as high values may be crucial in developed areas, whereas low values may be 

suitable in less developed areas (Bollen, 1989). Finally, fit indices only provide information on 

whether or not a model fits the data but they cannot prove causality or plausibility (Bollen, 

1989), i.e. even in the case of good fit statistics, subjective judgement is still necessary for 

the final decision regarding model fit (Browne & Cudeck, 1989; Marsh et al., 2004). 

In this thesis the model evaluation was guided by three criteria. Firstly, a combination of 

indices was chosen for a comprehensive assessment of model fit, i.e. a range of qualitatively 

different fit statistics was applied (Bollen & Long, 1993; Marsh et al., 1996; Tanaka, 1993). 

To maximise the range of indices, at least one of each of the following three categories was 

selected: absolute fit, absolute misfit, and incremental fit indices (Bollen, 1989; Browne et al., 

2002). The cut-off points were based on suggestions in the literature (Browne & Cudeck, 

1989; Hair et al., 2006; Hu & Bentler, 1999). Secondly, while these indices were used as a 

means to support the evaluation of the model fit, the interpretation and subsequent model re-

specifications were also guided by the research questions (Browne & Cudeck, 1989; Marsh 

et al., 1988; Marsh et al., 2004). Thirdly, modification indices (MIs), standardised residuals, 

and other components of the model as provided in the LISREL output were closely examined 

as they provide crucial information on the model (Bollen & Long, 1993). MIs are particularly 

helpful as they can lead to significant improvements of the model fit. 

The following paragraphs provide an introduction to the different categories of fit indices, with 

those that were selected for the evaluation of the present models described in more detail. 

 

Absolute fit indices 

These types of fit indices are directly derived from the fit of the model, i.e. they do not rely on 

the comparison to a baseline model (Browne et al., 2002). The most prominent index of this 
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category is the χ² statistic (Gerbing & Anderson, 1993) which is based on the comparison of 

the model covariance matrix with the sample covariance matrix. Hence, if a non-significant χ² 

is obtained, this indicates that the two matrices do not differ significantly, i.e. it indicates that 

the model fits well (Bollen, 1989). However, the application of χ² has been criticised for being 

inflated by sample size15, size of the model, and data non-normality, while being understated 

as more parameters are added to the model (Bollen, 1989; Browne & Cudeck, 1989; Hu & 

Bentler, 1995). To respond to some of these issues, derivatives of the χ² statistic have been 

developed (Bollen, 1989; Jöreskog, 1993; Kline, 2005; Tanaka, 1993). The one applied in the 

thesis is the χ²SB which corrects for data non-normality (Satorra & Bentler, 1988, 1994). 

For the present thesis some limitations are attached to the interpretation of χ²SB. In view of 

the relatively large sample size in the re-validation (n=949) and size of the model consisting 

of 42 variables and eight factors, χ²SB was interpreted relative to the sample size as well as 

complexity of the models. Given that the χ²SB was not taken as the sole indicator of model fit 

(Bollen & Long, 1993), the notion of fit was relaxed in a way that a significant χ²SB was 

considered acceptable if the remaining fit indices indicated satisfactory fit. In contrast, those 

fit indices that are less directly influenced by sample and model size were expected to meet 

at least the requirements of acceptable fit (Browne & Cudeck, 1989). 

 

Absolute misfit indices 

In the same manner as the former family of fit statistics, absolute misfit indices do not rely on 

the comparison to a baseline model. A main characteristic of misfit indices is that a small 

value is a sign of good model fit, with zero indicating perfect fit (Browne et al., 2002). Two 

indices that are often applied – and which were used in this study – are SRMR (standardised 

root mean square residuals) and RMSEA (root mean square error of approximation). 

While most goodness-of-fit indices are somewhat related, SRMR has been found to perform 

uniquely different to most fit indices (Hu & Bentler, 1999). Despite its relative independence, 

a further reason explaining why SRMR is a crucial component of model evaluation is that it 

helps detect potential sources of model misfit (Browne et al., 2002). The closer the SRMR 

statistic is to zero, the smaller the remaining residuals in the model and the better model fit. It 

is calculated by taking the square root of the mean squared residuals, i.e. the average 

deviation of observed and predicted variances and covariances (Hair et al., 2006). Although 

no clear cut-off value exists, SRMR of up to 0.08 is generally considered acceptable (Byrne, 

1998; Hair et al., 2006). 

                                                 
15 The sample size effect has been found to be negligible when target models were true, but 
substantial when models were false (Marsh et al., 1988). 
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The RMSEA is an absolute misfit index that attempts to correct for sample size and model 

complexity (Hair et al., 2006; Steiger, 1990). By incorporating both sample size and degrees 

of freedom and by meeting the requirement of model parsimony, RMSEA has become one of 

the most popular indices (Browne & Cudeck, 1989; Browne & Du Toit, 1991; Fan et al., 1999; 

Jöreskog & Sörbom, 1993). Although it appears to overrate model fit when samples get 

small, RMSEA has been described to be largely unaffected by sample size and shown to 

work well across a number of conditions (Fan et al., 1999). A further advantage is that its 

distributional properties are known which allows for the calculation of confidence intervals 

(Hair et al., 2006; MacCallum et al., 1996). It has been suggested that a value of <0.05 

indicates close fit, while a value of <0.08 is considered acceptable fit (Browne & Cudeck, 

1989). Hu and Bentler (1999) undertook simulation studies on combinations of fit indices. 

They found that a combination of a cut-off value of <0.06 for RMSEA with SRMR <0.09 (or 

<0.10) yielded best results (Hu & Bentler, 1999). 

In this thesis the guidelines for the interpretation of SRMR and RMSEA were set as follows: 

provided all remaining fit indices were satisfactory, models were immediately accepted with 

SRMR of 0.05 or less (Byrne, 1998). Further, models with SRMR between 0.05 and 0.10 

were generally inspected more closely before making a decision on acceptance or rejection 

of the model. However, in case all remaining fit indices were acceptable, the absolute cut-off 

for SRMR was set at 0.10. For RMSEA, both its actual value and the according confidence 

interval (CI) were taken into consideration as has been suggested by several researchers 

(Jöreskog, 2002-2005; MacCallum et al., 1996). The reason for employing the CI of RMSEA 

is to be able to report the results with 90% confidence (Browne & Cudeck, 1989). The cut-off 

value for RMSEA was set at 0.06 (Hu & Bentler, 1999) with the upper bound of its CI being 

no larger than 0.10 (Hair et al., 2006). 

 

Incremental / comparative fit indices 

In contrast to the absolute fit indices, incremental fit indices rely on the comparison of the 

target model to an alternative or a baseline model (Marsh et al., 1988). They generally fall in 

the range between 0 and 1 (Marsh et al., 1996) with numbers closer to 1 indicating better 

model fit (Hair et al., 2006). While a range of incremental fit indices exists, each has benefits 

and shortcomings. Of these, the comparative fit index (CFI) (Bentler, 1990) appears to be 

one of the most suitable indices. It has been shown to work well across a range of conditions 

(Fan et al., 1999; Gerbing & Anderson, 1993; Marsh et al., 1996) such as being largely 

unaffected by sample size (Fan et al., 1999) and being normed between 0 and 1 (Bentler, 

1990; Hair et al., 2006). While the latter property comes at the expense of a small downward 
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bias with decreasing sample size (Bentler, 1990; Gerbing & Anderson, 1993), this is 

outweighed by its otherwise strong performance (Bentler, 1990). 

Incremental fit indices are generally considered to indicate unsatisfactory model fit when they 

drop below 0.90 (Hair et al., 2006). Given that it has been recommended to report a range of 

statistics (Bollen & Long, 1993; Marsh et al., 1996; Tanaka, 1993), it has become common 

practice to report cut-off values in the context of a second fit index as previously shown in the 

context of absolute misfit indices. For CFI, different combinations of cut-off values have been 

suggested. For example, in combination with SRMR, cut-off values of 0.92 (Hair et al., 2006) 

or 0.96 (Hu & Bentler, 1999) have been recommended. Hence, the minimum value for CFI 

was set at 0.92, while models with CFI between 0.92 and 0.96 were inspected more closely. 

 

4.3.5 Summary 

This section provided an introduction to SEM which included a discussion of the parameter 

estimation technique for ordinal data and issues related to the evaluation of model fit. While 

the latter process is relatively subjective (Marsh et al., 2004) and cut-off values are not to be 

applied in a definitive way (Bollen & Long, 1993; Gerbing & Anderson, 1993; Tanaka, 1993), 

it was necessary to set some guidelines to make subsequent analyses comprehensible. The 

fit indices that were selected to judge upon model fit (χ²SB, SRMR, RMSEA, and CFI) were 

therefore assumed to provide a basis for the evaluation of the model, whereas each cut-off 

value was interpreted relative to the remaining fit indices to ensure that the fit of each model 

was judged in a broader context. Further aspects of this broader context were other model 

components such as the size of respective factor loadings. Finally, subjective judgement of 

the researcher was considered essential in this process of evaluating model fit. 

 

4.4 The factor structure of the Health Education Impact Questionnaire (heiQ) 

4.4.1 Introduction 

In preparation for subsequent analyses, the final section of this chapter describes the factor 

structure of the heiQ. As stated in Section 3.7, the analyses of Chapters 5 and 6 required the 

application of a questionnaire with good psychometric properties. Given that these analyses 

investigated response shift and social desirability bias, the quality of the data was important 

as it was critical that the degree of model fit could exclusively be traced back to the research 

questions rather than weaknesses in the questionnaire. Given that the heiQ is a relatively 

new instrument and its validation was based on subjects drawn from a different population 
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(Osborne et al., 2007) than the subjects of the current sample, it was considered necessary 

to re-validate the heiQ. While the initial validation sample had been recruited from a broader 

population with almost half of the subjects being outpatients of the Royal Melbourne Hospital 

(Osborne et al., 2007), the sample of the present research solely consisted of participants of 

self-management courses (see Section 2.2.3). 

 

4.4.2 Specific methods 

Given that the criteria for the execution of factor analysis were discussed in Section 4.2, the 

description of the specific methods of the heiQ re-validation is kept concise. The re-validation 

was carried out on pretest heiQs of all course participants who were included in the research 

(n=949). Following from Section 4.3.3, RML was used for the parameter estimation hence 

the input matrices were polychoric covariances and the asymptotic covariance matrix. The 

re-validation followed Jöreskog’s 3-step approach (Jöreskog, 1993). In this approach the 

hypothesised factor structure is gradually built up with each step providing additional 

information about the property of each item in the context of its factor and in the context of 

the whole questionnaire. The three steps can be summarised as follows: 

(1) In the first step, one-factor models are defined, i.e. in the present case eight one-factor 

models were specified. These models are then examined for potential correlated errors 

(θδ) between items that are hypothesised to belong to the same factor; 

(2) This step is followed by a specification of two-factor models. As a result of applying every 

combination of the eight subscales, 28 models were specified. In this step each item is 

inspected for a) additional correlated errors with items of the same factor (intra-factor), b) 

correlated errors with items of different factors (inter-factor), and c) significant loadings on 

factors other than their hypothesised factor (cross-loadings); 

(3) Finally, the full factor model combining all eight subscales was specified. In this last step, 

suggested MIs were inspected and information that had been obtained in the previous 

two steps was used as these steps had already alluded to potential problem items. 

 

4.4.3 Results 

Step 1 – one-factor models 

The eight one-factor models largely resulted in good fit of each respective model. As shown 

in Table 15, the first two heiQ subscales showed excellent fit with both suggesting a non-
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significant χ²SB. The remaining indices were RMSEA=0.0 (90% CI, 0.0-0.022), CFI=1.0, 

SRMR=0.007, and coefficient alpha=0.85 for Positive and Active Engagement in Life, and 

RMSEA=0.0 (90% CI, 0.0-0.058), CFI=1.0, SRMR=0.007, and coefficient alpha=0.82 for 

Health-Directed Behaviour. 

The third subscale Skill and Technique Acquisition indicated some problems. While model fit 

was acceptable, item “I am very good at using aids and devices to make my life easier“ 

(q3_2) had a substantially lower loading (0.45) and small factor score regression coefficient 

compared with the other items of the subscale. It was therefore decided to exclude this item 

to ensure that this heiQ subscale consisted of strong indicators only. The fit statistics of the 

reduced four-item factor were: χ²SB(2)=8.2 (p=0.016), RMSEA=0.057 (90% CI, 0.021-0.100), 

CFI=1.0, SRMR=0.023, and coefficient alpha=0.79 with all factor loadings >0.60. 

Constructive Attitudes and Approaches showed good model fit with χ²SB(5)=14.4 (p=0.013), 

RMSEA=0.045 (90% CI, 0.019-0.072), CFI=1.0, SRMR=0.021, and coefficient alpha=0.85. 

Self-Monitoring and Insight consisting of seven heiQ items indicated acceptable model fit. In 

view of a large correlated error between “I know what things can trigger my health problems 

and make them worse” (q5_3) and “I know when my lifestyle (e.g., exercise, diet, stress) is 

creating health problems for me” (q5_7), model fit was compared with a) allowing for this 

correlated error or b) excluding one of the items. Given that the content of the two items was 

somewhat similar and both a) and b) showed a similar improvement to model fit, it was 

decided to exclude one of the items to avoid correlated errors in this subscale. This led to an 

exclusion of item q5_7 as it had a slightly smaller factor loading and smaller factor score 

regression coefficient than item q5_3, and model fit was substantially better when q5_7 was 

excluded. The fit statistics of the reduced six-item subscale were: χ²SB(9)=32.4 (p<0.001), 

RMSEA=0.052 (90% CI, 0.034-0.072), CFI=0.99, SRMR=0.036, and coefficient alpha=0.72. 

The fit statistics of Health Service Navigation suggested somewhat suboptimal fit. With high 

standardised residuals for item “I confidently give healthcare professionals the information 

they need to help me” (q6_3), and later models regularly indicating problems with this item, it 

was decided to exclude it. The fit indices of the four-item model were: χ²SB(2)=7.7 (p=0.022), 

RMSEA=0.055 (90% CI, 0.018-0.098), CFI=1.0, SRMR=0.019, and coefficient alpha=0.82. 

The initial model fit of subscale Social Integration and Support was acceptable. Given that 

item “When I feel ill, my family and carers really understand what I am going through” (q7_5) 

indicated some high standardised residuals, the model was again tested excluding this item. 

Given that model fit improved significantly, it was decided to discard this item. The fit indices 

of the reduced four-item subscale were: χ²SB(2)=3.0 (p=0.225), RMSEA=0.023 (90% CI, 0.0-

0.072), CFI=1.0, SRMR=0.011, and coefficient alpha=0.86. 
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Finally, Emotional Well-Being indicated acceptable model fit with χ²SB(9)=34.5 (p<0.001), 

RMSEA=0.055 (90% CI, 0.036-0.075), CFI=1.0, SRMR=0.026, and coefficient alpha=0.89. 

 

Table 15  Step 1 of Jöreskog's 3-step procedure; eight one-factor models on heiQ pretests (n=949) 

 Item # / 
# on heiQ Item Loading Error FSR 

1. Positive and Active Engagement in Life    
 q1_1 / Q11 I am doing interesting things in my life 0.86 0.27 0.308

 q1_2 / Q3 Most days I am doing some of the things I really 
enjoy 0.72 0.48 0.173

 q1_3 / Q7 I try to make the most of my life 0.75 0.44 0.166

 q1_4 / Q16 I have plans to do enjoyable things for myself during 
the next few days 0.74 0.46 0.178

 q1_5 / Q30 I feel like I am actively involved in life 0.79 0.38 0.198

 Fit statistics: χ²SB(5)=1.8, p=0.881; RMSEA=0.0 (90% CI, 0.0; 0.022); CFI=1.0; SRMR=0.007. 
Coefficient alpha: 0.85 

2. Health-Directed Behaviour    

 q2_1 / Q40 I walk for exercise, for at least 15 minutes per day, 
most days of the week 0.81 0.35 0.286

 q2_2 / Q5 
I do at least one type of physical activity every day 
for at least 30 minutes (e.g., walking, gardening, 
housework, golf, bowls, dancing, Tai Chi, swimming) 

0.77 0.42 0.222

 q2_3 / Q15 
On most days of the week, I do at least one activity 
to improve my health (e.g., walking, relaxation, 
exercise) 

0.72 0.48 0.152

 q2_4 / Q24 On most days of the week, I set aside time for 
healthy activities (e.g., walking, relaxation, exercise) 0.85 0.28 0.323

 Fit statistics: χ²SB(2)=1.4, p=0.504; RMSEA=0.0 (90% CI, 0.0; 0.058); CFI=1.0; SRMR=0.007. 
Coefficient alpha: 0.82 

3. Skill and Technique Acquisition    

 q3_1 / Q17 When I have symptoms, I have skills that help me 
cope 0.82 / 0.83 0.33 0.336

 q3_2 / Q2 I am very good at using aids and devices to make my 
life easier 0.45 / N/A* 0.80 0.053

 q3_3 / Q36 I have effective skills that help me handle stress 0.73 / 0.72 0.47 0.182

 q3_4 / Q14 I have a very good idea of how to manage my health 
problems 0.71 / 0.70 0.50 0.168

 q3_5 / Q10 
I have effective ways to prevent my symptoms (e.g., 
discomfort, pain and stress) from limiting what I can 
do in my life 

0.64 / 0.63 0.59 0.153

 Fit statistics: χ²SB(5)=15.1, p=0.010; RMSEA=0.046 (90% CI, 0.021; 0.074); CFI=1.0; SRMR= 
0.024. Coefficient alpha: 0.77 

 Fit statistics: χ²SB(2)=8.2, p=0.016; RMSEA=0.057 (90% CI, 0.021; 0.100); CFI=1.0; SRMR= 
0.023. Coefficient alpha: 0.79 (model excluding q3_2) 

4. Constructive Attitudes and Approaches    
 q4_1 / Q39 If others can cope with problems like mine, I can too 0.68 0.54 0.084

 q4_2 / Q18 I try not to let my health problems stop me from 
enjoying life 0.75 0.43 0.107

 q4_3 / Q35 I do not let my health problems control my life 0.85 0.28 0.263
 q4_4 / Q28 My health problems do not ruin my life 0.79 0.38 0.128

 q4_5 / Q32 I feel I have a very good life even when I have health 
problems 0.84 0.29 0.181

 Fit statistics: χ²SB(5)=14.4, p=0.013; RMSEA=0.045 (90% CI, 0.019; 0.072); CFI=1.0; SRMR= 
0.021. Coefficient alpha: 0.85 
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Table 15 (continued)  Step 1 of Jöreskog's 3-step procedure; eight one-factor models on heiQ 
pretests (n=949) 

 Item # / 
# on heiQ Item Loading Error FSR 

5. Self-Monitoring and Insight    

 q5_1 / Q41 With my health in mind, I have realistic expectations 
of what I can and cannot do 0.58 / 0.59 0.66 0.145

 q5_2 / Q4 As well as seeing my doctor, I regularly monitor 
changes in my health 0.51 / 0.51 0.74 0.094

 q5_3 / Q8 I know what things can trigger my health problems 
and make them worse 0.56 / 0.51 0.69 0.148

 q5_4 / Q22 When I have health problems, I have a clear 
understanding of what I need to do to control them 0.76 / 0.76 0.42 0.257

 q5_5 / Q19 I have a very good understanding of when and why I 
am supposed to take my medication 0.63 / 0.63 0.60 0.095

 q5_6 / Q38 I carefully watch my health and do what is necessary 
to keep as healthy as possible 0.61 / 0.64 0.63 0.191

 q5_7 / Q12 I know when my lifestyle (e.g., exercise, diet, stress) 
is creating health problems for me 0.54 / N/A* 0.71 0.102

 Fit statistics: χ²SB(14)=90.1, p<0.001; RMSEA=0.076 (90% CI, 0.061; 0.091); CFI=0.97; SRMR= 
0.057. Coefficient alpha: 0.75 

 Fit statistics: χ²SB(9)=32.4, p<0.001; RMSEA=0.052 (90% CI, 0.034; 0.072); CFI=0.99; SRMR= 
0.036. Coefficient alpha: 0.72 (model excluding q5_7) 

6. Health Service Navigation    

 q6_1 / Q21 I communicate very confidently with my doctor about 
my healthcare needs 0.87 / 0.84 0.25 0.343

 q6_2 / Q13 I have very positive relationships with my healthcare 
professionals 0.80 / 0.82 0.36 0.152

 q6_3 / Q25 I confidently give healthcare professionals the 
information they need to help me 0.62 / N/A* 0.62 0.114

 q6_4 / Q27 
I get my needs met from available healthcare 
resources (e.g., doctors, hospitals and community 
services) 

0.70 / 0.71 0.52 0.132

 q6_5 / Q34 I work in a team with my doctors and other 
healthcare professionals 0.76 / 0.77 0.43 0.199

 Fit statistics: χ²SB(5)=27.0, p<0.001; RMSEA=0.068 (90% CI, 0.004; 0.094); CFI=0.99; SRMR= 
0.030. Coefficient alpha: 0.82 

 Fit statistics: χ²SB(2)=7.7, p=0.022; RMSEA=0.055 (90% CI, 0.018; 0.098); CFI=1.0; SRMR= 
0.019. Coefficient alpha: 0.82 (model excluding q6_3) 

7. Social Integration and Support    

 q7_1 / Q20 I have enough friends who help me cope with my 
health problems 0.85 / 0.88 0.28 0.291

 q7_2 / Q33 I get enough chances to talk about my health 
problems with people who understand 0.71 / 0.69 0.50 0.133

 q7_3 / Q6 If I need help, I have plenty of people I can rely on 0.81 / 0.82 0.34 0.239
 q7_4 / Q31 Overall, I feel well looked after by friends or family 0.87 / 0.84 0.24 0.287

 q7_5 / Q23 When I feel ill, my family and carers really 
understand what I am going through 0.75 / N/A* 0.44 0.157

 Fit statistics: χ²SB(5)=32.3, p<0.001; RMSEA=0.076 (90% CI, 0.052; 0.102); CFI=0.99; SRMR= 
0.027. Coefficient alpha: 0.88 

 Fit statistics: χ²SB(2)=3.0, p=0.225; RMSEA=0.023 (90% CI, 0.0; 0.072); CFI=1.0; SRMR=0.011. 
Coefficient alpha: 0.86 (model excluding q7_5) 

8. Emotional Well-Being    
 q8_1 / Q42 If I think about my health, I get depressed 0.83 0.31 0.200
 q8_2 / Q37 I get upset when I think about my health 0.82 0.33 0.217
 q8_3 / Q26 I often feel angry when I think about my health 0.86 0.26 0.245
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Table 15 (continued)  Step 1 of Jöreskog's 3-step procedure; eight one-factor models on heiQ 
pretests (n=949) 

 Item # / 
# on heiQ Item Loading Error FSR 

8. Emotional Well-Being (continued)    

 q8_4 / Q09 My health problems make me very dissatisfied with 
my life 0.78 0.39 0.141

 q8_5 / Q1 I often worry about my health 0.70 0.52 0.138
 q8_6 / Q29 I feel hopeless because of my health problems 0.70 0.51 0.092

 Fit statistics: χ²SB(9)=34.5, p<0.001; RMSEA=0.055 (90% CI, 0.036; 0.075); CFI=1.0; SRMR= 
0.026. Coefficient alpha: 0.89 

* As this item was excluded in the second step of the model evaluation of the subscale, most factor loadings of 
 the remaining items of the scale changed slightly. 

Legend 

                                                

    
Loading: Standardised factor loading    
Error: Error variance    
FSR: Factor score regression coefficient    
χ²SB: Satorra-Bentler χ²    
RMSEA: Root mean square error of approximation    
90% CI: 90% Confidence interval    
CFI: Comparative fit index    
SRMR: Standardized root mean square residual    

 

Step 2 – two-factor models 

The specification of the two-factor models again largely confirmed the hypothesised factor 

structure of the heiQ (Osborne et al., 2007). Given that as many as 28 pairs of subscales had 

been specified, this section only provides a summary of the main findings pertaining to those 

pairs of heiQ subscales that had indicated intra- and/or inter-factor correlated errors or cross-

loadings. The interpretation of the MIs was mainly based on qualitative judgement. If the 

content of respective items was similar the result was retained for later analyses. Otherwise, 

MIs were ignored unless they indicated substantive problems within the questionnaire. 

As shown in Table 16, a correlated error between item “I try not to let my health problems 

stop me from enjoying life” (q1_3) and item “I try to make the most of my life” (q4_2) was 

suggested. Given that their respective content was similar, it was tested whether model fit 

improved when allowing for this inter-factor error. It followed that χ²SB decreased significantly 

when this correlated error was included in the model.16 As its inclusion did not indicate a 

large correlated error (0.15) and the fit of the model was acceptable without this modification, 

it was decided not to allow for this inter-factor correlated error to keep each heiQ subscale 

unambiguous. Regardless, the information was considered for later analyses. 

 
16 The chi-square difference test requires an adjustment formula for the Satorra-Bentler chi-square. 
Details on this formula are provided in Section 5.3. 
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Table 16  Summary of results of Step 2 of Jöreskog's 3-step procedure (n=949) 

Item # Two-factor models MI 

 Positive and Active Engagement in Life & Constructive Attitudes and Approaches 

q4_2 I try not to let my health problems stop me from enjoying life 
q1_3 I try to make the most of my life  

Inter-factor TD 
q4_2 and q1_3 

 Fit statistics: χ²SB(34)=149.1, p<0.001; RMSEA=0.060 (90% CI, 0.050; 0.070); CFI= 
0.99; SRMR=0.038 

 Fit statistics: χ²SB(33)=101.0, p<0.001; RMSEA=0.047 (90% CI, 0.036; 0.057); CFI= 
1.0; SRMR=0.034 (TD q4_2 and q1_3)

 Positive and Active Engagement in Life & Self-Monitoring and Insight 

q5_7 I know when my lifestyle (e.g., exercise, diet, stress) is creating 
health problems for me

q5_3 I know what things can trigger my health problems and make 
them worse 

Intra-factor TD 
q5_7 and q5_3 

q5_5 I have a very good understanding of when and why I am 
supposed to take my medication

q5_4 When I have health problems, I have a clear understanding of 
what I need to do to control them

Intra-factor TD 
q5_5 and q5_4 

 Fit statistics: χ²SB(53)=250.9, p<0.001; RMSEA=0.063 (90% CI, 0.055; 0.071); CFI= 
0.98; SRMR=0.061 

 Fit statistics: χ²SB(43)=167.2, p<0.001; RMSEA=0.055 (90% CI, 0.047; 0.064); CFI= 
0.98; SRMR=0.052 (excluding item q5_7) 

 Fit statistics: χ²SB(42)=160.9, p<0.001; RMSEA=0.055 (90% CI, 0.046; 0.064); CFI= 
0.99; SRMR=0.048 (excluding q5_7, and TD q5_5 and q5_4) 

 Health-Directed Behaviour & Self-Monitoring and Insight 

q5_7 I know when my lifestyle (e.g., exercise, diet, stress) is creating 
health problems for me

q5_3 I know what things can trigger my health problems and make 
them worse 

Intra-factor TD 
q5_7 and q5_3 

q5_6 I carefully watch my health and do what is necessary to keep as 
healthy as possible 

Cross-loading on 
HDB 

 Fit statistics: χ²SB(43)=219.4, p<0.001; RMSEA=0.066 (90% CI, 0.057; 0.075); CFI= 
0.98; SRMR=0.064 

 Fit statistics: χ²SB(34)=140.3, p<0.001; RMSEA=0.057 (90% CI, 0.048; 0.068); CFI= 
0.98; SRMR=0.053 (excluding item q5_7) 

 Fit statistics: χ²SB(33)=105.5, p<0.001; RMSEA=0.048 (90% CI, 0.038; 0.059); CFI= 
0.99; SRMR=0.046 (excluding q5_7 and LX q5_6 on HDB) 

 Skill and Technique Acquisition & Self-Monitoring and Insight 

q3_3 I have effective skills that help me handle stress 
q3_1 When I have symptoms, I have skills that help me cope  

Intra-factor TD 
q3_3 and q3_1 

q5_7 I know when my lifestyle (e.g., exercise, diet, stress) is creating 
health problems for me

q5_3 I know what things can trigger my health problems and make 
them worse 

Intra-factor TD 
q5_7 and q5_3 

 Fit statistics: χ²SB(53)=261.0, p<0.001; RMSEA=0.064 (90% CI, 0.057; 0.072); CFI= 
0.98; SRMR=0.054 

 Fit statistics: χ²SB(52)=215.5, p<0.001; RMSEA=0.058 (90% CI, 0.050; 0.066); CFI= 
0.98; SRMR=0.051 (TD q3_3 and q3_1) 

 Fit statistics: χ²SB(42)=144.8, p<0.001; RMSEA=0.051 (90% CI, 0.042; 0.060); CFI= 
0.99; SRMR=0.043 (TD q3_3 and q3_1, and excluding q5_7) 
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Table 16 (continued)  Summary of results of Step 2 of Jöreskog's 3-step procedure (n=949) 

Item # Two-factor models MI 

 Constructive Attitudes and Approaches & Health Service Navigation 

q6_3 I confidently give healthcare professionals the information they 
need to help me 

Regular large 
standardised 
residuals 

 Fit statistics: χ²SB(34)=152.7, p<0.001; RMSEA=0.061 (90% CI, 0.051; 0.071); CFI= 
0.99; SRMR=0.055 

 Fit statistics: χ²SB(26)=106.2, p<0.001; RMSEA=0.057 (90% CI, 0.046; 0.069); CFI= 
0.99; SRMR=0.052 (excluding q6_3)

 Self-Monitoring and Insight & Health Service Navigation 

q6_3 I confidently give healthcare professionals the information they 
need to help me 

Regular large 
standardised 
residuals 

q5_7 I know when my lifestyle (e.g., exercise, diet, stress) is creating 
health problems for me

q5_3 I know what things can trigger my health problems and make 
them worse 

Intra-factor TD 
q5_7 and q5_3 

 Fit statistics: χ²SB(53)=243.3, p<0.001; RMSEA=0.062 (90% CI, 0.054; 0.070); CFI= 
0.98; SRMR=0.058 

 Fit statistics: χ²SB(43)=174.9, p<0.001; RMSEA=0.057 (90% CI, 0.048; 0.066); CFI= 
0.98; SRMR=0.052 (excluding q6_3)

 Fit statistics: χ²SB(34)=106.4, p<0.001; RMSEA=0.047 (90% CI, 0.037; 0.058); CFI= 
0.99; SRMR=0.040 (excluding q6_3 and q5_7)

Legend  
MI: Suggested modification index for an item pair  
TD: Correlated error theta-delta (could be either intra- or inter-item TD) 
HDB: heiQ subscale Health-Directed Behaviour 
LX: Lambda X; cross-loading 
χ²SB: Satorra-Bentler χ² 
RMSEA: Root mean square error of approximation 
90% CI: 90% Confidence interval  
CFI: Comparative fit index  
SRMR: Standardized root mean square residual  

 

A further correlated error was observed for item “When I have symptoms, I have skills that 

help me cope” (q3_1) and item “I have effective skills that help me handle stress” (q3_3). 

Although this intra-factor error fitted relatively well with the respective content of the items, it 

was only suggested in one of the two-factor models. Hence, the information was retained for 

further analyses but it was not given much importance. 

Some more general observations were made for combinations of subscales involving either 

Self-Monitoring and Insight or Health Service Navigation. 

In Self-Monitoring and Insight, most models suggested a correlated error between item q5_3 

and item q5_7. Given that it had already been decided in the previous one-factor models to 

discard the latter item from this heiQ subscale, these results confirmed this modification. 
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Furthermore, two models (only one example is shown in Table 16) suggested a correlated 

error between items “When I have health problems, I have a clear understanding of what I 

need to do to control them” (q5_4) and “I have a very good understanding of when and why I 

am supposed to take my medication” (q5_5). In spite of small but statistically significant 

improvements, this modification was ignored as the respective contents of these items were 

not sufficiently similar. Finally, the combination of subscales Self-Monitoring and Insight, and 

Health-Directed Behaviour alluded to a potential cross-loading of item “I carefully watch my 

health and do what is necessary to keep as healthy as possible” (q5_6) on Health-Directed 

Behaviour. Although the content of the item corresponded with the theme of this subscale, 

the modification did not lead to a substantial loading (0.28). In view of all items of Health-

Directed Behaviour having loadings of >0.70, the loading of 0.28 was considered to be an 

insufficient indicator of this heiQ subscale. 

In two-factor models that included subscale Health Service Navigation respective model fit 

generally improved when item q6_3 was excluded (not all examples are shown in Table 16). 

Given that the one-factor model of this subscale had suggested removal of this item, these 

results of the two-factor models confirmed that this adjustment had been justified. 

 

Step 3 – full heiQ model 

In the factor analysis of the full heiQ model the most restricted model was specified first. That 

is, neither intra- nor inter-factor correlated errors were allowed. Items were also defined to be 

unifactorial, i.e. no cross-loadings were permitted. For completeness, two full models were 

specified. The first model included all original 42 heiQ variables to be able to compare results 

with the heiQ validation (Osborne et al., 2007), whereas the second model included 38 items. 

The latter model was the set of items that was used in the present thesis, i.e. the original 42 

heiQ items excluding the four items that had been found to be problematic in the previous 

one- and two-factor models. The pretest sample (n=949) was further re-validated separately 

for each of the three randomised groups heiQ-PP, heiQ-PPT, and heiQ-PPR as well as for 

the dataset of retrospective pretests (heiQ-PPR Retro) as it was important for later analyses 

that the factor structure held for each of these datasets separately (see Chapter 5). 

The fit statistics were largely the same across the full models including either 42 or 38 items. 

χ²SB was large in both models which could mainly be attributed to the sample size as well as 

size of the models. Given that the original validation had suggested similar results (Osborne 

et al., 2007) and the remaining fit statistics indicated good fit, less attention was paid to the 

significant χ²SB statistic. The fit indices of the 42-item heiQ were: χ²SB(791)=2280.7 (p<0.001), 

RMSEA=0.045 (90% CI, 0.042-0.047), CFI=0.98, SRMR=0.060 which was almost identical to 
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the fit indices of the reduced 38-item heiQ: χ²SB(637)=1814.1 (p<0.001), RMSEA=0.044 (90% 

CI, 0.042-0.047), CFI=0.99, and SRMR=0.058. Furthermore, with only few exceptions, the 

majority of items had large factor loadings, i.e. they were strong indicators of their respective 

factor. Given space constraints, only the results of the factor analysis of the 38 heiQ items 

are shown in Table 17. The results of the factor analysis of the original 42 items are provided 

in Appendix 15. 

 

Table 17  Step 3 of Jöreskog's 3-step procedure; full model of the 38 heiQ items (n=949) 

 Item # / 
# on heiQ Item Loading Error FSR 

1. Positive and Active Engagement in Life    
 q1_1 / Q11 I am doing interesting things in my life 0.81 0.34 0.158

 q1_2 / Q3 Most days I am doing some of the things I really 
enjoy 0.70 0.51 0.108

 q1_3 / Q7 I try to make the most of my life 0.77 0.42 0.123

 q1_4 / Q16 I have plans to do enjoyable things for myself during 
the next few days 0.74 0.45 0.128

 q1_5 / Q30 I feel like I am actively involved in life 0.83 0.32 0.176

2. Health-Directed Behaviour    

 q2_1 / Q40 I walk for exercise, for at least 15 minutes per day, 
most days of the week 0.79 0.38 0.184

 q2_2 / Q5 
I do at least one type of physical activity every day 
for at least 30 minutes (e.g., walking, gardening, 
housework, golf, bowls, dancing, Tai Chi, swimming) 

0.76 0.42 0.157

 q2_3 / Q15 
On most days of the week, I do at least one activity 
to improve my health (e.g., walking, relaxation, 
exercise) 

0.71 0.50 0.102

 q2_4 / Q24 On most days of the week, I set aside time for 
healthy activities (e.g., walking, relaxation, exercise) 0.88 0.23 0.287

3. Skill and Technique Acquisition    

 q3_1 / Q17 When I have symptoms, I have skills that help me 
cope 0.76 0.42 0.152

 q3_3 / Q36 I have effective skills that help me handle stress 0.72 0.48 0.110

 q3_4 / Q14 I have a very good idea of how to manage my health 
problems 0.77 0.41 0.140

 q3_5 / Q10 
I have effective ways to prevent my symptoms (e.g., 
discomfort, pain and stress) from limiting what I can 
do in my life 

0.64 0.60 0.094

4. Constructive Attitudes and Approaches    
 q4_1 / Q39 If others can cope with problems like mine, I can too 0.68 0.54 0.062

 q4_2 / Q18 I try not to let my health problems stop me from 
enjoying life 0.77 0.41 0.082

 q4_3 / Q35 I do not let my health problems control my life 0.84 0.30 0.172
 q4_4 / Q28 My health problems do not ruin my life 0.77 0.41 0.084

 q4_5 / Q32 I feel I have a very good life even when I have health 
problems 0.85 0.27 0.141

5. Self-Monitoring and Insight    

 q5_1 / Q41 With my health in mind, I have realistic expectations 
of what I can and cannot do 0.57 0.68 0.047

 q5_2 / Q4 As well as seeing my doctor, I regularly monitor 
changes in my health 0.51 0.74 0.032
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Table 17 (continued)  Step 3 of Jöreskog's 3-step procedure; full model of the 38 heiQ items 
(n=949) 

 Item # / 
# on heiQ Item Loading Error FSR 

5. Self-Monitoring and Insight (continued)    

 q5_3 / Q8 I know what things can trigger my health problems 
and make them worse 0.50 0.75 0.041

 q5_4 / Q22 When I have health problems, I have a clear 
understanding of what I need to do to control them 0.79 0.37 0.102

 q5_5 / Q19 I have a very good understanding of when and why I 
am supposed to take my medication 0.61 0.63 0.029

 q5_6 / Q38 I carefully watch my health and do what is necessary 
to keep as healthy as possible 0.64 0.59 0.073

6. Health Service Navigation    

 q6_1 / Q21 I communicate very confidently with my doctor about 
my healthcare needs 0.82 0.32 0.238

 q6_2 / Q13 I have very positive relationships with my healthcare 
professionals 0.80 0.36 0.142

 q6_4 / Q27 
I get my needs met from available healthcare 
resources (e.g., doctors, hospitals and community 
services) 

0.73 0.46 0.144

 q6_5 / Q34 I work in a team with my doctors and other 
healthcare professionals 0.78 0.39 0.208

7. Social Integration and Support    

 q7_1 / Q20 I have enough friends who help me cope with my 
health problems 0.87 0.25 0.281

 q7_2 / Q33 I get enough chances to talk about my health 
problems with people who understand 0.72 0.48 0.118

 q7_3 / Q6 If I need help, I have plenty of people I can rely on 0.81 0.35 0.196
 q7_4 / Q31 Overall, I feel well looked after by friends or family 0.85 0.28 0.200

8. Emotional Well-Being    
 q8_1 / Q42 If I think about my health, I get depressed 0.83 0.31 0.188
 q8_2 / Q37 I get upset when I think about my health 0.81 0.34 0.190
 q8_3 / Q26 I often feel angry when I think about my health 0.85 0.27 0.214

 q8_4 / Q09 My health problems make me very dissatisfied with 
my life 0.79 0.38 0.138

 q8_5 / Q1 I often worry about my health 0.69 0.52 0.126
 q8_6 / Q29 I feel hopeless because of my health problems 0.71 0.50 0.085

Fit statistics: χ²SB(637)=1814.1, p<0.001; RMSEA=0.044 (90% CI, 0.042;0.047); CFI=0.99; SRMR= 
0.058 

Legend: 

Loading: Standardised factor loading    
Error: Error variance    
FSR: Factor score regression coefficient    
χ²SB: Satorra-Bentler χ²    
RMSEA: Root mean square error of approximation    
90% CI: 90% Confidence interval    
CFI: Comparative fit index    
SRMR: Standardized root mean square residual    

 

The results of the factor analyses of heiQ-PP, heiQ-PPT, heiQ-PPR, and heiQ-PPR Retro 

are presented in Table 18. It was observed that χ²SB was generally smaller than the one in 
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the previous factor analysis on all pretest heiQs which could be attributed to the decrease in 

sample size. All remaining fit statistics of each group were largely the same when compared 

with the full pretest dataset, with not only the results of the factor analyses of the actual 

pretest heiQs being similar (heiQ-PP; heiQ-PPT; heiQ-PPR) but the dataset of retrospective 

pretests (heiQ-PPR Retro) also showing comparable fit statistics. Hence, in spite of collecting 

these data at the end of self-management courses, the factor structure was similar to that of 

the actual pretests. Across all four datasets the RMSEA was <0.05, the CFI was well above 

the cut-off point of 0.95, and the SRMR was no larger than 0.075. 

 

Table 18  Full model of the 38-item scale on heiQ pretest data of heiQ-PP (n=331), heiQ-PPT 
(n=304), and heiQ-PPR / heiQ-PPR Retro (n=314) 

 χ²SB RMSEA (90% CI) CFI SRMR 

Pretests, heiQ-PP χ²SB(637)=1082.1, p<0.001 0.046 (90% CI, 0.041-0.051) 0.99 0.069 

Pretests, heiQ-PPT χ²SB(637)=1015.5, p<0.001 0.044 (90% CI, 0.039-0.049) 0.99 0.075 

Pretests, heiQ-PPR χ²SB(637)=1114.6, p<0.001 0.049 (90% CI, 0.044-0.054) 0.98 0.067 

Retrospective 
pretests, heiQ-PPR χ²SB(637)=1075.4, p<0.001 0.047 (90% CI, 0.042-0.052) 0.99 0.066 

Legend:   
χ²SB: Satorra-Bentler χ²  
RMSEA: Root mean square error of approximation  
90% CI: 90% Confidence interval  
CFI: Comparative fit index  
SRMR: Standardized root mean square residual  

 

In spite of these satisfactory fit statistics across all four datasets, the LISREL output indicated 

that the Phi matrix was non-positive definite in the model of retrospective pretests (heiQ-PPR 

Retro). Non-positive definiteness can occur as a result of, for example, linear dependency of 

items (collinearity), pairwise deletion of missing data, or start values (Wothke, 1993). While it 

has been suggested that non-positive definiteness of matrices such as the Phi matrix can 

occur within correctly specified models (Rigdon, 1997), this result may allude to a potential 

problem within the dataset of heiQ-PPR Retro. 

 

4.4.4 Summary 

The 3-step procedure (Jöreskog, 1993) largely confirmed the hypothesised factor structure of 

the heiQ (Osborne et al., 2007). After deleting four items, all one-factor models indicated 

excellent to acceptable model fit of each subscale. Results further suggested that all items 

were unifactorial. Neither inter-factor correlated errors nor cross-loadings were large enough 
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to be considered problematic. The full model again confirmed the heiQ factor structure. While 

both the model based on the original 42 items and the model based on the reduced 38-item 

scale showed satisfactory fit statistics, the latter model was considered more suitable for the 

present thesis as subsequent analyses required excellent psychometric properties, so that 

potential changes in model fit could solely be attributed to bias rather than problems with the 

measurement instrument. Hence, four items were deleted from the heiQ on the basis of 

inferior psychometric performance for the analyses in this thesis. However, a further re-

validation study would be necessary to support a recommendation that they be permanently 

deleted from the inventory as the first validation (Osborne et al., 2007) had not found these 

items to be problematic. 
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5 A model of measurement invariance to detect response shift 

5.1 Introduction 

The analyses of Chapter 3 had shown that the magnitude of actual mean change scores, i.e. 

change based on pretest-posttest comparisons, was influenced by the design of the posttest 

heiQ. That is, the cognitive task people performed at posttest appeared to influence their 

ratings of actual posttest levels. Differences were particularly pronounced between subjects 

who provided posttest levels only (heiQ-PP) and those who provided retrospective pretest 

levels in addition to posttest levels (heiQ-PPR), with the latter group showing significantly 

higher actual posttest levels than the former. In contrast, when comparing change scores 

derived from actual pretest-posttest data (heiQ-PPR) with those derived from retrospective 

pretest-posttest data (heiQ-PPR Retro), only small group differences were observed. 

Following from these findings the analyses of the present chapter were aimed at exploring 

which of the four change measures – three based on actual (heiQ-PP; heiQ-PPT; heiQ-PPR) 

and one based on retrospective pretest-posttest data (heiQ-PPR Retro) – is the most valid 

representation of outcomes of self-management interventions. In this context, threats to the 

validity of change scores are understood as the influence of biases on scores. Considering 

that outcomes derived from participant self-report are susceptible to a range of biases (see 

Section 1.2.4.3), this chapter investigated response shift effects in the samples consisting of 

actual pretest-posttest data. To explore whether response shift bias was apparent in these 

groups, the response shift model based on factor analysis that was mentioned in Section 

1.2.4.4 was applied (Oort, 2005b; Oort et al., 2005). Based on the discussions of Section 3.7, 

it was expected that less response shift was detectable in heiQ-PPR. Moreover, considering 

that response shift – per definition – cannot occur in scores that were assessed at the same 

time (Howard & Dailey, 1979), the heiQ items of the sample of retrospective pretest-posttest 

data were examined for measurement invariance. By applying essentially the same model as 

for the actual pretest-posttest data, it was aimed to confirm that the items of this dataset 

(heiQ-PPR Retro) were invariant. 

The statistical models that were applied in this chapter assume knowledge of factor analysis 

and SEM. Given that an introduction to these statistical methods was provided in Chapter 4, 

the following section is limited to a general description of the models of the present chapter. 

The analyses of Chapter 5 are based on a concept known as measurement invariance which 

is generally applied in situations involving the analyses of multiple groups (Byrne et al., 1989; 

Cheung & Rensvold, 2002; Mulaik, 1972). When comparing multiple groups, it is assumed 

that the psychometric properties of the instrument used to collect data are invariant across 

these groups. Hence, it has to be ruled out that group differences are not due to specific 
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attributes of the groups before making any judgment on group differences (Gregorich, 2006; 

Meredith, 1993), i.e. it is only permissible to compare groups’ means if the derived scores are 

based on a questionnaire with identical psychometric properties (Byrne et al., 1989; Cheung 

& Rensvold, 2002; Steenkamp & Baumgartner, 1998). These properties can be investigated 

by testing for invariance (McGaw & Jöreskog, 1971) in a) the factor structure, b) relationships 

between factors, and c) the factor loadings across groups (Mulaik, 1972). Furthermore, these 

parameters are presented in a hierarchical order with configural and scalar invariance being 

considered the minimum requirements for the comparison of the factor means of two or more 

groups (Bollen, 1989; Gregorich, 2006; Meredith, 1993; Steenkamp & Baumgartner, 1998). 

More details on this hierarchy follow in Section 5.3. 

In the same manner as for multiple populations, the concept of measurement invariance can 

be applied to repeated measures. Instead of comparing different groups, however, the same 

participants are assessed over time. As briefly mentioned in Section 1.2.4.4, this method can 

detect gamma (Golembiewsky et al., 1976) and beta change (Schmitt, 1982), with the former 

being represented by differences in the factor structure and the latter being represented by 

differences in factor loadings and/or factor variances. The response shift model (Oort, 2005b; 

Oort et al., 2005) is a further extension of these models for repeated measures. By matching 

the different parameter estimates of the measurement model with the types of response shift 

(Schwartz & Sprangers, 1999; Sprangers & Schwartz, 1999), the model purports to assess 

whether an item has been recalibrated, reconceptualised, and/or reprioritised. In addition to 

detecting the response shift parameters, the model can be used to quantify true change 

which is represented by the differences in common factor means. The response shift model 

consists of the following four steps (Oort, 2005b; Oort et al., 2005):17 

� Step 1 – Specification of the measurement model; 

� Step 2 – Overall test of response shift bias (item intercepts, factor loadings, and residual 

variances are constrained to be equal across occasions); 

� Step 3 – Response shift detection (all non-tenable constraints of Step 2 are relaxed); 

� Step 4 – Assessment of true change and other types of change (factor variances, factor 

correlations, and residual correlations are tested for invariance). 

Although both models, i.e. the model of measurement invariance for multiple groups (cross-

sectional) and for repeated measures (longitudinal) are similar, there is a difference in their 

specification. While most parameters are specified in the same way, in repeated measures it 

is additionally important to allow for across-occasion correlations as the two datasets are 

                                                 
17 The steps are explained in more detail in Section 5.3 as they pertain to the present thesis. 
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related (Jöreskog, 2002-2005). As mentioned in Section 4.3.2, it is necessary to allow for 

correlated errors between the same item over time (Theta-delta-epsilon matrix), and to allow 

for across-occasion correlations of the same factor (Phi matrix). Hence, the specified models 

had to account for these across-occasion correlations. 

Mainly drawing from ideas of Oort and colleagues (2005), the present chapter is structured in 

a way that at first an adjusted model of the 4-step procedure is presented (see Section 5.3). 

This model was then applied to the three randomised groups of actual pretest-posttest data 

to investigate whether response shift bias had a possible confounding effect on the results of 

these group-level data (see Section 5.4 to 5.6). Further, the model was applied to the dataset 

of heiQ-PPR Retro to examine whether the heiQ items were invariant between retrospective 

pretest and posttest data (see Section 5.7). The chapter concludes with the assessment of 

true change across all four datasets (see Section 5.8). 

 

5.2 Aims 

The aims of the present chapter were: 

5.a To assess whether response shift could be detected in actual pretest-posttest data; 

5.b To assess whether the magnitude of response shift differed across the three datasets 

(heiQ-PP; heiQ-PPT; heiQ-PPR); 

5.c To test whether the model parameters were invariant when analysing the dataset of 

retrospective pre- and posttests (heiQ-PPR Retro). 

 

5.3 The assessment of invariance of ordinal data in repeated measures 

The statistical model that was applied in this chapter was derived from the 4-step procedure 

introduced in Section 5.1 (Oort, 2005b; Oort et al., 2005). The following modifications were 

undertaken: a) Step 2 was extended to the inclusion of all response shift parameters, i.e. 

parameters within the Phi and Theta-delta matrix were constrained, and as a consequence, 

Step 4 consisted of the assessment of true change only. This modification was applied as it 

was deemed important that a test of overall response shift included each potential response 

shift parameter. And b) the hierarchy of measurement invariance, which had not been strictly 

included in the original model (Oort, 2005b), was added. While this hierarchy is not essential 

for the purpose of detecting group-level response shift, it is a prerequisite of Step 4 as not all 

invariance constraints are critical to ensure an unbiased comparison of factor means (Bollen, 
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1989; Gregorich, 2006; Meredith, 1993; Steenkamp & Baumgartner, 1998). Finally, c) given 

that the original response shift model was developed for continuous data (Oort, 2005b; Oort 

et al., 2005), the model of the present chapter had to be extended to be adequate for ordinal 

data (Jöreskog, 2002-2005; Millsap & Yun-Tein, 2004). More details on the respective 

rationale for each of these modifications are provided in later parts of this section. 

The modified 4-step procedure was defined as follows: 

� Step 1 – Configural invariance (baseline model without any constraints) 

� Step 2 – Complete invariance (constraints are imposed on all response shift parameters) 

� Step 3 – Response shift detection (all non-tenable constraints of Step 2 are relaxed); 

� Step 4 – Assessment of true change 

 

The four steps are described in detail hereafter: 

Step 1 – Configural invariance (baseline model without any constraints) 

This first step consisted of the specification of a baseline model which served as a starting 

point for the systematic comparison of models of Steps 2 and 3 (Steenkamp & Baumgartner, 

1998). Given that the samples of actual pretest-posttest data were fitted to the pre-defined 

heiQ factor structure (see Section 4.4), this first step entailed the test of configural invariance 

(Steenkamp & Baumgartner, 1998). This comprised a validation of pretest and posttest heiQ, 

assuming identical factor patterns across the two measurement occasions (van de Vliert et 

al., 1985). This baseline model was aimed at confirming that the samples could generally be 

fitted to the hypothesised measurement model. In the rather unlikely event of not finding 

satisfactory model fit, the analyses would have to be stopped here. It would then have to be 

concluded that the reconceptualisation of the heiQ items had been so strong from pretest to 

posttest that the data were not suitable for further analyses (Oort, 2005b; van de Vliert et al., 

1985). Given that all pretest samples had been validated in Section 4.4, these analyses were 

merely a validation of the three posttest samples. 

Expressed in LISREL notation Step 1 tested the following research question: 

� Patt(Λx(Pre)) = Patt(Λx(Post))? 

The expression Patt(Λx) represents the pattern matrix of the factor loadings. 
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An important characteristic of these baseline models was that no constraints were imposed 

on the parameters, i.e. all parameters were estimated freely. The only constraints that were 

stipulated were the ones necessary for model identification: 

(1) Scaling of each respective latent variable by setting its variance to one (Oort, 2005b); 

(2) Invariance of the respective threshold of each individual item over time (Jöreskog, 2002-

2005; Millsap & Yun-Tein, 2004); 

(3) Fixing of all factor means to zero (Oort, 2005b). 

For clarification, these constraints need to be further elaborated before proceeding to Step 2: 

In analyses that involve latent variables it is always necessary to standardise each factor for 

identification purposes (Jöreskog, 2002-2005). This can be achieved either a) by defining a 

reference variable, i.e. the loading of one item per factor is set to one (Byrne, 1998; Jöreskog 

& Sörbom, 1996-2001), or b) by setting the factor variance to one (Oort, 2005b). In analyses 

that involve tests of measurement invariance, however, it is more complex to choose a 

reference variable as it has to be ensured that the variable itself is invariant (Kline, 2005). In 

the present models it was therefore decided to choose the second option of standardising the 

factors as shown in constraint 1). Moreover, as will be explained in Step 4, factor variances 

are not relevant for response shift detection (Oort, 2005b). Hence, through fixing the factor 

variances, no important information was lost with regard to the aim of this chapter. 

Given that ordinal data were modelled in this thesis, i.e. their scaling is not comparable to 

metric data, it was essential that the underlying continua of the observed variables were used 

(Jöreskog, 2002-2005). As explained in Section 4.3.3, the underlying variables are assigned 

a scale by establishing thresholds (Olsson, 1979) which are a measurement property of the 

items (Muthén & Christoffersson, 1981). Hence, apart from standardising the factors, it was 

necessary to fix these thresholds to be equal over time as specified in constraint 2). This 

ensured that the underlying continua were on identical scales (Jöreskog, 2002-2005). As a 

result, the input matrices were based on these thresholds. Moreover, the input matrices were 

based on covariances instead of polychoric correlations to allow for the analysis of mean 

structures. By using Jöreskog’s alternative parameterisation (see Section 4.3.3), the first two 

thresholds were fixed at zero and one respectively, so that means and standard deviations of 

each item could be estimated (Jöreskog, 2002-2005). 

Finally, when comparing the latent means of several groups, it is common that a reference 

group is chosen. By fixing its factor means to zero, the means of the remaining groups can 

be evaluated relative to this reference group. Moreover, it is assumed that the item intercepts 

are invariant across groups (Byrne, 1998; Jöreskog & Sörbom, 1996-2001; Schumacker & 
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Lomax, 2004). However, given that the test of invariance of the intercepts was one of the 

research questions of the present chapter, invariance of the intercepts was not assumed but 

needed to be tested in subsequent steps. Therefore, the baseline model did not impose any 

constraints on the item intercepts but in constraint 3) all factor means were fixed at zero, a 

necessary and sufficient condition for the identification of this model (Oort, 2005b). 

Step 2 – Complete invariance (constraints are imposed on all response shift parameters) 

In Step 2 all relevant response shift parameters were constrained across occasions. Instead 

of successively imposing constraints on the model (forward search), each model was fully 

constrained (backward search) to test for overall response shift. While the power to detect 

response shift bias was high in this backward search, the approach came at the expense of 

potentially interpreting all observed changes as response shifts, i.e. including those that may 

not have been response shifts (Oort et al., 2005). In view of the large number of models that 

were investigated in this chapter, i.e. four datasets times eight heiQ subscales, it was not 

tenable to additionally execute a full forward search on all 32 models. Instead, an alternative 

control was used. By testing each final model against its baseline model it was ensured that 

the final, more constrained model fitted equally well compared with its baseline. 

Once Step 2 was finalised, the results were interpreted as follows: a) if the full response shift 

model was not significantly worse than the baseline model, the response shift detection 

procedure was stopped concluding that either no response shift had occurred or that these 

response shifts had not been strong enough to influence the group-level data, or b) if the full 

response shift model was significantly worse than the baseline model, it was concluded that 

at least one type of response shift had occurred. How many parameters were affected and 

what type of response shifts had occurred was then examined in Step 3. 

Before describing each constraint in detail, it shall be briefly discussed how differences 

between models were judged in terms of significance. Given that each response shift model 

was nested within its respective baseline model (Gregorich, 2006; Steenkamp & 

Baumgartner, 1998), the χ² difference test was applied (Oort, 2005b; Oort et al., 2005). 

Assuming that the baseline model was specified correctly (Yuan & Bentler, 2004), a 

significant difference was interpreted as an indication of response shift. As mentioned in 

Section 4.4.3, this difference test needs to be adjusted when using the χ²SB (Satorra & 

Bentler, 2001), as was applied in the present analyses (see Appendix 16 for this adjustment 

formula). Given that this test again depends on the sample size, further indices were used to 

judge differences between models (Schmitt, 1982; Steenkamp & Baumgartner, 1998; Yuan & 

Bentler, 2004). Apart from SRMR, RMSEA, and CFI (see Section 4.3.4), the expected cross-
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validation index (ECVI) was used, a statistic appropriate for the comparison of models within 

a single sample (Browne & Cudeck, 1989; Cudeck & Browne, 1983; Oort et al., 2005). 

The following constraints were explored in Step 2 of the present model: 

� Λx(Pre) = Λx(Post)? 

� τx(Pre) = τx(Post)? 

� Diag(θδ(Pre)) = Diag(θδ(Post))? 

� Φ(Pre) = Φ(Post)? 

� θδ(Pre) = θδ(Post)? 

The above expressions represent the following parameters of the models: Λx describes the 

magnitude of the factor loadings, τx are the intercepts of the observed variables, Diag(θδ) are 

the variances of the residuals, Φ are the factor correlations, and θδ are the error correlations. 

As mentioned in the introduction to this section and as illustrated above, Step 2 included all 

possible response shift parameters. In contrast to the original approach that only constrained 

factor loadings, intercepts, and error variances in Step 2 (Oort, 2005b; Oort et al., 2005), the 

models of this chapter also included factor and error correlations. The rationale for including 

additional constraints in Step 2 of the present models shall be explained in more detail: 

Firstly, Oort and colleagues (2005) had not included factor correlations in Step 2 but these 

were investigated in Step 4 where they were interpreted as higher level reconceptualisations 

or reprioritisations. While this interpretation is largely consistent with past research, in which 

factor correlations were defined as gamma change (Schmitt, 1982), it has been suggested 

that gamma change needs to be ruled out before testing for any of the other types of change 

(Randolph & Elloy, 1989; Schmitt, 1982; van de Vliert et al., 1985). Although this constraint is 

not relevant for an unbiased comparison of the factor means, it was considered an important 

response shift parameter and therefore an important part of Step 2. 

Secondly, the error correlations, i.e. the off-diagonals of the Theta-delta matrix (Jöreskog & 

Sörbom, 1993), had also been excluded from the original model. Potential changes in these 

parameters were interpreted as lower level reconceptualisations or reprioritisations and were 

again tested in Step 4 (Oort, 2005b; Oort et al., 2005). These correlations, however, mean 

that the error terms of items covary, i.e. they share variance that cannot be explained by their 

latent variable. If this covariance is reasonably large, it might allude to a problem with the 

construct validity of the measurement instrument (Hair et al., 2006). Consequently, a change 

in these parameters from pretest to posttest was considered to be an important aspect of the 

full response shift model given its potential impact on the construct validity of the heiQ. 
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Step 3 – Response shift detection (all non-tenable constraints of Step 2 are relaxed) 

Step 3 of the model was applied when the model of Step 2 was significantly worse than its 

baseline model. A significantly worse model indicates that at least some of the invariance 

constraints are not tenable (Byrne, 2001) which then had to be investigated systematically. 

This procedure was generally stopped when a) no further single modification index could be 

identified that suggested a significant improvement to the model and b) none of the 

standardised residuals alluded to problem items (Oort et al., 2005). At this stage it was also 

verified that the final model was not significantly worse than its baseline model. 

Considering that each invariance constraint has a unique interpretation, the implications of 

the model modifications are described hereafter. In view of the hierarchy of these constraints, 

these are provided in order of their importance as they pertain to an unbiased comparison of 

factor means (Gregorich, 2006; Steenkamp & Baumgartner, 1998): 

(1) Configural invariance (Patt(Λx(Pre)) = Patt(Λx(Post))) 

This type of invariance is the highest level of invariance and means that the factor patterns of 

the pretests and posttests should be identical. Given that this elementary condition was 

tested in Step 1, it is only named here for completeness. 

(2) Metric invariance (Λx(Pre) = Λx(Post)) 

This constraint tests the equality of the factor loadings and is the second most important 

constraint of invariance tests. Given that the loadings relate latent and observed variables, it 

is essential that these are stable across conditions (Steenkamp & Baumgartner, 1998). If 

loadings were not stable, a change in the latent variable would have a different implication for 

its indicator variable at pretest compared with its implication at posttest, rendering across-

occasion comparisons meaningless. Hence, configural and metric invariance are regarded 

as the minimum requirements for the comparison of scores on items across groups (Bollen, 

1989; Gregorich, 2006; Steenkamp & Baumgartner, 1998). In the backward search that was 

applied in the present analyses, this meant that the constraints on factor loadings were not 

relaxed until all other response shift parameters had been investigated. 

Where Λx(Pre) ≠ Λx(Post), this was interpreted as a reprioritisation of items within a factor. That 

is, a particular item changed in importance of defining the latent variable because subjects 

assigned more or less importance to this item as opposed to other items within the same 

factor. Alternatively, this change could also be interpreted in terms of the latent variable, with 
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the latent variable being reprioritised in a way that its influence on respective items changed 

from pretest to posttest (Oort, 2005b). 

(3) Scalar invariance (τx(Pre) = τx(Post)) 

While being a necessary condition, metric invariance is still not a sufficient condition for an 

unbiased comparison of factor means. Only if item intercepts are also equal across groups, a 

change in the mean of an observed variable can be attributed to a change in the mean of the 

latent variable (Gregorich, 2006; Steenkamp & Baumgartner, 1998). 

Where τx(Pre) ≠ τx(Post), this was interpreted as a uniform recalibration of items (Oort, 2005b). 

This type of response shift manifests itself in the mean parameter of the measured variables, 

i.e. a change in the item intercepts. These intercepts relate latent variables to their respective 

indicator variables (Bollen, 1989). Hence, a change in the mean of a measured variable can 

be fully explained by a change in the mean of the underlying factor. In the case of a scale 

recalibration, it would not be possible to fully attribute a change in the mean of the affected 

item to a change in the mean of their latent variable, with the change being (partially) caused 

by a renewed judgment of the response scale (Oort, 2005b). These invariance constraints on 

the intercepts were not relaxed until after the other parameters had been explored, with the 

exception of factor loadings, given that metric invariance precedes scalar invariance in the 

hierarchy of measurement invariance. 

In sum, configural, metric, and scalar invariance are the essential invariance constraints that 

must be fulfilled to ensure an unbiased comparison of factor means. While these conditions 

should optimally be met by all items of a given latent variable, it is sufficient if at least two 

items per factor fulfil these requirements. That is, two items per factor need to be invariant to 

establish partial invariance (Byrne et al., 1989; Steenkamp & Baumgartner, 1998). Hence, 

comparisons of factor means based on a reduced number of invariant items are defendable 

(Gregorich, 2006). 

(4) Miscellaneous constraints (Diag(θδ(Pre)) = Diag(θδ(Post)), Φ(Pre) = Φ(Post), θδ(Pre) = θδ(Post)) 

Although the final set of invariance constraints is not critical for an unbiased comparison of 

factor means, these parameters are still important for the detection of response shift. Given 

that these constraints are not part of the hierarchy of measurement invariance, the order of 

testing the constraints is arbitrary and largely depends on the individual research interest 

(Bollen, 1989; Steenkamp & Baumgartner, 1998). 

The remaining response shift parameters were interpreted as follows: 
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Where Diag(θδ(Pre)) ≠ Diag(θδ(Post)), this was interpreted as a non-uniform recalibration. Similar 

to the concept of item intercepts, a change in item variances is generally caused by a change 

in the variances of the latent variable. If such change cannot be fully attributed to changes in 

the Phi matrix but rather to changes in the Theta-delta matrix, it can be concluded that a non-

uniform recalibration occurred (Oort, 2005b). 

Where Φ(Pre) ≠ Φ(Post), higher-level reconceptualisations or reprioritisations were inferred. If 

factors had different interrelationships at posttest compared with pretest, this was interpreted 

as a reconceptualisation of the meaning of the underlying construct and/or a reprioritisation 

of the respective latent variables. This type of response shift was one of the main reasons 

why the models of pretest and posttest data in the present chapter were specified as two X-

measurement models rather than a longitudinal model (Oort, 2005b). 

Where θδ(Pre) ≠ θδ(Post), lower-level reconceptualisations or reprioritisations were concluded. 

As described in Step 2, these correlations mean that the error terms of items covary, i.e. they 

share variance that cannot be explained by their factor. Given that a reasonably large error 

correlation might allude to problems with the construct validity of the measurement 

instrument (Hair et al., 2006), a potential change in this parameter alludes to changes in the 

construct validity of the instrument over time. 

Step 4 – Assessment of true change 

The first three steps of this 4-step procedure were sufficient for the detection of response 

shift. In contrast, in Step 4 true change in factor means and true change in factor variances 

could be assessed. While the latter provides information on potential changes in the degree 

of homogeneity of the group (Jöreskog, 2002-2005; Oort, 2005b), this test was omitted as it 

was not relevant for this chapter. Hence, only true changes in factor means were assessed. 

In LISREL notation the final model tested the following research question: 

� κ(Pre) = κ(Post)? 

κ represents the common factor mean at pretest and at posttest, respectively. 

Where κ(Pre) ≠ κ(Post), this was interpreted as true change in the means from pretest to posttest 

(Oort, 2005b). Given that self-management courses aim to induce change in the participants, 

it was expected that differences would be observed when comparing the pretest factor 

means with the posttest factor means. Hence, Step 4 was not an invariance test as such but 

it assessed the amount of change in participants. Given that the different types of response 

shifts had already been accounted for in Step 3, the size of ‘true change’ could be quantified. 
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‘Observed change’ has been defined as ‘true change’ plus ‘response shift’ (Visser et al., 

2005); hence, in this final step of the model – if significant response shifts are found – the 

magnitude of the overall response shift could be assessed. 

The four steps of the new model are again summarised in Table 19. 

 

Table 19  4-step procedure for the test of measurement invariance 

Steps Parameters Interpretation Comment 

Step 1 – Configural 
invariance 

Patt(Λx) Factor patterns Reconceptualisation This invariance is 
essential for the 
next steps. 

   
Λx Factor loadings Reprioritisation 

τx Intercepts Recalibration (uniform) 

Diag(θδ) Residual 
variances 

Recalibration (non-
uniform) 

Φ Factor 
covariances 

Higher-level 
reconceptualisation 

Step 2 – Full 
response shift 
model of complete 
invariance 

θδ Residual 
covariances 

Lower-level 
reconceptualisation 

This step tests for 
overall response 
shift in the model. 

   
Λx Factor loadings Reprioritisation 

τx Intercepts Recalibration (uniform) 

Diag(θδ) Residual 
variances 

Recalibration (non-
uniform) 

Φ Factor 
covariances 

Higher-level 
reconceptualisation 

Step 3 – Invariance 
of all tenable 
response shift 
constraints 

θδ Residual 
covariances 

Lower-level 
reconceptualisation 

Only the tenable 
constraints from 
Step 2 are kept, i.e. 
those that are not 
tenable indicate 
response shift. 

   
κ Factor means True mean change Step 4 – 

Assessment of true 
change Diag(Φ) Factor 

variances 
True change in group’s 
variances 

This step assesses 
true change in 
factor means and 
factor variances. 

 

The application of Steps 1 to 4 to heiQ-PP, heiQ-PPT, heiQ-PPR, and heiQ-PPR Retro 

In the following four sections, the new model was applied to the three randomised groups 

and the sample of retrospective pretest-posttest data. Given that the effective sample sizes 

were too small to include all 38 heiQ items in a single model (Tanaka, 1987), the analyses 

were performed on the heiQ subscale-level. This is one possibility to circumvent the sample 

size problem (Millsap & Hartog, 1988). Given that analyses on one-factor models are not 

suitable to test configural invariance or invariance of factor correlations, additional models 
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needed to be specified that combined several subscales at a time. As will be explained in 

detail in Section 5.4.1, the factor combinations 1,2,3,5 and 4,6,7,8 respectively, were chosen 

for this exercise. While Positive and Active Engagement in Life, Health-Directed Behaviour, 

Skill and Technique Acquisition, and Self-Monitoring and Insight were defined in one model, 

Constructive Attitudes and Approaches, Health Service Navigation, Social Integration and 

Support, and Emotional Well-Being were combined in the second four-factor model. 

 

5.4 Response shift – heiQ-PP 

5.4.1 Specific methods 

The eight one-factor models were specified in the first part of the analyses. Given that these 

models render the exploration of factor patterns as well as factor covariances impossible, the 

analyses were limited to the investigation of invariance of error variances, error covariances, 

item intercepts, and factor loadings. In LISREL notation these tests were: 

� Diag(θδ(Pre)) = Diag(θδ(Post))? 

� θδ(Pre) = θδ(Post)? 

� τx(Pre) = τx(Post)? 

� Λx(Pre) = Λx(Post)? 

After specifying unconstrained baseline models of each of the one-factor models, the fully 

constrained response shift model was investigated for each of the heiQ subscales (Step 2). If 

either of these response shift models was significantly worse than its baseline model, Step 3 

was applied to successively explore the above parameters. In accordance with the hierarchy 

of the invariance constraints, all non-tenable error variances and error covariances were de-

constrained first. If model fit was still not satisfactory, then the constraints on intercepts, and 

finally those on the factor loadings, were relaxed. In some cases, parameters were proposed 

after having de-constrained some of the parameters that were more important in view of the 

hierarchy of measurement invariance. For example, after having de-constrained some factor 

loadings, some more intercepts may have been suggested. These were then modified if they 

improved model fit significantly. 

As will be seen in subsequent analyses (see Sections 5.4.2, 5.5.2, 5.6.2, 5.7.2), the results of 

the one-factor models regularly indicated response shifts in the heiQ subscales 1,2,3,5, while 

subscales 4,6,7,8 appeared to be largely free of response shift. Consequently, it was decided 

to use these factor combinations to specify the four-factor models. The rationale for choosing 

these combinations was twofold: 1) the first combination of subscales was chosen to explore 
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whether observed response shifts had been a result of response shifts within subscales or 

whether the interaction of different subscales had influenced the results. Given that these 

heiQ subscales had regularly shown response shifts in the one-factor models, this four-factor 

model had the highest potential to detect further response shifts if they existed. And 2) the 

aim of the model including subscales 4,6,7,8 was to confirm that no response shift had 

occurred in any of these four heiQ subscales given that hardly any response shift had been 

detected in their respective one-factor models. Hence, if invariance of factor patterns and 

factor covariances could be established in addition to the other parameters, results would 

become more robust. In summary, these four-factor models investigated invariance of factor 

patterns (Patt(Λx)) and factor covariances (Φ(Pre)) in addition to the parameters that had been 

explored in the one-factor models. 

 

5.4.2 Results 

As presented in Table 20, the specification of the eight baseline models (BL) of heiQ-PP 

suggested satisfactory fit statistics across all subscales (Step 1). Apart from Health Service 

Navigation, and Social Integration and Support all models had a non-significant χ²SB. Further, 

RMSEA, CFI, and SRMR indicated good fit of the models. As a result, none of the baseline 

models required modification. 

The response shift models (RS) of Step 2 indicated a significant difference to the baseline 

models in Health-Directed Behaviour, Skill and Technique Acquisition, and Self-Monitoring 

and Insight, while the remaining subscales appeared to be free of response shift. Therefore, 

Step 3 only needed to be performed on three subscales. After successively de-constraining 

the parameters, one constraint on the error variance of item 2_3 was not tenable in Health-

Directed Behaviour, indicating a non-uniform recalibration. Given that no further constraints 

on error variances needed to be relaxed, the constraints on the intercepts were examined. 

Initially, all items appeared to meet scalar invariance; hence, factor loadings were explored 

which suggested a reprioritisation of item 2_4. Once this constraint was relaxed, the intercept 

of item 2_2 indicated to be non-invariant (uniform recalibration). After de-constraining the 

three parameters, the adjusted model showed a similar fit compared with the baseline model. 

In contrast, in Skill and Technique Acquisition only two error variances (item 3_1; item 3_5) 

were non-invariant, each indicating non-uniform recalibration. Finally, in Self-Monitoring and 

Insight, one error variance and one loading were not invariant. While results suggested a 

non-uniform recalibration of item 5_1, item 5_5 had changed in priority within this subscale. 

After allowing for non-invariance of the aforementioned parameters, the difference between 

each subscale’s final model and its respective baseline was non-significant. 
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Table 20  Fit indices of the response shift detection procedure, one-factor models of heiQ-PP 
          

Step Constr. 
parameter χ²SB df p-value RMSEA RMESA 

(90% CI) ECVI CFI SRMR 
          

1 BL 1 41.1 29 NS 0.036 (0.000;0.059) 0.48 0.997 0.039 
          

2 RS 60.7 43 0.039 0.035 (0.009;0.055) 0.51 0.995 0.061 

1 BL 2 16.2 15 NS 0.016 (0.000;0.056) 0.29 1.000 0.033 
          

 2* RS 53.8 26 0.001 0.057 (0.035;0.079) 0.46 0.991 0.105 
          

 3* TD2_3 45.1 25 0.008 0.049 (0.025;0.072) 0.41 0.993 0.096 
          

 3* LX2_4 33.2 24 NS 0.034 (0.000;0.060) 0.34 0.997 0.062 
          

 3* TX2_2 29.3 23 NS 0.029 (0.000;0.057) 0.33 0.998 0.061 

1 BL 3 20.1 15 NS 0.032 (0.000;0.065) 0.28 0.997 0.035 
          

 2* RS 56.8 26 <0.001 0.060 (0.039;0.081) 0.42 0.984 0.060 
          

 3* TD3_1 42.0 25 0.018 0.045 (0.019;0.069) 0.33 0.991 0.056 
          

 3* TD3_5 35.5 24 NS 0.038 (0.000;0.063) 0.30 0.994 0.054 

1 BL 4 30.0 29 NS 0.010 (0.000;0.044) 0.44 1.000 0.034 
          

2 RS 36.7 43 NS 0.000 (0.000;0.028) 0.23 1.000 0.040 

1 BL 5 63.7 47 NS 0.033 (0.000;0.052) 0.69 0.994 0.060 
          

 2* RS 102.6 64 0.002 0.043 (0.027;0.058) 0.80 0.986 0.078 
          

 3* TD5_1 94.7 63 0.006 0.039 (0.021;0.055) 0.75 0.988 0.077 
          

 3* LX5_5 82.7 62 0.041 0.032 (0.007;0.049) 0.69 0.992 0.069 

1 BL 6 31.7 15 0.007 0.058 (0.029;0.084) 0.44 0.994 0.047 
          

2 RS 49.3 26 0.004 0.052 (0.029;0.074) 0.48 0.992 0.066 

1 BL 7 34.6 15 0.003 0.063 (0.035;0.091) 0.48 0.994 0.043 
          

2 RS 43.5 26 0.017 0.045 (0.019;0.068) 0.47 0.995 0.050 

1 BL 8 59.0 47 NS 0.028 (0.000;0.048) 0.60 0.998 0.035 
          

2 RS 82.3 64 NS 0.029 (0.000;0.047) 0.67 0.997 0.074 
          

          

* Scaled chi-square difference significant at the p<0.05 level 
 
Legend  
Constr. parameter: Constrained parameter 
BL 1-8: Baseline model of subscales 1-8 
RS: Response shift model / fully constrained model 
TD: Theta-delta = error variances or covariances 
TX: Tau X (item intercepts), relevant for an unbiased comparison of factor means 
LX: Lambda-X = factor loadings, relevant for an unbiased comparison of factor means 

 

The respective baseline models (BL) of each of the four-factor models showed satisfactory fit 

indices (see Table 21). Apart from showing a highly significant χ²SB, which is likely due to the 

size of the model rather than misspecification or misfit, all remaining fit statistics suggested 

good fit of these models. The factor combination of subscales 1,2,3,5, however, suggested a 

loading of item 5_6 on subscale Health-Directed Behaviour in the pretest dataset. Given that 

this cross-loading had been suggested in the heiQ re-validation (see Section 4.4.3) and the 
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content of the item (“I carefully watch my health and do what is necessary to keep as healthy 

as possible”) had elements of the Health-Directed Behaviour construct, the baseline model 

was adjusted by allowing for this cross-loading in the pretest as well as the posttest model. 

Given that model fit improved significantly, the adjusted model was used in Steps 2 and 3. 

Step 2 (RS) of factor combination 1,2,3,5 indicated significantly worse model fit compared 

with its baseline model (see Table 21). After successively relaxing some of the constraints in 

Step 3, it was found that three error variances and two factor loadings were not invariant. 

These had been detected in the one-factor models, i.e. items 2_3, 3_1, and 5_1 indicated a 

non-uniform recalibration and items 2_4 and 5_5 suggested a reprioritisation within their 

respective heiQ subscale. After allowing for non-invariance of these five parameters, the 

adjusted model had a similar fit to the baseline model. 

The factor combination 4,6,7,8 did not find any evidence of the presence of response shift, 

supporting the results of the one-factor models that these subscales were free of this bias. 

 

Table 21  Fit indices of the response shift detection procedure, four-factor models of heiQ-PP 
          

Step Constr. 
parameter χ²SB df p-value RMSEA RMESA 

(90% CI) ECVI CFI SRMR 
          

1 BL 1235 870.8 618 <0.001 0.035 (0.030;0.041) 6.53 0.991 0.070 
          

 1* Modified 845.4 616 <0.001 0.034 (0.028;0.039) 6.39 0.992 0.066 
          

 2* RS 997.9 676 <0.001 0.038 (0.033;0.043) 6.81 0.989 0.080 
          

 3* TD3_1 983.1 675 <0.001 0.037 (0.032;0.042) 6.72 0.989 0.080 
          

 3* TD2_3 973.1 674 <0.001 0.037 (0.032;0.042) 6.68 0.990 0.080 
          

 3* LX2_4 961.5 673 <0.001 0.036 (0.031;0.041) 6.63 0.990 0.075 
          

 3* TD5_1 948.0 672 <0.001 0.035 (0.030;0.040) 6.56 0.990 0.075 
          

 3* LX5_5 939.3 671 <0.001 0.035 (0.029;0.040) 6.52 0.991 0.074 

1 BL4678 848.5 618 <0.001 0.034 (0.028;0.039) 6.40 0.993 0.069 
          

2 RS 910.3 677 <0.001 0.032 (0.027;0.038) 6.46 0.993 0.075 
          

          

* Scaled chi-square difference significant at the p<0.05 level 
 
Legend  
BL 1235 / BL 4678: Baseline model combining subscales 1,2,3,5 and 4,6,7,8 respectively 
Modified: Cross-loading of item 5_6 on heiQ subscale 2 
RS: Response shift model 

 

5.4.3 Summary 

At the heiQ subscale-level, only a small number of items were found that were non-invariant 

in heiQ-PP. Three heiQ subscales comprising a total of seven items indicated some form of 

response shift. With regard to an unbiased comparison of the factor means – which requires 
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metric and scalar invariance – even fewer items were affected. Two items of Health-Directed 

Behaviour and one item of Self-Monitoring and Insight would have to be excluded from the 

calculation of the factor means. Given that the calculation of the factor means was based on 

the findings of the one-factor models, these results were relevant for Step 4 of the model. 

In the four-factor models of heiQ-PP, a total of five items were detected that indicated either 

non-uniform recalibration or reprioritisation. In view of metric and scalar invariance, two items 

were affected, i.e. one item of Health-Directed Behaviour and one item of Self-Monitoring 

and Insight would not be eligible to be included in further mean comparisons. Given that in 

this thesis the calculation of factor means was based on the results of the one-factor models, 

the results of the four-factor models only served for the detection of further response shifts. 

That is, they were used to test configural invariance and invariance of factor correlations (see 

Section 5.3) but they had no implications for later analyses. 

 

5.5 Response shift – heiQ-PPT 

5.5.1 Specific methods 

Given that the procedure of the analyses has been presented in the previous Section 5.4.1, 

no additional explanations are provided for the analyses of heiQ-PPT. Hence, the results of 

the eight one-factor and the two four-factor models are described hereafter. 

 

5.5.2 Results 

As presented in Table 22, the baseline models (BL) of group heiQ-PPT indicated satisfactory 

fit indices across all subscales. Apart from three subscales, all models had a non-significant 

χ²SB. Further, RMSEA, CFI, and SRMR indicated generally good fit of all models. Therefore, 

none of the baseline models required modification. 

The response shift model (RS) resulted in only one heiQ subscale that showed a significant 

χ²SB difference test. While seven subscales appeared to be free of response shift bias, the 

intercept of item 1_4 (uniform recalibration) and the loadings of items 1_1, 1_2, and 1_4 

(reprioritisation) were found to be non-invariant in Positive and Active Engagement in Life. 

Furthermore, heiQ-PPT was the only dataset that suggested a correlated error, i.e. the errors 

of items 1_2 and 1_3 were found to correlate at posttest but not at actual pretest, suggesting 

a lower-level reconceptualisation. After allowing for the free estimation of these parameters, 

the difference between the final and the baseline model was non-significant. 
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Table 22  Fit indices of the response shift detection procedure, one-factor models of heiQ-PPT 
          

          

Step Constr. 
parameter χ²SB df p-value RMSEA RMESA 

(90% CI) ECVI CFI SRMR 
          

          

1 BL 1 41.4 29 NS 0.038 (0.000;0.062) 0.55 0.996 0.053 
          

 2* RS 79.8 43 <0.001 0.053 (0.035;0.071) 0.72 0.989 0.137 
          

 3* TX1_4 75.1 42 0.001 0.051 (0.032;0.069) 0.70 0.990 0.136 
          

 3* LX1_1 63.4 41 0.014 0.043 (0.020;0.062) 0.64 0.993 0.112 
          

 3* TD(Post) 
1_2F/1_3F 58.9 40 0.027 0.040 (0.014;0.060) 0.61 0.994 0.116 

          

 3* LX1_2 50.0 39 NS 0.031 (0.000;0.053) 0.56 0.997 0.094 
          

 3* LX1_4 39.1 38 NS 0.010 (0.000;0.042) 0.49 1.000 0.060 

1 BL 2 17.0 15 NS 0.021 (0.000;0.060) 0.30 0.999 0.031 
          

2 RS 26.1 26 NS 0.003 (0.000;0.046) 0.29 1.000 0.075 

1 BL 3 36.0 15 0.002 0.068 (0.040;0.097) 0.41 0.982 0.044 
          

2 RS 54.8 25 <0.001 0.061 (0.038;0.083) 0.46 0.975 0.072 

1 BL 4 35.0 29 NS 0.026 (0.000;0.054) 0.55 0.999 0.037 
          

2 RS 41.7 43 NS 0.000 (0.000;0.037) 0.25 1.000 0.046 

1 BL 5 45.2 47 NS 0.000 (0.000;0.035) 0.40 1.000 0.054 
          

2 RS 66.8 64 NS 0.012 (0.000;0.037) 0.65 0.998 0.074 

1 BL 6 20.7 15 NS 0.035 (0.000;0.069) 0.35 0.998 0.027 
          

2 RS 38.0 26 NS 0.039 (0.000;0.064) 0.42 0.996 0.049 

1 BL 7 30.3 15 0.011 0.058 (0.027;0.088) 0.41 0.994 0.044 
          

2 RS 37.8 26 NS 0.038 (0.000;0.064) 0.39 0.996 0.062 

1 BL 8 67.9 47 0.025 0.038 (0.014;0.057) 0.79 0.997 0.040 
          

2 RS 84.5 64 0.044 0.033 (0.006;0.050) 0.79 0.997 0.060 
          

          

* Scaled chi-square difference significant at the p<0.05 level 
 
Legend 

 

 
For an extensive legend refer to Table 20

 

As shown in Table 23 the four-factor models of heiQ-PPT suggested satisfactory fit statistics 

of the baseline models (BL). Apart from each showing a highly significant χ²SB, all remaining 

fit indices were satisfactory. In Step 2, the response shift model of factor combination 1,2,3,5 

(RS) showed a significantly worse fit compared with its baseline model. The three factor 

loadings that had already been detected in the one-factor models were again non-invariant. 

When comparing the final model of this four-factor model with its baseline, it was found that it 

was still significantly worse. Given that no further single constraint could be identified that 

was strong enough to significantly improve the fit of the final model, the analyses were 

stopped. In contrast, model 4,6,7,8 again was found to be free of response shift bias. 
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Table 23  Fit indices of the response shift detection procedure, four-factor models of heiQ-PPT 
          

          

Step Constr. 
parameter χ²SB df p-value RMSEA RMESA 

(90% CI) ECVI CFI SRMR 
          

          

1 BL 1235 884.2 618 <0.001 0.038 (0.032;0.043) 7.32 0.988 0.072 
          

 2* RS 1028.0 677 <0.001 0.041 (0.036;0.046) 7.73 0.984 0.090 
          

 3* LX1_1 1010.2 676 <0.001 0.040 (0.035;0.046) 7.64 0.985 0.086 
          

 3* LX1_2 994.9 675 <0.001 0.040 (0.034;0.045) 7.56 0.985 0.084 
          

 3* LX1_4 983.4 674 <0.001 0.039 (0.034;0.044) 7.50 0.986 0.080 

1 BL 4678 782.5 618 <0.001 0.030 (0.023;0.036) 6.61 0.994 0.060 
          

2 RS 838.4 677 <0.001 0.028 (0.021;0.034) 6.60 0.994 0.067 
          

          

* Scaled chi-square difference significant at the p<0.05 level 
 
Legend  
BL 1235 / BL 4678: Baseline model combining subscales 1,2,3,5 and 4,6,7,8 respectively 
RS: Response shift model 

 

5.5.3 Summary 

Only few response shifts were detected in heiQ-PPT, with a total of five items of subscale 

Positive and Active Engagement in Life being affected. As a result, full metric and scalar 

invariance could be established in seven heiQ subscales, while partial invariance could be 

established in Positive and Active Engagement in Life. To ensure an unbiased comparison of 

the factor means in this subscale, three items needed to be excluded from the calculation of 

the factor means. In the four-factor models, the three factor loadings of Positive and Active 

Engagement in Life again proved to be non-invariant. 

 

5.6 Response shift – heiQ-PPR 

5.6.1 Specific methods 

As per the previous analyses on pretest-posttest data, the findings of the one- and four-factor 

models of group heiQ-PPR are presented hereafter. 

 

5.6.2 Results 

As presented in Table 24, the fit indices of all baseline models (BL) of heiQ-PPR indicated 

satisfactory model fit. Some subscales suggested slightly worse model fit compared with the 
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results of heiQ-PP and heiQ-PPT with five subscales showing a significant χ²SB. However, 

given that all other fit statistics indicated that the fit of the baseline models was adequate, no 

further adjustments appeared necessary. 

 

Table 24  Fit indices of the response shift detection procedure, one-factor models of heiQ-PPR 
          

          

Step Constr. 
parameter χ²SB df p-value RMSEA RMESA 

(90% CI) ECVI CFI SRMR 
          

          

1 BL 1 46.6 29 0.021 0.044 (0.018;0.067) 0.54 0.995 0.050 
          

 2* RS 89.3 43 <0.001 0.059 (0.041;0.076) 0.70 0.987 0.071 
          

 3* TX1_3 66.5 42 0.009 0.043 (0.022;0.062) 0.58 0.993 0.060 

1 BL 2 34.5 15 0.003 0.064 (0.036;0.093) 0.41 0.992 0.048 
          

 2* RS 60.0 26 <0.001 0.065 (0.043;0.086) 0.53 0.987 0.057 
          

 3* TD2_3 54.2 25 <0.001 0.061 (0.039;0.083) 0.48 0.989 0.061 
          

 3* TX2_4 50.7 24 0.001 0.058 (0.036;0.080) 0.45 0.990 0.054 
          

 3* TD2_2 43.2 23 0.007 0.053 (0.028;0.077) 0.42 0.992 0.052 

1 BL 3 14.9 15 NS 0.000 (0.000;0.053) 0.21 1.000 0.038 
          

2 RS 31.6 26 NS 0.026 (0.000;0.054) 0.30 0.996 0.059 

1 BL 4 34.5 29 NS 0.025 (0.000;0.052) 0.49 0.999 0.031 
          

2 RS 55.1 43 NS 0.030 (0.000;0.051) 0.55 0.997 0.071 

1 BL 5 75.5 47 0.005 0.044 (0.024;0.062) 0.81 0.987 0.058 
          

 2* RS 111.9 64 <0.001 0.049 (0.033;0.064) 0.88 0.977 0.077 
          

 3* TD5_5 105.7 63 <0.001 0.047 (0.030;0.062) 0.85 0.980 0.073 
          

 3* TX5_4 100.3 62 0.002 0.044 (0.028;0.060) 0.83 0.982 0.070 
          

 3* TX5_5 95.2 61 0.003 0.042 (0.025;0.058) 0.81 0.984 0.066 

1 BL 6 25.1 15 0.049 0.046 (0.004;0.077) 0.38 0.996 0.040 
          

2 RS 36.8 26 NS 0.036 (0.000;0.062) 0.40 0.996 0.057 

1 BL 7 20.4 15 NS 0.034 (0.000;0.068) 0.34 0.998 0.028 
          

2 RS 26.2 26 NS 0.005 (0.000;0.045) 0.33 1.000 0.041 

1 BL 8 99.3 47 <0.001 0.060 (0.043;0.076) 0.84 0.991 0.049 
          

2 RS 111.8 64 <0.001 0.049 (0.033;0.064) 0.84 0.991 0.073 
          

          

* Scaled chi-square difference significant at the p<0.05 level 
 
Legend 

 For an extensive legend refer to Table 20

 

After constraining all relevant response shift parameters in Step 2 (RS), three subscales 

indicated a significant decline in model fit. In Positive and Active Engagement in Life, one 

intercept was non-invariant, suggesting a uniform recalibration in item 1_3. Moreover, three 

items were non-invariant in Health-Directed Behaviour (non-uniform recalibration of items 

2_2 and 2_3; uniform recalibration of item 2_4). Finally, in Self-Monitoring and Insight, a non-

uniform recalibration was observed in item 5_5, and uniform recalibrations were found in 
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items 5_4 and 5_5. After allowing for non-invariance of these parameters, the respective 

difference between baseline and final model of the three subscales was non-significant. 

Model fit of the four-factor models was again satisfactory when no constraints were imposed 

on the respective models (see Table 25). Despite a significant χ²SB, the remaining goodness-

of-fit indices indicated good fit of the baseline models (BL). 

The results of the response shift models (RS) were similar to those of the previous datasets. 

Factor combination 4,6,7,8 again showed robust results in the sense that no item indicated 

any form of response shift. In contrast, factor combination 1,2,3,5 indicated a significantly 

worse fit compared with its baseline model. Response shift was detected in five items. Apart 

from one item intercept that had not been detected in the one-factor model of Positive and 

Active Engagement in Life, all remaining parameters had already been detected in the one-

factor models. After allowing for non-invariance of the aforementioned parameters, no further 

single item showed response shift that was strong enough to improve model fit significantly. 

Hence, Step 3 of the analyses of model 1,2,3,5 had to be stopped with a final model that was 

still significantly worse than its baseline model. 

 

Table 25  Fit indices of the response shift detection procedure, four-factor models of heiQ-PPR 
          

          

Step Constr. 
parameter χ²SB df p-value RMSEA RMESA 

(90% CI) ECVI CFI SRMR 
          

          

1 BL 1235 931.1 618 <0.001 0.040 (0.035;0.045) 7.41 0.986 0.067 
          

 2* RS 1092.9 677 <0.001 0.044 (0.039;0.049) 7.88 0.982 0.079 
          

 3* TD5_5 1074.2 676 <0.001 0.043 (0.039;0.048) 7.78 0.983 0.078 
          

 3* TD2_3 1053.3 675 <0.001 0.042 (0.037;0.047) 7.65 0.984 0.078 
          

 3* TX5_5 1040.5 674 <0.001 0.042 (0.037;0.047) 7.60 0.984 0.079 
          

 3* LX1_3 1034.9 673 <0.001 0.041 (0.036;0.046) 7.58 0.984 0.079 
          

 3* TX1_4 1027.1 672 <0.001 0.041 (0.036;0.046) 7.56 0.985 0.078 

1 BL 4678 804.5 618 <0.001 0.031 (0.025;0.037) 6.50 0.993 0.056 
          

2 RS 873.8 677 <0.001 0.031 (0.024;0.036) 6.62 0.993 0.065 
          

          

* Scaled chi-square difference significant at the p<0.05 level 
 
Legend 

BL 1235 / BL 4678:    Baseline model combining subscales 1,2,3,5 and 4,6,7,8 respectively 

 

5.6.3 Summary 

A total of six items indicated at least one type of response shift in the one-factor models of 

heiQ-PPR. In contrast to the previous two groups, however, all factor loadings were invariant 

over time. Hence, full metric invariance could be established for all eight subscales. In the 

context of an unbiased comparison of factor means, this meant that only scalar invariance 
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had to be established. Accordingly, two items of Self-Monitoring and Insight, and one of each 

Positive and Active Engagement in Life, and Health-Directed Behaviour had to be excluded 

from the calculation of factor means. The analyses of the four-factor models detected three 

items that were not suitable for the comparison of factor means in model 1,2,3,5. The results 

of the four-factor models, however, had no implications for the calculation of factor means 

(see Section 5.4.3). 

 

5.7 Measurement invariance – heiQ-PPR Retro 

5.7.1 Specific methods 

In contrast to the previous three analyses based on actual pretest-posttest data, this section 

investigated measurement invariance in the sample of retrospective pretest-posttest data. As 

discussed in Section 1.2.4.4, the collection of retrospective pretests has been proposed as a 

possible remedy to circumvent the influence of response shift bias which might threaten the 

validity of change scores derived from actual pretest-posttest data (Howard & Dailey, 1979; 

Terborg et al., 1980). Because respective ratings of posttest and retrospective pretest levels 

are provided in close proximity, it has been argued that the two ratings are provided from the 

same perspective (Howard, Schmeck et al., 1979). As a consequence, items should not be 

affected by recalibration, reconceptualisation, or reprioritisation. While it has been highlighted 

that a comparison of the two scores is only valid if both are affected by response shift in the 

same way (Oort et al., 2003), it is the basic assumption of this method that change scores 

derived from retrospective pretest-posttest data are not confounded by response shift bias. 

Although the present dataset contained retrospective rather than actual pretests, the model 

of the previous three sections (see Section 5.4.1) could be applied to explore measurement 

invariance in these data. Following from the above introduction, it was expected that these 

data would show that items were invariant across the two measurement occasions. 

 

5.7.2 Results 

As shown in Table 26, the baseline models (BL) of most subscales indicated slightly worse fit 

than the baseline models of the previous three samples of actual pretest-posttest data. While 

most fit indices were satisfactory, the SRMR was generally larger than in the other datasets. 

While the SRMR was still acceptable in seven heiQ subscales, it was deemed too large in 

the baseline model of Positive and Active Engagement in Life (BL 1). After testing several 

alternatives, the best fitting model was obtained when item 1_1 “I am doing interesting things 
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in my life” was excluded. The baseline model of this subscale was therefore re-specified, with 

this modified model being used in all subsequent steps. 

 

Table 26  Fit indices of the response shift detection procedure, one-factor models of heiQ-PPR Retro 
          

          

Step Constr. 
parameter χ²SB df p-value RMSEA RMESA 

(90% CI) ECVI CFI SRMR 
          

          

1 BL 1 46.8 29 0.020 0.044 (0.018;0.067) 0.70 0.996 0.096 
          

 1* Modified** 24.9 15 NS 0.046 (0.000;0.077) 0.38 0.996 0.085 
          

 2* RS 31.3 26 NS 0.026 (0.000;0.054) 0.42 0.998 0.118 
          

 3* LX1_5 28.0 25 NS 0.020 (0.000;0.051) 0.40 0.999 0.110 
          

 3* TX1_4 24.1 24 NS 0.003 (0.000;0.046) 0.23 1.000 0.103 

1 BL 2 20.4 15 NS 0.034 (0.000;0.067) 0.35 0.998 0.071 
          

 2* RS 65.7 26 <0.001 0.070 (0.049;0.091) 0.80 0.988 0.138 
          

 3* TX2_3 24.1 25 NS 0.000 (0.000;0.043) 0.18 1.000 0.101 
          

 3* TX2_4 19.8 24 NS 0.000 (0.000;0.036) 0.18 1.000 0.090 
          

 3* LX2_3 16.8 23 NS 0.000 (0.000;0.029) 0.18 1.000 0.075 

1 BL 3 18.1 15 NS 0.026 (0.000;0.062) 0.32 0.998 0.032 
          

 2* RS 46.9 26 0.007 0.051 (0.026;0.074) 0.49 0.988 0.063 
          

3* LX3_4 30.5 25 NS 0.027 (0.000;0.055) 0.38 0.997 0.054 

1 BL 4 29.5 29 NS 0.008 (0.000;0.056) 0.62 1.000 0.052 
          

 2* RS 66.3 43 0.013 0.042 (0.020;0.061) 0.91 0.995 0.099 
          

 3* TX4_2 51.3 42 NS 0.027 (0.000;0.049) 0.77 0.998 0.086 
          

 3* TX4_1 44.0 41 NS 0.015 (0.000;0.043) 0.71 0.999 0.073 

1 BL 5 66.7 47 0.031 0.037 (0.012;0.056) 1.07 0.994 0.075 
          

 2* RS 113.8 64 <0.001 0.050 (0.035;0.065) 1.39 0.984 0.095 
          

 3* TX5_3 103.5 63 <0.001 0.045 (0.029;0.061) 1.31 0.987 0.084 
          

 3* TX5_5 99.4 62 0.002 0.044 (0.027;0.059) 1.29 0.988 0.077 
          

 3* LX5_6 89.9 61 0.010 0.039 (0.020;0.055) 1.21 0.991 0.075 
          

 3* LX5_1 85.4 60 0.017 0.037 (0.016;0.054) 1.17 0.992 0.075 

1 BL 6 15.4 15 NS 0.010 (0.000;0.055) 0.43 1.000 0.046 
          

2 RS 23.7 26 NS 0.000 (0.000;0.040) 0.17 1.000 0.086 

1 BL 7 29.9 15 0.012 0.056 (0.025;0.086) 0.51 0.996 0.044 
          

2 RS 36.7 26 NS 0.036 (0.000;0.062) 0.56 0.997 0.066 

1 BL 8 75.6 47 0.005 0.044 (0.024;0.062) 1.05 0.995 0.073 
          

 2* RS 119.3 64 <0.001 0.053 (0.038;0.067) 1.39 0.991 0.102 
          

 3* TD8_3 111.8 63 <0.001 0.050 (0.034;0.065) 1.30 0.992 0.097 
          

 3* TD8_4 100.9 62 0.001 0.045 (0.028;0.060) 1.19 0.994 0.095 
          

 3* TD8_5 94.2 61 0.004 0.042 (0.024;0.058) 1.14 0.995 0.091 
          

          

* Scaled chi-square difference significant at the p<0.05 level 
** Model excluding item q1_1 
 
Legend 

 For an extensive legend refer to Table 20
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In Step 218, the models of heiQ-PPR Retro indicated significantly worse model fit compared 

with respective baseline models in five subscales. That is, in Health-Directed Behaviour, Skill 

and Technique Acquisition, Constructive Attitudes and Approaches, Self-Monitoring and 

Insight, and Emotional Well-Being, a significant χ²SB difference test was observed, with non-

invariant items being found in Constructive Attitudes and Approaches, and Emotional Well-

Being for the first time. Moreover, while the model of Positive and Active Engagement in Life 

did not indicate a significantly worse fit, SRMR moved from 0.085 to an unacceptable value 

of 0.118. Consequently, this heiQ subscale was also investigated in Step 3 regardless of the 

non-significant χ²SB difference test, leading to a total of six heiQ subscales needing further 

adjustments because the models of Step 2 were worse than respective baseline models. 

In detail, the following items were non-invariant between posttest and retrospective pretest 

across subscales. In subscale Positive and Active Engagement in Life, item 1_5 showed a 

non-invariant loading and item 1_4 indicated a non-invariant intercept. After relaxing the two 

constraints no further single parameter was found that led to a significant improvement of the 

model. Hence, despite the SRMR of the final model being too large, the re-specification was 

stopped here. In contrast, after de-constraining the intercepts of items 2_3 and 2_4, and the 

factor loading of item 2_3, model fit of subscale Health-Directed Behaviour was again close 

to the baseline model. In Skill and Technique Acquisition, the loading of item 3_4 was non-

invariant, while in Constructive Attitudes and Approaches, items 4_1 and 4_2 each showed a 

non-invariant intercept. Some more constraints were found in subscale Self-Monitoring and 

Insight, with non-tenable constraints on the intercepts of items 5_3 and 5_5, as well as the 

factor loadings of 5_1 and 5_6. Finally, in Emotional Well-Being, the error variances of items 

8_3, 8_4, and 8_5 were non-invariant. 

The two four-factor models indicated good fit at baseline (see Table 27). With each showing 

RMSEA<0.05, CFI>0.98, and SRMR~0.06, none of the baseline models (BL) needed further 

adjustments. In contrast to all other datasets, however, both models indicated non-positive 

definite sample covariance matrices. Hence, at least some of the elements of the respective 

covariance matrix did not meet certain conditions that are necessary for further mathematical 

operations. To circumvent non-positive definite matrices, a ridge correction can be applied 

(Wothke, 1993). Given that in the present analyses LISREL 8.72 automatically applied this 

procedure and provided all parameter estimates, results still appeared robust. Furthermore, 

in model 1,2,3,5 the Phi matrix was non-positive definite. Given that this violation of positive 

definiteness might occur despite a correctly specified model, it has been suggested that this 

warning message can be ignored (Rigdon, 1997). 

                                                 
18 In the present analyses of heiQ-PPR Retro, “RS" reflects a “Fully constrained model” rather than a 
“Response shift model”. 
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When moving to Step 2 (RS), both models indicated a significantly worse model fit compared 

with their respective baseline model. In model 1,2,3,5, the constraints on the intercepts of 

items 1_2, 1_4, 2_3, 2_4, 3_4, 5_3, 5_5 and the constraints on the loadings of items 2_3 and 

3_4 were not tenable. In model 4,6,7,8, the error variances of items 4_4, 8_3, 8_4, 8_5 and 

the intercept of item 4_1 were non-invariant. With the exception of the intercepts of items 1_2 

and 3_4, and the error variance of item 4_4, these parameters had already been suggested 

in the one-factor models. After de-constraining the parameters, the final model of 1,2,3,5 had 

a similar fit to its baseline model, while model 4,6,7,8 was slightly worse than its baseline. 

 

Table 27  Fit indices of the response shift detection procedure, four-factor models of heiQ-PPR Retro 
          

          

Step Constr. 
parameter χ²SB df p-value RMSEA RMESA 

(90% CI) ECVI CFI SRMR 
          

          

1 BL 1235 993.6 618 <0.001 0.044 (0.039;0.049) 5.63 0.985 0.060 
          

 2* RS 1217.9 677 <0.001 0.051 (0.046;0.055) 6.23 0.979 0.080 
          

 3* TX2_3 1131.0 676 <0.001 0.046 (0.042;0.051) 5.90 0.982 0.077 
          

 3* TX1_4 1119.8 675 <0.001 0.046 (0.041;0.051) 5.86 0.982 0.074 

 3* TX1_2 1103.2 674 <0.001 0.045 (0.040;0.050) 5.81 0.983 0.072 
          

 3* TX5_3 1088.9 673 <0.001 0.044 (0.040;0.049) 5.75 0.984 0.069 
          

 3* TX5_5 1082.6 672 <0.001 0.044 (0.039;0.049) 5.74 0.984 0.069 
          

 3* LX3_4 1072.2 671 <0.001 0.044 (0.039;0.049) 5.71 0.984 0.068 
          

 3* TX3_4 1064.3 670 <0.001 0.043 (0.038;0.048) 5.69 0.984 0.068 
          

 3* TX2_4 1059.2 669 <0.001 0.043 (0.038;0.048) 5.68 0.985 0.068 
          

 3* LX2_3 1046.8 668 <0.001 0.043 (0.038;0.047) 5.64 0.985 0.066 
          
1 BL 4678 701.4 618 <0.001 0.021 (0.011;0.028) 8.74 0.998 0.063 

          

 2* RS 813.5 677 <0.001 0.025 (0.018;0.032) 9.30 0.996 0.081 
          

 3* TD8_3 803.1 676 <0.001 0.025 (0.017;0.031) 9.24 0.996 0.080 
          

 3* TX4_1 794.4 675 <0.001 0.024 (0.016;0.030) 9.17 0.996 0.077 
          

 3* TD8_4 788.6 674 <0.001 0.023 (0.015;0.030) 9.12 0.997 0.077 
          

 3* TD8_5 781.0 673 <0.001 0.023 (0.014;0.029) 9.06 0.997 0.077 
          

 3* TD4_4 771.9 672 <0.001 0.022 (0.013;0.029) 8.95 0.997 0.076 
          

          

* Scaled chi-square difference significant at the p<0.05 level 
 
Legend 

BL 1235 / BL 4678:    Baseline model combining subscales 1,2,3,5 and 4,6,7,8 respectively 

 

5.7.3 Summary 

In the sample of retrospective pretest-posttest data, the 4-step procedure (Oort, 2005b; Oort 

et al., 2005) detected several non-invariant items. With five subscales and a total of 14 items 

showing non-invariance, substantially more items were non-invariant compared with items of 

the previous datasets. These findings had further implications for the calculation of the factor 
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means. While partial metric and scalar invariance could be established in all subscales, items 

of the following heiQ subscales had to be excluded to ensure an unbiased comparison of the 

factor means: one item of Skill and Technique Acquisition, two items of each Positive and 

Active Engagement in Life, Health-Directed Behaviour, and Constructive Attitudes and 

Approaches, and four items of Self-Monitoring and Insight. In contrast to the three datasets 

containing actual pre- and posttests, the analyses of the four-factor models of heiQ-PPR 

Retro not only suggested a significantly worse model fit when constraining all parameters of 

model 1,2,3,5 but some items of model 4,6,7,8 were also non-invariant in this dataset. 

 

5.8 Factor means of heiQ-PP, heiQ-PPT, heiQ-PPR, and heiQ-PPR Retro 

In this final section of the chapter, the results of Step 4 of all four datasets are summarised. 

As mentioned in Section 5.3, the first three steps of the 4-step procedure were sufficient for 

the detection of non-invariant items. In contrast, this final step provides information on ‘true’ 

change, i.e. change scores derived from the factor means of each of these datasets. Given 

that the previous steps had selected those items that could not be used in the comparison of 

factor means as they would have biased results, this final step was based on those items 

that had shown to be invariant between actual pretest and posttest, and retrospective pretest 

and posttest data, respectively. As a consequence, a comparison of change scores across 

the four datasets was limited given that some of these did not include all heiQ items. 

 

Table 28  Change scores across heiQ-PP (n=331), heiQ-PPT (n=304), heiQ-PPR (n=314), and 
heiQ-PPR Retro (n=314) derived from a means model (SEM) based on only those items that 
met the condition of scalar and metric invariance (Step 4) 
      

     

heiQ-PP heiQ-PPT heiQ-PPR heiQ-PPR 
Retro heiQ subscale 

Mean Mean Mean Mean 
      

     

1. Positive and Active Engagement in Life 0.36*  0.35*+  0.83*+  0.75*+ 
     

2. Health-Directed Behaviour  0.36*+ 0.41*  0.47*+  0.56*+ 
     

3. Skill and Technique Acquisition 0.66* 0.82* 1.11*  1.00*+ 
     

4. Constructive Attitudes and Approaches 0.23* 0.30* 0.60*  0.44*+ 
     

5. Self-Monitoring and Insight  0.41*+ 0.43*  0.73*+  0.90*+ 
     

6. Health Service Navigation 0.26* 0.18* 0.41* 0.35* 
     

7. Social Integration and Support 0.13* 0.23* 0.34* 0.26* 
     

8. Emotional Well-Being 0.25* 0.22* 0.23* 0.31* 

* Significant, i.e. the change score is more than twice its standard error (Bollen, 1989) 
+ The mean change scores of these heiQ subscales are based on a reduced number of items, i.e. items 
 that had not met the condition of metric and scalar invariance were excluded from Step 4 to ensure an 
 unbiased comparison of factor means. 
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As shown in Table 28, the derived change scores based on factor means refer to only those 

items that met the condition of metric and scalar invariance as only invariant items allow for 

an unbiased comparison of factor means. The factor means of those subscales that needed 

to be based on a reduced number of items are marked with +. These were: Health-Directed 

Behaviour, and Self-Monitoring and Insight of heiQ-PP; Positive and Active Engagement in 

Life of heiQ-PPT; Positive and Active Engagement in Life, Health-Directed Behaviour, and 

Self-Monitoring and Insight of heiQ-PPR, and subscales Positive and Active Engagement in 

Life, Health-Directed Behaviour, Skill and Technique Acquisition, Constructive Attitudes and 

Approaches, and Self-Monitoring and Insight of heiQ-PPR Retro. 

Despite being partially based on a different set of items, the overall conclusions about group 

differences were similar to the results of Chapter 3 where change scores had been derived 

from arithmetic rather than factor means. Although all change scores based on factor means 

were significant (see Table 28), some large group differences were observed. In particular, 

when comparing mean change scores of heiQ-PP with those of heiQ-PPR change scores of 

the latter group were again substantially larger than those of the former group in most heiQ 

subscales. Furthermore, the comparison of change scores based on factor means of group 

heiQ-PPT with those of group heiQ-PPR also indicated some large group differences, while 

change scores based on factor means of heiQ-PP and those of heiQ-PPT generally did not 

differ substantially. Finally, only small differences between change scores of heiQ-PPR and 

those of heiQ-PPR Retro were observed. 

 

5.9 Discussion 

Response shift in heiQ-PP, heiQ-PPT, and/or heiQ-PPR 

The first part of this chapter was aimed at investigating whether response shift bias had a 

confounding effect on the results of evaluations of self-management programs. In particular, 

it was explored whether the three datasets consisting of actual pre- and posttests (heiQ-PP; 

heiQ-PPT; heiQ-PPR) were confounded by response shift. Considering the validity concerns 

about change scores that are derived from actual pretest-posttest data (see Section 1.2.4.4), 

it was expected that this bias could be detected in all three datasets. However, following from 

the findings of Chapter 3 (see Section 3.7) it was further expected that the change scores of 

heiQ-PPR were less affected by response shift compared with those of the other two groups. 

Contrary to these expectations, however, none of the analyses detected many non-invariant 

items in any of the datasets, i.e. less than one fifth of items were non-invariant. Following the 

definitions proposed in the response shift model that was applied in this study (Oort, 2005b; 
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Oort et al., 2005), factorial invariance of items between two measurement occasions can be 

interpreted as absence of group-level response shifts. The only response shifts that could be 

detected occurred in items belonging to subscales Positive and Active Engagement in Life, 

Health-Directed Behaviour, Skill and Technique Acquisition, and Self-Monitoring and Insight. 

In contrast, the items of the remaining four heiQ subscales were free of response shift bias. 

With reference to the continuum of self-report outcomes that was proposed in Section 1.2.3.3 

(see also Figure 8), the degree of appraisal involved in answering items from the former heiQ 

subscales did not differ from that hypothesised for items from the latter heiQ subscales. Both 

groups of subscales, i.e. the group of subscales that contained non-invariant items and the 

group of subscales whose items were invariant, included subscales that had been placed at 

different points along the continuum. Consequently, the findings of this chapter could not be 

explained by the continuum of self-report outcomes. 

Moreover, while non-invariant items were only detected in specific subscales, i.e. in Positive 

and Active Engagement in Life, Health-Directed Behaviour, Skill and Technique Acquisition, 

and Self-Monitoring and Insight, different heiQ items within these subscales were affected in 

different datasets. That is, the lack of invariance of items was not consistent across datasets, 

suggesting that response shift bias was not a stable characteristic of certain heiQ items. 

The analyses further indicated that the hypothesis of explaining the high posttest levels of 

heiQ-PPR with a diminished influence of response shift bias was unfounded. Considering 

that a relatively small number of questionnaire items were found to be non-invariant across 

datasets, response shift bias could not explain the group differences that had been observed 

in Chapter 3. 

Finally, the last step of the 4-step procedure supported the findings of Chapter 3 in that large 

group differences in respective change scores existed. After excluding non-invariant items, 

the analyses suggested that change scores derived from heiQ-PPR were generally larger 

than those derived from heiQ-PP or heiQ-PPT. Hence, regardless of the method used to 

assess change scores, i.e. factor means or arithmetic means, differences between the three 

groups were substantial. 

The following interpretations of the findings of the present chapter are proposed: 

a) In view of the overall aim of this thesis, the results of the present chapter suggested that 

a relatively small number of heiQ items were reconceptualised, reprioritised, and/or 

recalibrated from actual pretest to posttest across groups. Between 13-18% of the items 

were affected by response shift, whereas only 8-11% had to be excluded to ensure an 

unbiased comparison of respective factor means. That none of the heiQ datasets was 

substantially influenced by response shift suggests that the measurement of outcomes of 
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self-management programs using actual pretest and actual posttest data is defensible. 

Consequently, the validity concerns about change scores derived from traditional pretest-

posttest data (Hill & Betz, 2005) could not be supported by the heiQ data. 

b) It can further be inferred that, despite the design of the posttest heiQ having an influence 

on the magnitude of reported actual posttest levels, it did not affect the conceptualisation, 

prioritisation, and calibration of items. Although the baseline models of heiQ-PPR were 

marginally worse, the psychometric properties of the heiQ across all pre- and posttests 

was satisfactory. Again, despite some large differences in the factor means between the 

three datasets, the majority of heiQ items were invariant despite the cognitive tasks that 

participants performed at posttest. 

c) The findings of this chapter also provided strong support for the robustness of the heiQ. 

The psychometric properties of this questionnaire appeared robust across datasets and 

seemed only marginally influenced by the test situation. 

d) In view of these results, some questions remain unanswered. It was unexpected that only 

little indication of the presence of response shift was found. While only few studies have 

explored response shift in participants of self-management programs, one study suggests 

that up to 70% of participants may experience a response shift (Osborne et al., 2006). 

One possible reason why these findings differed from the results of this chapter is that 

the two studies used different methods, i.e. the subject-level analyses applied in the cited 

study (Osborne et al., 2006) are likely to be more sensitive to detect response shift than 

the group-level analyses applied in this thesis. Given that group-level analyses are only 

able to detect response shift bias if it occurred in a relatively large number of participants 

(Oort, 2005a, 2005b), response shifts at the individual level may have been obscured in 

these analyses. Hence, more individualised approaches may have been more suitable to 

detect response shift bias (Donaldson, 2005). However, for the purpose of this research it 

remains that it could be demonstrated that, at a group level, response shift bias only had 

minor confounding effects on the results of evaluations of self-management programs. 

e) The somewhat contrasting findings of the present chapter compared with the findings of 

Chapter 3 require further discussion. While the analyses of Chapter 3 demonstrated that 

the design of the posttest heiQs influenced the level of the posttest ratings, Chapter 5 

suggested that the heiQ performed similarly well across datasets, suggesting that hardly 

any group differences existed with regard to the psychometric properties of the heiQ. As 

a result, it has to be concluded that the group differences observed in Chapter 3 are not 

related to group-level response shifts but to the effect of the cognitive task participants 

performed at posttest and/or potential other bias. 
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f) Finally, the heiQ items may be robust against confounding through response shift. Given 

that these items had been written in a way that they were not vulnerable to response shift 

(Osborne et al., 2007), it is plausible that response shift is not a threat to the validity of 

change scores when using this measurement instrument. 

 

Measurement invariance in the dataset of retrospective pretests and actual posttests 

In contrast to the results of the samples of actual pretest-posttest data, the analyses of the 

retrospective pretest-posttest data showed unexpectedly more items that were not invariant. 

When applying the interpretation of the different parameters in terms of the types of response 

shift (Oort, 2005b; Oort et al., 2005), results suggested more ‘response shift’ than in the 

previous samples. Given that the posttest and the retrospective pretest data were assessed 

at the same time and as a result, change scores should be free of response shift (Howard & 

Dailey, 1979), alternative explanations why relatively many heiQ items were found to be non-

invariant need to be discussed. The following explanations are proposed: 

a) Existing theory defines response shift as a change in perspective due to a significant 

event in a person’s life (Schwartz et al., 2006). As a result, data obtained prior to such an 

event may not be comparable to those collected after the event. In contrast, when pretest 

and posttest data are collected simultaneously, with pretest scores being collected in 

retrospect, it can be assumed that both ratings are provided from the same perspective 

(Howard & Dailey, 1979). While this is the essential assumption of using retrospective 

pretest data to derive change scores, it is possible that the two data are not affected by 

response shift in the same way (Oort et al., 2003). It is therefore possible that the dataset 

of heiQ-PPR Retro may have been hampered by those participants who attended to the 

retrospective pretest questions from a different perspective to the one underlying their 

ratings of the actual posttest questions. 

b) In heiQ-PPR Retro it was further observed that both four-factor models had resulted in a 

non-positive definite sample covariance matrix, and the model combining heiQ subscales 

1,2,3,5 had additionally resulted in a non-positive definite Phi matrix. Although LISREL 

provided an output that appeared robust, these non-positive definite matrices allude to 

potential problems within the sample of retrospective pretest-posttest data. For example, 

the specific design of this posttest heiQ may have resulted in linear dependencies in the 

dataset. Such linear dependencies may have led to instability in the respective estimates 

that in turn caused the apparent non-invariance between the retrospective pretests and 

the posttests. While a linear dependency between the two scores may not be detrimental, 

and the analyses suggested that the scores were two separate constructs, research into 
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the quality of the obtained scores seems necessary. If a linear dependency existed, some 

of the items may need to be removed (Wothke, 1993) or the design of the questionnaire 

may have to be modified, such as collecting the two data on separate pages. 

c) A further aspect of the design of heiQ-PPR may relate to a special form of dependency of 

the retrospective pretest scores. Given that posttest ratings were provided first, this may 

have restricted answers to the retrospective pretests. Instead of optimising the responses 

(Krosnick, 1991, 1999; Krosnick & Alwin, 1987), participants may have responded to the 

retrospective pretest questions in a way that is consistent with the theories that were 

introduced in Section 1.2.4.3, for example, effort justification (Aronson & Mills, 1959; Hill 

& Betz, 2005), implicit theory of stability or change (Ross, 1989; Schwarz et al., 1998), or 

social desirability (Crowne & Marlowe, 1964; Paulhus, 1991). Being aware that they were 

providing a measure of change, participants may have deliberately provided ratings at or 

below their actual posttest levels and as a result, they may have restricted the range of 

response options to these retrospective pretests. This may be a further reason why 

several items were not invariant between posttest and retrospective pretest data. 

 

Concluding remarks 

The analyses of the present chapter led to the following results with regard to the research 

questions posed in Section 1.3: 

III. Can response shift be detected in actual pretest-posttest data when applying a model of 

measurement invariance? 

¾ The 4-step procedure detected a relatively small number of questionnaire items that 

were not invariant in the datasets of actual pre- and posttests. Generally less than 

10% of the heiQ items had to be excluded to ensure an unbiased comparison of the 

factor means of the actual pretests and posttests. As a consequence, the significantly 

higher posttest levels of heiQ-PPR could not be explained by response shift bias. 

IV. Are the model parameters invariant across retrospective pretests and actual posttests? 

¾ In contrast to the previous analyses, more items were found to be non-invariant in the 

sample of retrospective pretest-posttest data. While it is possible that response shift 

affected the two scores in different ways (Oort et al., 2003), it may be more likely that 

the specific design of heiQ-PPR influenced answers to these items in a way that it 

caused non-invariance of some items. For example, possible linear dependencies in 

the dataset may have led to instability in the respective estimates that in turn caused 
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the apparent non-invariance between the retrospective pretest data and the actual 

posttest data. Moreover, given that posttest ratings were provided first, this may have 

restricted answers to the retrospective pretests which again may be a reason for the 

observed non-invariance of some of the heiQ items. 

The analyses of this chapter provided evidence that suggests answers to the above research 

questions. Moreover, the analyses of the datasets consisting of actual pretests and posttests 

confirmed the quality of the data obtained via the heiQ. That is, regardless of the design of 

the posttest heiQ, all samples showed robust psychometric properties of this questionnaire. 

In contrast, in the dataset consisting of retrospective pretests and actual posttests more heiQ 

items were found to be non-invariant, suggesting that change scores derived from these data 

may be less robust. 

Despite these findings, the analyses of the present chapter did not provide an explanation for 

the group differences in the four samples observed in both Chapters 3 and 5. Regardless of 

the method used to derive change scores, i.e. arithmetic means (Chapter 3) or factor means 

(Chapter 5), some large group differences were observed. Hence, different tasks at posttest 

did not alter the psychometric performance of the heiQ but they changed the magnitude of 

actual posttest scores. Consequently, the possible explanations for these group differences 

remain similar to the ones proposed in Chapter 3. Observed differences could be due to: 

¾ Satisficing; 

¾ Social desirability; 

¾ Effort justification bias; 

¾ Implicit theory of stability or change; 

¾ Response shift (subject-level rather than group-level analyses need to be applied). 

Moreover, the following issues relating to heiQ-PPR Retro need further investigation: 

¾ Linear dependency between retrospective pretests and actual posttests; 

¾ The design of heiQ-PPR restricted the response options for retrospective pretests; 

Further investigation of most of these explanations is beyond the scope of this thesis and has 

to be left for future research. However, considering that it had been identified that socially 

desirable responding is another potentially important confounder of scores in the present 

research (see Section 1.2.4), the influence of this bias on the change scores of the four heiQ 

datasets is investigated in the following Chapter 6. 
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6 Change scores mediated by social desirability 

6.1 Introduction 

Based on the conclusions of Chapters 3 and 5, this final data analysis chapter of the thesis 

was aimed at investigating the potential influence of social desirability bias on scores of the 

four datasets heiQ-PP, heiQ-PPT, heiQ-PPR, and heiQ-PPR Retro. It was explored whether 

observed differences between the three samples of actual pretest-posttest data could be 

explained by a mediating effect of social desirability and whether this bias had influenced 

change scores derived from retrospective pretest-posttest data (heiQ-PPR Retro). To assess 

the possibility of social desirability bias, the MC-C scale (Reynolds, 1982) was added to 

previous one-factor models. Although it was assumed that a similar proportion of subjects 

across the randomised groups had a propensity to provide socially desirable answers, it was 

expected that the effect of social desirability on the scores would differ across samples. That 

is, it was expected that the influence of social desirability bias was strongest in heiQ-PPR 

and heiQ-PPR Retro because of the simultaneous provision of retrospective pretest and 

actual posttest data at posttest. 

 

6.2 Aims 

The aims of the chapter were: 

6.a To validate Reynolds’ short form MC-C (Reynolds, 1982); 

6.b To investigate whether social desirability substantially contributed to variation in change 

scores derived from actual pretest-posttest data (heiQ-PP, heiQ-PPT, heiQ-PPR); 

6.c To investigate whether social desirability substantially contributed to variation in change 

scores derived from retrospective pretest-posttest data (heiQ-PPR Retro). 

 

6.3 The factor structure of the short form MC-C of the Marlowe-Crowne scale 

6.3.1 Specific methods 

As described in Section 1.2.4.5, research has suggested that the original MC scale (Crowne 

& Marlowe, 1960) is multi-dimensional. While solutions range from two factors to multiple 

factors (Ballard, 1992; Barger, 2002; Crino et al., 1983), a two-factor solution is a common 

representation of this scale (Millham, 1974; Paulhus, 1984; Ramanaiah et al., 1977). The 
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extent to which these results are applicable to the present sample, however, is questionable. 

Firstly, previous research was frequently based on data derived from students (Ballard, 1992; 

Barger, 2002; Millham, 1974; Paulhus, 1984; Ramanaiah et al., 1977). Given that social 

desirability bias has been found to be associated with age and gender – with older women 

being more prone to socially desirable responses (Ray, 1988; Visser et al., 1989) – previous 

findings may not hold for the present sample that predominantly consisted of elderly women 

(see Section 3.3). Secondly, factor analyses on the MC short forms were generally aimed at 

confirming/rejecting a one-factor solution rather than exploring potential multi-factor solutions 

of these social desirability measures (see Section 1.2.4.5). For these reasons, the MC-C was 

factor-analysed before embarking upon the analyses. 

The present section therefore starts with a description of the preparation of the MC-C data 

for later modelling. Further details on the MC-C scale were provided earlier in this thesis (see 

Section 2.3.2). 

Before analysing the MC-C data, some preparatory steps were undertaken. Firstly, in line 

with the preparation of the heiQ data, each case with more than 50% missing items (>6 items 

missing) was deleted. Secondly, due to the alternate keying of the MC items, it could easily 

be detected if participants exhibited an acquiescent response style. That is, respondents who 

had provided either only ‘true’ or only ‘false’ answers were discarded as it could be assumed 

that they had filled out the MC-C scale regardless of the content of individual items. Once 

this preparation was finalised, all remaining missing values were replaced using the EM 

Algorithm (see Section 2.3 for a review of the heiQ data preparation). 

Given that no previous study was found that utilised MC-C data from a sample with similar 

characteristics to the present sample, the analyses were approached in an exploratory way. 

The data were first analysed in CEFA (Browne et al., 2004) which is the recommended 

program for unrestricted factor analyses (McDonald, 2005). As the MC-C was assumed to 

measure one underlying construct, i.e. social desirability, all multi-factor structures were 

analysed with oblique rotation to allow for correlations between the factors. For this GEOMIN 

was used (Browne, 2001; McDonald, 2005).19 Due to the scaling of the MC-C, the input 

matrix was based on polychoric correlations. With these correlations, CEFA defaulted to the 

ordinary least squares method for the estimation of the parameters (Browne et al., 2004). 

Eigenvalues and a scree plot served as a guideline to establish the number of underlying 

factors. Once the preliminary factor structure was determined, it was again tested in LISREL 

(Jöreskog & Sörbom, 1996-2001), using RML to estimate the model parameters (Jöreskog, 

2002-2005). 

                                                 
19 As recommended by Browne (2001), several rotation methods were employed to test whether the 
same factor solution evolved across different methods. In the present case, oblique CF-Varimax and 
Infomax were applied with both resulting in the same factor structure. 
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Given that subsequent analyses were performed on the randomised groups, the present 

analyses were carried out on the full dataset as well as on the three samples separately. This 

was necessary to ensure that no systematic differences existed between the groups. Given 

that the datasets heiQ-PPR and heiQ-PPR Retro were obtained from the same participants, 

only one factor analysis needed to be carried out. 

 

6.3.2 Results 

After discarding those cases with excess missing items and those who had suggested an 

obvious acquiescent response style, the final dataset consisted of n=908 participants. Hence, 

about 5% of cases were lost when adding the MC-C scale to the analyses. The final sample 

sizes of the randomised groups were n=318 for heiQ-PP, n=291 for heiQ-PPT, and n=299 for 

heiQ-PPR/heiQ-PPR Retro. Given that sample sizes of n>100 subjects (in the case of low 

reliability of the mediating variable n>200) have been regarded as sufficient to perform SEM 

analyses with mediating variables (Frazier et al., 2004; Hoyle & Kenny, 1999), the size of 

these final samples were deemed appropriate for the present analyses. 

The CEFA analyses suggested that a one-factor solution did not fit the data well. With two 

eigenvalues clearly above one (3.4 and 1.9, respectively) and two further eigenvalues at 1.1, 

factor solutions ranging from two to four factors were further explored. While the fit statistics 

improved substantially in all multi-factor solutions, the models beyond two factors were not 

superior to the two-factor solution and each suggested that one factor consisted of one item 

only. Therefore, the following two-factor solution appeared most suitable for the MC-C: items 

1,2,3,4,6,8,11,12 loaded on factor 1 and items 5,6,7,9,10,13 loaded on factor 2. That is, with 

the exception of item 6 that indicated small loadings on both factors, the remaining 12 items 

indicated unambiguous factor loadings on either factor 1 or factor 2, respectively. Given that 

subsequent confirmatory analyses in LISREL supported a factor solution with item 6 loading 

on factor 1, it was decided to allocate this item to the first factor. 

The final factor solution reflected the scaling direction of the MC-C, with factor 1 consisting of 

those items that were keyed ‘false’ such as “I sometimes feel resentful when I don’t get my 

way”. Following the design and content of these items, this factor may describe some form of 

‘defensiveness’ or ‘denial’ mechanism. In contrast, factor 2 consists of items that are keyed 

‘true’ such as “No matter who I am talking to, I’m always a good listener”. This factor may 

reflect ‘self-presentation’ or ‘impression management’ as suggested in previous studies (see 

Section 1.2.4.5). To better distinguish between the two social desirability factors, they will be 

referred to as ‘defensiveness’ and ‘self-presentation’ in the present chapter. 
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Given that CEFA only provides a limited range of fit statistics, these analyses were mainly 

used for establishing the factor structure of the MC-C. For the evaluation of model fit as well 

as the presentation of the results, the LISREL output was used which is presented hereafter. 

The CEFA results are provided in Appendix 17. 

After establishing which items loaded on which factor, all analyses were again run in LISREL. 

These analyses confirmed that the two-factor solution was superior to any other combination. 

Given that model fit could again be improved significantly when allowing for a correlated error 

between items 1 “It is sometimes hard for me to go on with my work if I am not encouraged” 

and 3 “On a few occasions, I have given up doing something because I thought too little of 

my ability”, this correlated error was included in the final model. Table 29 shows the results 

based on the full sample (n=908). Apart from a significant χ²SB, all remaining fit statistics 

indicated a satisfactory fit of the model: χ²SB(63)=118.9 (p<0.001), RMSEA=0.031 (90% CI, 

0.023;0.040), CFI=0.99, and SRMR=0.066. In contrast to the fit statistics, some of the factor 

loadings and both coefficient alphas, however, were below the recommended cut-off values 

of 0.50 for the factor loadings and 0.70 for coefficient alpha, respectively (Hair et al., 2006). It 

was further found that ‘self-presentation’ and ‘defensiveness’ correlated moderately (0.44). 

 
Table 29  Confirmatory Factor Analysis of the MC-C, full sample (n=908) 

 
Standar-

dised factor 
loading 

Error 
variance 

Self-presentation   

1 It is sometimes hard for me to go on with my work if I am not 
encouraged. 0.47 0.78 

2 I sometimes feel resentful when I don’t get my way. 0.75 0.44 

3 On a few occasions, I have given up doing something because I 
thought too little of my ability. 0.50 0.75 

4 There have been times when I felt like rebelling against people in 
authority even though I knew they were right. 0.60 0.64 

6 There have been occasions when I took advantage of someone. 0.42 0.82 
8 I sometimes try to get even rather than forgive and forget. 0.53 0.72 

11 There have been times when I was quite jealous of the good fortune 
of others. 0.56 0.68 

12 I am sometimes irritated by people who ask favours of me. 0.45 0.80 

Defensiveness   
5 No matter who I’m talking to, I’m always a good listener. 0.56 0.69 
7 I’m always willing to admit it when I make a mistake. 0.62 0.62 
9 I am always courteous, even to people who are disagreeable. 0.71 0.50 

10 I have never been irked when people expressed ideas very different 
from my own. 0.45 0.80 

13 I have never deliberately said something that hurt someone’s 
feelings. 0.38 0.86 

Fit statistics: χ²SB(63)=118.9, p<0.001; RMSEA=0.031 (90% CI, 0.023;0.040); CFI=0.99; SRMR= 
0.066. Coefficient alpha: factor 1=0.65; factor 2=0.54; Phi=0.44 (standardised correlation between 
factor 1 and 2) 
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Given that the two-factor solution yielded the best possible model fit for the MC-C, the model 

was then tested on each randomised group separately. As shown in Table 30, Table 31, and 

Table 32, the two-factor solution again indicated good fit. While the fit statistics were similar 

across groups, the MC-C performed best in heiQ-PP. Not only the χ²SB was non-significant, 

but all remaining fit indices indicated good fit: RMSEA=0.023 (90% CI, 0.0;0.043), CFI=0.99, 

and SRMR=0.079. In contrast, the fit statistics of the remaining two samples indicated slightly 

worse model fit with χ²SB(63)=90.0 (p<0.015), RMSEA=0.038 (90% CI, 0.018;0.056), 

CFI=0.98, SRMR=0.098 for heiQ-PPT and χ²SB(63)=90.0 (p<0.015), RMSEA=0.038 (90% CI, 

0.018;0.056), CFI=0.98, SRMR=0.098 for heiQ-PPR/heiQ-PPR Retro. 

Similar to the analyses on the full sample, some small factor loadings and coefficient alphas 

<0.70 were observed in all datasets. Finally, the magnitude of the factor correlations (Phi, φ) 

differed slightly across datasets. While ‘self-presentation’ and ‘defensiveness’ showed similar 

correlations in heiQ-PP and heiQ-PPR/heiQ-PPR Retro (φ=0.48 and φ=0.52, respectively), 

this correlation was smaller in heiQ-PPT (φ=0.29). However, all correlations were significant 

at the p=0.05 level. 

 
Table 30  Confirmatory Factor Analysis of the MC-C, heiQ-PP (n=318) 

 
Standar-

dised factor 
loading 

Error 
variance 

Self-presentation   

1 It is sometimes hard for me to go on with my work if I am not 
encouraged. 0.44 0.81 

2 I sometimes feel resentful when I don’t get my way. 0.76 0.43 

3 On a few occasions, I have given up doing something because I 
thought too little of my ability. 0.51 0.74 

4 There have been times when I felt like rebelling against people in 
authority even though I knew they were right. 0.54 0.71 

6 There have been occasions when I took advantage of someone. 0.33 0.89 
8 I sometimes try to get even rather than forgive and forget. 0.48 0.77 

11 There have been times when I was quite jealous of the good fortune 
of others. 0.51 0.74 

12 I am sometimes irritated by people who ask favours of me. 0.37 0.87 

Defensiveness   
5 No matter who I’m talking to, I’m always a good listener. 0.54 0.71 
7 I’m always willing to admit it when I make a mistake. 0.64 0.59 
9 I am always courteous, even to people who are disagreeable. 0.70 0.51 

10 I have never been irked when people expressed ideas very different 
from my own. 0.48 0.77 

13 I have never deliberately said something that hurt someone’s 
feelings. 0.42 0.83 

Fit statistics: χ²SB(63)=73.7, p=NS; RMSEA=0.023 (90% CI, 0.0;0.043); CFI=0.99; SRMR=0.079. 
Coefficient alpha: factor 1=0.59; factor 2=0.56; Phi=0.48 
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Table 31  Confirmatory Factor Analysis of the MC-C, heiQ-PPT (n=291) 

 
Standar-

dised factor 
loading 

Error 
variance 

Self-presentation   

1 It is sometimes hard for me to go on with my work if I am not 
encouraged. 0.51 0.74 

2 I sometimes feel resentful when I don’t get my way. 0.70 0.52 

3 On a few occasions, I have given up doing something because I 
thought too little of my ability. 0.47 0.78 

4 There have been times when I felt like rebelling against people in 
authority even though I knew they were right. 0.68 0.54 

6 There have been occasions when I took advantage of someone. 0.35 0.88 
8 I sometimes try to get even rather than forgive and forget. 0.53 0.72 

11 There have been times when I was quite jealous of the good fortune 
of others. 0.57 0.68 

12 I am sometimes irritated by people who ask favours of me. 0.52 0.74 

Defensiveness   
5 No matter who I’m talking to, I’m always a good listener. 0.51 0.74 
7 I’m always willing to admit it when I make a mistake. 0.68 0.54 
9 I am always courteous, even to people who are disagreeable. 0.72 0.48 

10 I have never been irked when people expressed ideas very different 
from my own. 0.40 0.84 

13 I have never deliberately said something that hurt someone’s 
feelings. 0.38 0.86 

Fit statistics: χ²SB(63)=90.0, p=0.015; RMSEA=0.038 (90% CI, 0.018;0.056); CFI=0.98; SRMR= 
0.098. Coefficient alpha: factor 1=0.65; factor 2=0.52; Phi=0.29 

 

Table 32  Confirmatory Factor Analysis of the MC-C, heiQ-PPR / heiQ-PPR Retro (n=299) 

 
Standar-

dised factor 
loading 

Error 
variance 

Self-presentation   

1 It is sometimes hard for me to go on with my work if I am not 
encouraged. 0.49 0.76 

2 I sometimes feel resentful when I don’t get my way. 0.79 0.38 

3 On a few occasions, I have given up doing something because I 
thought too little of my ability. 0.54 0.71 

4 There have been times when I felt like rebelling against people in 
authority even though I knew they were right. 0.58 0.67 

6 There have been occasions when I took advantage of someone. 0.53 0.72 
8 I sometimes try to get even rather than forgive and forget. 0.55 0.69 

11 There have been times when I was quite jealous of the good fortune 
of others. 0.60 0.64 

12 I am sometimes irritated by people who ask favours of me. 0.46 0.79 

Defensiveness   
5 No matter who I’m talking to, I’m always a good listener. 0.67 0.55 
7 I’m always willing to admit it when I make a mistake. 0.54 0.71 
9 I am always courteous, even to people who are disagreeable. 0.70 0.52 

10 I have never been irked when people expressed ideas very different 
from my own. 0.47 0.78 

13 I have never deliberately said something that hurt someone’s 
feelings. 0.33 0.89 

Fit statistics: χ²SB(63)=96.6, p=0.004; RMSEA=0.042 (90% CI, 0.024;0.059); CFI=0.98; SRMR= 
0.096. Coefficient alpha: factor 1=0.68; factor 2=0.53; Phi=0.52 
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6.3.3 Summary 

The factor analysis of the MC-C suggested that this scale is a two-factor measure of social 

desirability. While the fit statistics indicated best model fit of this solution, the specification of 

two factors was further supported by the relatively small correlation of the two factors. Hence, 

the MC-C scale appears to measure two unique aspects of social desirability bias – ‘self-

presentation’ and ‘defensiveness’ – which is largely consistent with previous research in this 

area (Millham, 1974; Paulhus, 1984; Ramanaiah et al., 1977). Considering that a short form 

of the MC scale not only showed acceptable fit but also indicated that a two-factor solution is 

a good representation of the measured construct, confirms that the MC-C scale (Reynolds, 

1982) is a valid alternative to the original MC scale (Crowne & Marlowe, 1960). 

 

6.4 Social desirability – heiQ-PP 

6.4.1 Specific methods 

Based on the above results, the following analyses included the MC-C scale as a two-factor 

measure of social desirability. The current section provides details on the specification of the 

models that were used in the analyses of the present chapter. 

The following models included social desirability as a mediating variable between predictor 

(=actual/retrospective pretest) and outcome (=posttest). While alternative conceptualisations 

of ‘mediation’ exist (Collins et al., 1998; MacKinnon et al., 2000), the analyses were based on 

a framework proposed by Kenny and colleagues (Baron & Kenny, 1986; Judd & Kenny, 

1981; Kenny et al., 1998). That is, a mediator is defined as a variable that influences the 

mechanism in which effects occur. Given this direct influence on the mechanism, a mediator 

is part of the causal chain of a model, i.e. it follows the predictor but precedes the outcome. 

In the case of perfect mediation, a mediator is the actual mechanism through which an effect 

occurs, i.e. the original predictor exerts no effect on the outcome anymore once the mediator 

is included in the model (Baron & Kenny, 1986; Judd & Kenny, 1981). In contrast, when the 

path between predictor and outcome variable decreases but remains significant, the effect is 

referred to as partial mediation (Judd & Kenny, 1981; Lehmann et al., 2001). 

Derived from the above theory, social desirability was specified as a partial mediator in the 

present models. While it was expected that the inclusion of this variable would improve the 

prediction of the posttest scores, it was assumed that the pretest would remain a significant 

predictor of the posttest scores, rendering the specification of social desirability as a perfect 

mediator inappropriate. 

 Chapter 6 168 



To establish whether a variable is a potential mediator between a predictor and an outcome 

variable, the following conditions need to be established (Baron & Kenny, 1986; Judd & 

Kenny, 1981): 

(1) The mediator and the predictor must correlate, i.e. the predictor must affect the mediating 

variable for the latter to be a mediator between predictor and outcome. This can be 

tested by regressing the mediator on the predictor variable. 

(2) The predictor must also affect the outcome, i.e. it has to be established that a relationship 

between the two variables exists before testing for potential mediating effects of a third 

variable. This can be achieved by regressing the outcome on the predictor variable.20 

(3) The mediator must affect the outcome, i.e. it needs to be established that the regression 

of outcome on mediator is significant. In this model it is also tested whether the original 

predictor still affects the outcome. That is, the path from predictor to outcome should be 

larger in Step 2 than in Step 3, i.e. when the mediator is included in the model. In the 

case of perfect mediation, this path should be non-significant in Step 3. 

While the above steps are necessary conditions to establish mediation, they are not sufficient 

conditions (Little et al., 2007). It is further necessary to ensure that the mediational effect is 

significant, i.e. the statistical significance of the product of the paths from predictor to 

mediator, and from mediator to outcome needs to be established (Shrout & Bolger, 2002). To 

determine its significance, the following formula was applied to calculate the standard error 

SEM of the mediation (Little et al., 2007; Sobel, 1982):21 

SEM = √ (γ11
2SEβ21

2 + β21
2SEγ11

2), 

where γ11 is the effect of the predictor on the mediator, β21 is the effect of the mediator on the 

outcome, and SEβ21 and SEγ11 respectively, are their standard errors. 

Once conditions 1) to 3) as well as statistical significance are established, it can be inferred 

that the hypothesised mediator has a true mediating effect in the model. In terms of practical 

implications of the mediating effect, however, it is useful to interpret the mediational effect in 

the overall context of the model (Little et al., 2007). For this, the ratio PM of mediation to total 

effect can be calculated, i.e. it is assessed what proportion of the total effect is actually being 

mediated. In the present study PM was not only useful for judging the practical significance of 

                                                 
20 While the need for the second condition has been questioned by several authors (Collins et al., 
1998; MacKinnon et al., 2000), others recommended differentiating between distal and proximal 
effects. That is, for proximal effects, as was the case in the present situation, condition 2) is regarded 
as conceptually useful (Shrout & Bolger, 2002). 
21 The correct formula includes the sum of the squared errors of the two paths (Baron & Kenny, 1986). 
However, given that this term is very small, it is frequently omitted (Little et al., 2007; Sobel, 1982). 

 Chapter 6 169 



the mediator in the model, but also to compare the influence of social desirability across the 

four datasets. PM was calculated as follows (MacKinnon et al., 1995): 

PM = γ11β21 / (γ11β21 + γ21), 

where the mediational effect, i.e. the product of γ11 and β21, was divided by the total effect. 

The total effect can be defined as a) the original effect that the predictor had on the outcome 

before the mediator was included in the model (Shrout & Bolger, 2002) or b) as the indirect 

effect plus the direct effect γ21 of predictor on the outcome in the mediational model (Bollen, 

1987; MacKinnon et al., 1995). 

Based on the above elaborations, five steps were undertaken to test whether ‘defensiveness’ 

and/or ‘self-presentation’ partially mediated the relationship between actual/retrospective 

pretest and posttest data in the present models: 

(1) The correlation between the respective pretest data and ‘social desirability’ was tested by 

defining all variables as exogenous variables. That is, the heiQ pretests, and the factors 

‘defensiveness’ and ‘self-presentation’ were specified in the X-measurement model. The 

resulting Phi matrix was used to interpret the significance of the correlations. 

(2) The path between respective pretests and posttests was investigated by estimating the 

regression coefficient from the X-measurement model to the Y-measurement model. The 

significance of this path was then assessed through the Gamma matrix. 

(3) In addition to the previous step, Step 3 included the mediator as a second endogenous 

variable, i.e. both posttest and mediator were regressed on the respective pretest. The 

model further included a path from the mediator to the posttest. Apart from judging the 

statistical significance of the above paths it was further ensured that the path from pretest 

to posttest was smaller in Step 3 than in Step 2. In view of the underlying assumptions of 

the models it was expected that this path from pretest to posttest would be reduced, once 

social desirability was included, but that it would still remain significant. 

(4) Once conditions 1) to 3) were met, the statistical significance of the mediational effect 

was tested by applying the formula described above. 

(5) While the previous four steps are necessary as well as sufficient conditions to establish 

mediation, it was further useful to estimate the proportion mediated in each respective 

model. That is, the calculation of PM facilitated the comparison of all potential mediating 

effects across the four heiQ datasets. 
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The mediational model applied in this chapter is visualised in Figure 35. In this example, 

pretest and posttest data are presented as the latent variables ξ1 and η2, with each being 

determined by five observed variables. Social desirability is shown as the latent variable η1. 

Social desirability and the posttest are regressed on the pretest (γ11 and γ21), and the posttest 

is regressed on social desirability (β21). 

 

y1 ε1

y2 ε2

y3 ε3

y4 ε4

y5 ε5

y6 ε6

δ1 x1 y7 ε7
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Figure 35  Structural equation model including ‘defensiveness’ as the mediating variable – illustrating 
Positive and Active Engagement in Life (see Table 14 for a legend of the LISREL notation) 

 

To prepare the data for the analyses, all variables had to be converted into matrix-form. 

Similar to the analyses in Chapter 5, it was again essential to assign equal thresholds to 

each item across the respective pretest-posttest dataset to ensure that the variables were on 

the same scale (Jöreskog, 2002-2005). The application of RML for the parameter estimation 

further required the computation of the asymptotic covariance matrix (see Section 4.3.3). 
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6.4.2 Results 

After carrying out Step 1, results suggested that only the first factor of social desirability was 

related to the pretests. That is, ‘defensiveness’ (SD1) correlated significantly with the pretest 

data across all heiQ subscales. These effects ranged from 0.24 to 0.39, i.e. they were small 

to medium effects (Cohen, 1988; Shrout & Bolger, 2002). In contrast, none of the subscales 

indicated an association between ‘self-presentation’ (SD2) and the pretests in heiQ-PP (see 

Table 33). As a consequence of the analyses of Step 1, only the ‘defensiveness’ factor of 

social desirability was explored as a potential partial mediator in heiQ-PP, while the ‘self-

presentation’ factor of this bias could be ruled out as a partial mediator in this dataset. 

 
Table 33  Covariance between SD1, SD2, and the pretests (Phi matrix), heiQ-PP 
                    

          

  PAE HDB STA CAA SMI HSN SIS EWB 
                    

          

SD1-SD2 Cov 0.247* 0.254* 0.246* 0.248* 0.249* 0.240* 0.250* 0.251* 
 (SE) (0.058) (0.060) (0.058) (0.058) (0.058) (0.058) (0.059) (0.059) 
 Corr 0.480 0.482 0.477 0.475 0.478 0.477 0.480 0.473 
          
SD1-pre Cov 0.192* 0.208* 0.255* 0.360* 0.312* 0.199* 0.264* 0.233* 
 (SE) (0.071) (0.071) (0.057) (0.084) (0.092) (0.057) (0.079) (0.069) 
 Corr 0.242 0.255 0.375 0.388 0.310 0.271 0.280 0.280 
          
SD2-pre Cov 0.015 0.089 0.098 0.032 0.155 0.019 0.009 -0.032 
 (SE) (0.068) (0.068) (0.061) (0.076) (0.098) (0.066) (0.070) (0.065) 
 Corr 0.020 0.116 0.153 0.037 0.156 0.026 0.010 -0.041 
          
                    

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989) 
      
Legend          
PAE: Positive and Active Engagement in Life   
HDB: Health-Directed Behaviour    
STA: Skill and Technique Acquisition    
CAA: Constructive Attitudes and Approaches   
SMI: Self-Monitoring and Insight    
HSN: Health Service Navigation      
SIS: Social Integration and Support      
EWB: Emotional Well-Being       

SD 1: Factor 1 ‘defensiveness’       
SD 2: Factor 2 ‘self-presentation’       
Cov: Covariance       
SE: Standard error       
Corr: Correlation       

 

As expected, in Step 2 it was found that all direct paths from pre- to posttest were significant. 

While subscale Social Integration and Support showed the strongest association between 

the two scores, all heiQ subscales showed substantial paths from predictor to outcome (see 

Table 34). 
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Table 34  Regression of the posttests on the pretests (Gamma matrix), heiQ-PP 
          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

pre-post Path 0.829* 0.648* 0.610* 0.672* 0.593* 0.743* 0.774* 0.758* 
 (SE) (0.069) (0.044) (0.065) (0.066) (0.071) (0.053) (0.044) (0.049) 
 stand. 0.776 0.744 0.626 0.718 0.665 0.777 0.808 0.761 

          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)  
  
Legend 

 

     
For an extensive legend refer to Table 33      

 

Finally, Table 35 presents the associations between all variables once ‘defensiveness’ (SD1) 

was included in the models. As observed previously in Step 1, all paths between pretest and 

‘defensiveness’ were significant. Once the pretest data were controlled for ‘defensiveness’, 

Emotional Well-Being was the only subscale that showed a significant association between 

‘defensiveness’ and the posttest scores. Hence, the relationship between pre- and posttests 

was potentially mediated in only one of the eight heiQ subscales. 

 
Table 35  Regression of ‘defensiveness’ (SD1) and the posttests on the pretests (Gamma matrix), 
and regression of the posttests on SD1 (Beta matrix), heiQ-PP 
                    

          

  PAE HDB STA CAA SMI HSN SIS EWB 
                    

          

pre-post Path 0.826* 0.654* 0.606* 0.698* 0.575* 0.757* 0.765* 0.696* 
 (SE) (0.072) (0.049) (0.075) (0.076) (0.077) (0.058) (0.046) (0.052) 
 stand. 0.772 0.753 0.618 0.752 0.642 0.788 0.796 0.700 
          
pre-SD1 Path 0.169* 0.172* 0.301* 0.229* 0.166* 0.192* 0.160* 0.191* 
 (SE) (0.059) (0.057) (0.067) (0.052) (0.049) (0.053) (0.047) (0.056) 
 stand. 0.252 0.259 0.388 0.399 0.326 0.283 0.284 0.290 
          
SD1-post Path 0.026 -0.038 0.024 -0.141 0.128 -0.060 0.070 0.322* 
 (SE) (0.107) (0.088) (0.101) (0.123) (0.132) (0.102) (0.092) (0.099) 
 stand. 0.016 -0.029 0.019 -0.087 0.073 -0.043 0.041 0.213 
                    

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)  
  
Legend 

 

     
For an extensive legend refer to Table 33      

 

Given that ‘defensiveness’ was found to be associated with the pretest-posttest data of the 

Emotional Well-Being subscale, Steps 4 and 5 were performed on this subscale only. Hence, 

the potential reduction in the path between pretest and posttest, the size of the mediated 

effect, the statistical significance of this effect, and the proportion mediated were calculated 

for Emotional Well-Being. The following results were obtained: 
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Emotional Well-Being 

� Reduction in the path pretest to posttest (the model without the mediator compared with 

the model including the mediator): 0.758 - 0.696 = 0.062; 

� Size of the mediated effect: 0.191 * 0.322 = 0.062; 

� SEM = √ (0.19120.0992 + 0.32220.0562) = 0.026; 

� PM = 0.062 / (0.696 + 0.062) = 0.082. 

It was observed that the path between pretests and posttests decreased in the expected 

direction once ‘defensiveness’ was included in the model. Given that this mediational effect 

was significant, i.e. the effect was more than twice its standard error (Bollen, 1989), there 

was sufficient evidence that ‘defensiveness’ operated as a partial mediator between pretest 

and posttest in Emotional Well-Being. The practical significance of the effect, however, was 

small. The results indicated that ‘defensiveness’ contributed only 8.2% of the total variation in 

change scores in heiQ-PP (PM=0.082). 

 

6.4.3 Summary 

The exploration of social desirability as a potential mediator of the effect of pretest to posttest 

in heiQ-PP provided little evidence that social desirability had any impact on the scores. 

Firstly, the ‘self-presentation’ factor of social desirability could be ruled out as a potential 

mediator which is largely consistent with the literature. While the notion of ‘defence’ and ‘self-

protection’ was introduced as one critical aspect of the approval motive (Crowne & Marlowe, 

1964), later research suggested that subjects’ motivations to present themselves in a socially 

desirable fashion was linked more strongly to defensiveness rather than self-presentation 

(Millham, 1974; Millham & Kellogg, 1980). Secondly, despite the significant association of 

‘defensiveness’ with all pretests, this factor of social desirability exerted little influence on the 

posttests once the pretests were controlled for this variable. Only subscale Emotional Well-

Being suggested that ‘defensiveness’ operated as a true, albeit minor mediator. 

In sum, given that only little influence of social desirability had been expected in heiQ-PP, 

these findings confirmed that social desirability bias as measured by the MC-C was unlikely 

to threaten the validity of change scores derived from this research design. 

 

 Chapter 6 174 



6.5 Social desirability – heiQ-PPT 

6.5.1 Specific methods 

The procedure of the analyses of this section was identical to the one of the previous Section 

6.4. Hence, no further explanations are presented and the results of the one-factor models of 

heiQ-PPT are presented hereafter. 

 

6.5.2 Results 

The association between the pretests and the two factors of social desirability is presented in 

Table 36. Again, the heiQ pretests correlated more often with ‘defensiveness’ (SD1) than 

with ‘self-presentation’ (SD2). Four of the eight heiQ subscales showed weak and significant 

correlations between pretests and ‘defensiveness’, and two further subscales also had weak 

non-significant correlations (Self-Monitoring and Insight; Social Integration and Support). In 

contrast, only two heiQ subscales showed a significant, albeit negative correlation between 

the pretests and ‘self-presentation’. In view of these overall small associations between heiQ 

pretests and ‘self-presentation’, this component of social desirability was again excluded 

from further analyses. Hence, only the mediational effect of ‘defensiveness’ was tested in the 

models of heiQ-PPT. 

 
Table 36  Covariance between SD1, SD2, and the pretests (Phi matrix), heiQ-PPT 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

SD1-SD2 Cov 0.141* 0.142* 0.141* 0.137* 0.148* 0.141* 0.144* 0.134* 
 (SE) (0.058) (0.058) (0.058) (0.056) (0.061) (0.058) (0.059) (0.057) 
 Corr 0.284 0.288 0.286 0.288 0.281 0.289 0.288 0.270 
          
SD1-pre Cov 0.189* 0.073 0.197* 0.147* 0.166 0.017 0.140 0.394* 
 (SE) (0.079) (0.066) (0.077) (0.049) (0.088) (0.070) (0.074) (0.080) 
 Corr 0.203 0.088 0.230 0.263 0.162 0.021 0.157 0.418 
          
SD2-pre Cov -0.172* -0.042 -0.092 -0.073 -0.138 0.049 -0.030 -0.189* 
 (SE) (0.081) (0.072) (0.076) (0.045) (0.106) (0.077) (0.075) (0.086) 
 Corr -0.188 -0.051 -0.105 -0.134 -0.125 0.061 -0.034 -0.196 

          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)   
  
Legend 

 

     
For an extensive legend refer to Table 33      

 

The results of the regression of posttest on pretest data (Step 2) are presented in Table 37. 

While all paths were again significant, the path from pretest to posttest in Skill and Technique 
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Acquisition was substantially smaller when compared with the remaining subscales and also 

when compared with the results obtained for heiQ-PP (see Table 34). 

 
Table 37  Regression of the posttests on the pretests (Gamma matrix), heiQ-PPT 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

pre-post Path 0.642* 0.535* 0.275* 0.761* 0.537* 0.791* 0.716* 0.652* 
 (SE) (0.057) (0.066) (0.068) (0.056) (0.081) (0.057) (0.046) (0.043) 
 stand. 0.691 0.615 0.306 0.723 0.544 0.754 0.788 0.773 

          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)   
  
Legend 

 

     
For an extensive legend refer to Table 33      

 

The results of the models with the ‘defensiveness’ (SD1) factor of social desirability bias as a 

partial mediator are shown in Table 38. In addition to the four subscales that had already 

shown a significant correlation between the pretests and ‘defensiveness’, Self-Monitoring 

and Insight showed a significant association in Step 3, i.e. one of the subscales that had 

indicated a weak non-significant correlation in Step 1. Of these five significant subscales, 

however, only two showed a significant path from ‘defensiveness’ to the posttests once the 

heiQ pretests were controlled for this factor of social desirability. That is, Positive and Active 

Engagement in Life, and Emotional Well-Being showed a significant, albeit small effect of 

‘defensiveness’ on scores of heiQ-PPT. 

 
Table 38  Regression of ‘defensiveness’ (SD1) and the posttests on the pretests (Gamma matrix), 
and regression of the posttests on SD1 (Beta matrix), heiQ-PPT 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

pre-post Path 0.614* 0.523* 0.257* 0.742* 0.530* 0.787* 0.695* 0.597* 
 (SE) (0.060) (0.067) (0.072) (0.062) (0.082) (0.058) (0.047) (0.049) 
 stand. 0.662 0.602 0.286 0.705 0.537 0.751 0.767 0.710 
          
pre-SD1 Path 0.112* 0.054 0.131* 0.237* 0.080* 0.014 0.089 0.218* 
 (SE) (0.045) (0.047) (0.049) (0.076) (0.040) (0.053) (0.047) (0.042) 
 stand. 0.207 0.091 0.232 0.270 0.166 0.023 0.159 0.427 
          
SD1-post Path 0.248* 0.190 0.135 0.080 0.100 0.239* 0.232* 0.246* 
 (SE) (0.123) (0.105) (0.141) (0.088) (0.172) (0.107) (0.095) (0.110) 

 stand. 0.144 0.131 0.084 0.067 0.049 0.139 0.144 0.150 
          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)   
  
Legend 

 

     
For an extensive legend refer to Table 33      
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In addition to Positive and Active Engagement in Life, and Emotional Well-Being, two further 

subscales (Health Service Navigation; Social Integration and Support) showed a significant 

path from ‘defensiveness’ to posttest. That is, although these heiQ subscales had not shown 

a significant association between heiQ pretests and ‘defensiveness’, they had a significant 

association between ‘defensiveness’ and posttests once the pretests were controlled. Given 

that the path from the heiQ pretests to ‘defensiveness’ had approached significance in Social 

Integration and Support, it was explored whether further tests of statistical significance would 

support a partial mediational effect of ‘defensiveness’ in this subscale. In contrast, in Health 

Service Navigation the heiQ pretests and ‘defensiveness’ had clearly not been associated. 

Hence, a mediational effect of ‘defensiveness’ was ruled out for this subscale. 

Following from the above results, further analyses were carried out for Positive and Active 

Engagement in Life, Social Integration and Support, and Emotional Well-Being. The effect on 

the pretest-posttest path, the size of the mediated effect, the statistical significance of the 

effect, and the proportion mediated in the three heiQ subscales were as follows: 

Positive and Active Engagement in Life 

� Reduction in the path pretest to posttest: 0.642 - 0.614 = 0.028; 

� Size of the mediated effect: 0.112 * 0.248 = 0.028; 

� SEM = √ (0.11220.1232 + 0.24820.0452) = 0.018; 

� PM = 0.028 / (0.614 + 0.028) = 0.044. 

Social Integration and Support 

� Reduction in the path pretest to posttest: 0.716 - 0.695 = 0.021; 

� Size of the mediated effect: 0.089 * 0.232 = 0.021; 

� SEM = √ (0.08920.0952 + 0.23220.0472) = 0.014; 

� PM = 0.021 / (0.695 + 0.021) = 0.029. 

Emotional Well-Being 

� Reduction in the path pretest to posttest: 0.652 - 0.597 = 0.055; 

� Size of the mediated effect: 0.218 * 0.246 = 0.054; 

� SEM = √ (0.21820.1102 + 0.24620.0422) = 0.026; 

� PM = 0.054 / (0.597 + 0.054) = 0.083. 
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It was found that the paths between heiQ pretests and posttests decreased in the expected 

direction across all three heiQ subscales once ‘defensiveness’ was included in the models. In 

both subscales Positive and Active Engagement in Life, and Social Integration and Support 

the mediational effect was small and also non-significant, i.e. each respective effect was less 

than twice its standard error (Bollen, 1989). Consequently, only in subscale Emotional Well-

Being the partial mediational effect of ‘defensiveness’ was found to be significant. However, 

similar to the findings for heiQ-PP, the proportion of this effect was small, with this factor of 

social desirability contributing only 8.3% of the total variation in change scores in heiQ-PPT 

(PM=0.083). 

 

6.5.3 Summary 

Compared with the results of heiQ-PP, the analyses of the present section initially appeared 

to show a stronger association of the change scores of heiQ-PPT with the ‘defensiveness’ 

component of social desirability, with three heiQ subscales indicating a potential mediational 

effect. However, after controlling the pretests for ‘defensiveness’, only Emotional Well-Being 

remained in which ‘defensiveness’ operated as a partial mediator between heiQ pretests and 

posttests. In a similar manner to heiQ-PP, this effect was again small, explaining less than 

10% of the total effect. In addition, it was found that ‘defensiveness’ was associated with the 

heiQ posttests in subscale Health Service Navigation. This association, however, was not of 

mediational nature given that this heiQ subscale had not shown a significant correlation of 

‘defensiveness’ and the pretests. 

In sum, apart from a minor mediational effect in Emotional Well-Being, the ‘defensiveness’ 

factor of social desirability did not explain the association between the pretests and posttests 

in heiQ-PPT. These findings are again in line with prior expectations that social desirability 

bias would not explain change scores in this dataset. 

 

6.6 Social desirability – heiQ-PPR 

6.6.1 Specific methods 

The procedure of the analyses of this section was identical to the ones of the previous two 

sections (see Sections 6.4 and 6.5). 
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6.6.2 Results 

The results of Step 1 were largely similar to those obtained for heiQ-PP. All heiQ pretests 

correlated significantly with the ‘defensiveness’ factor of social desirability (SD1), whereas 

none of the subscales showed an association between ‘self-presentation’ (SD2) and the heiQ 

pretests (see Table 39). Identical to the previous sections, the ‘self-presentation’ component 

of social desirability was therefore excluded from all subsequent analyses. 

 
Table 39  Covariance between SD1, SD2, and the pretests (Phi matrix), heiQ-PPR 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

SD1-SD2 Cov 0.272* 0.280* 0.280* 0.266* 0.284* 0.285* 0.280* 0.276* 
 (SE) (0.060) (0.061) (0.062) (0.059) (0.062) (0.063) (0.062) (0.061) 
 Corr 0.526 0.527 0.521 0.527 0.521 0.511 0.521 0.521 
          
SD1-pre Cov 0.352* 0.236* 0.207* 0.401* 0.340* 0.568* 0.387* 0.288* 
 (SE) (0.096) (0.099) (0.059) (0.073) (0.078) (0.130) (0.094) (0.075) 
 Corr 0.285 0.190 0.277 0.432 0.397 0.355 0.308 0.300 
          
SD2-pre Cov -0.064 -0.003 0.041 0.025 0.068 0.148 0.088 0.040 
 (SE) (0.096) (0.100) (0.059) (0.075) (0.077) (0.140) (0.099) (0.084) 
 Corr -0.061 -0.002 0.061 0.032 0.088 0.107 0.078 0.047 

          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)   
  
Legend 

 

     
For an extensive legend refer to Table 33      

 

Table 40 shows the association of heiQ pretests and posttests. As expected, all paths were 

significant. Similar to the findings of heiQ-PPT, this association was substantially smaller in 

Skill and Technique Acquisition, while it was also relatively small in subscale Self-Monitoring 

and Insight. 

 
Table 40  Regression of the posttests on the pretests (Gamma matrix), heiQ-PPR 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

pre-post Path 0.701* 0.587* 0.325* 0.709* 0.432* 0.620* 0.793* 0.640* 
 (SE) (0.071) (0.063) (0.074) (0.083) (0.085) (0.065) (0.052) (0.048) 
 stand. 0.683 0.645 0.352 0.650 0.454 0.672 0.789 0.778 
          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)   
  
Legend 

 

     
For an extensive legend refer to Table 33      
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Finally, Table 41 shows the results of the models including ‘defensiveness’ (SD1). It was 

found that none of the subscales showed a significant path from the mediating variable to the 

posttests. Hence, once the pretests were controlled for ‘defensiveness’, this factor exerted no 

influence on the posttests, rendering further investigations of this dataset unnecessary. 

 
Table 41  Regression of ‘defensiveness’ (SD1) and the posttests on the pretests (Gamma matrix), 
and regression of the posttests on SD1 (Beta matrix), heiQ-PPR 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

pre-post Path 0.717* 0.579* 0.299* 0.700* 0.386* 0.622* 0.776* 0.629* 
 (SE) (0.073) (0.066) (0.077) (0.092) (0.091) (0.074) (0.057) (0.049) 
 stand. 0.699 0.635 0.322 0.644 0.405 0.676 0.770 0.763 
          
pre-SD1 Path 0.149* 0.091* 0.233* 0.281* 0.292* 0.151* 0.152* 0.193* 
 (SE) (0.039) (0.040) (0.067) (0.048) (0.061) (0.034) (0.037) (0.050) 
 stand. 0.286 0.181 0.277 0.429 0.396 0.359 0.305 0.298 
          
SD1-post Path -0.108 0.088 0.123 0.026 0.148 -0.019 0.123 0.066 
 (SE) (0.134) (0.135) (0.094) (0.134) (0.112) (0.169) (0.123) (0.072) 

 stand. -0.055 0.049 0.111 0.015 0.115 -0.009 0.061 0.052 
          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)   
  
Legend 

 

     
For an extensive legend refer to Table 33      

 

6.6.3 Summary 

‘Defensiveness’ clearly did not operate as a partial mediator between pretests and posttests 

in heiQ-PPR. Despite significant associations between ‘defensiveness’ and pretests across 

all heiQ subscales, ‘defensiveness’ did not exert any influence on the posttests once the 

pretests were controlled. In contrast to the previous two datasets, it had been expected that 

social desirability would explain some variation in the change scores of heiQ-PPR; however, 

the ‘defensiveness’ component of social desirability as measured by the MC-C scale had to 

be ruled out as an explanatory variable for the obtained scores in this dataset. 

 

6.7 Social desirability – heiQ-PPR Retro 

6.7.1 Specific methods 

Details on the procedure of the analyses of this section were provided in Section 6.4.1. The 

results of heiQ-PPR Retro are therefore presented hereafter. In contrast to the previous three 

sections, the present dataset contained retrospective instead of actual pretest data. 
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6.7.2 Results 

Results were again similar to the previous observations in that the pretests – which in this 

case were retrospective pretests – were associated with ‘defensiveness’ in most subscales, 

whereas none of the subscales showed a significant relationship between the pretests and 

‘self-presentation’ (see Table 42). Consequently, all subsequent models were reduced to the 

exploration of the effect of ‘defensiveness’ on the retrospective pretest-posttest data. 

 
Table 42  Covariance between SD1, SD2, and the retrospective pretests (Phi matrix), heiQ-PPR 
Retro 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

SD1-SD2 Cov 0.266* 0.278* 0.278* 0.278* 0.285* 0.281* 0.279* 0.274* 
 (SE) (0.059) (0.061) (0.061) (0.061) (0.062) (0.061) (0.061) (0.061) 
 Corr 0.523 0.527 0.524 0.520 0.520 0.523 0.520 0.522 
          
SD1- Cov 0.254* 0.138 0.245* 0.460* 0.320* 0.459* 0.489* 0.295* 
retropre (SE) (0.067) (0.071) (0.063) (0.101) (0.060) (0.123) (0.095) (0.068) 
 Corr 0.308 0.157 0.319 0.387 0.470 0.310 0.389 0.346 
          
SD2- Cov -0.045 -0.058 0.033 0.182 0.063 0.164 0.206 -0.001 
retropre (SE) (0.062) (0.068) (0.064) (0.095) (0.046) (0.131) (0.107) (0.071) 
 Corr -0.062 -0.075 0.048 0.169 0.146 0.123 0.181 -0.002 

          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)   
  
Legend 

 

     
retropre:   retrospective pretest data      
For an overview of the remaining abbreviations refer to the extensive legend provided in Table 33

 

The paths between the retrospective pretest and the posttest data are presented in Table 43. 

As observed in heiQ-PPT and heiQ-PPR, the association between the pretests and posttests 

was smallest in Skill and Technique Acquisition. 

 
Table 43  Regression of the posttests on the retrospective pretests (Gamma matrix), heiQ-PPR 
Retro 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

retropre- Path 0.622* 0.703* 0.473* 0.723* 0.624* 0.714* 0.817* 0.692* 
post (SE) (0.057) (0.048) (0.066) (0.049) (0.090) (0.049) (0.030) (0.035) 

 stand. 0.629 0.716 0.446 0.760 0.543 0.798 0.919 0.804 
          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)   
  
Legend 

 

     
retropre:   retrospective pretest data      
For an overview of the remaining abbreviations refer to the extensive legend provided in Table 33
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Given that most pretests had been associated with ‘defensiveness’, the next models tested 

the relationship between ‘defensiveness’ and posttests once the pretests were controlled for 

this component of social desirability. Identical to the analyses on heiQ-PPR, no subscale 

showed a significant association between the heiQ posttests and ‘defensiveness’ (see Table 

44). Hence, further exploration of these data was unnecessary as social desirability could be 

ruled out as a potential partial mediator between the retrospective pretests and the posttests. 

 
Table 44  Regression of ‘defensiveness’ (SD1) and the posttests on the retrospective pretests 
(Gamma matrix), and regression of the posttests on SD1 (Beta matrix), heiQ-PPR Retro 

          

          

  PAE HDB STA CAA SMI HSN SIS EWB 
          

          

retropre- Path 0.633* 0.691* 0.454* 0.719* 0.600* 0.708* 0.843* 0.691* 
post (SE) (0.057) (0.049) (0.069) (0.058) (0.102) (0.052) (0.034) (0.040) 
 stand. 0.642 0.705 0.428 0.756 0.513 0.793 0.944 0.805 
          
retropre - Path 0.218* 0.099 0.250* 0.199* 0.428* 0.127* 0.188* 0.253* 
SD1 (SE) (0.056) (0.057) (0.066) (0.041) (0.093) (0.035) (0.037) (0.056) 
 stand. 0.298 0.139 0.313 0.386 0.470 0.304 0.386 0.344 
          
SD1-post Path -0.057 0.118 0.077 0.019 0.075 0.035 -0.123 -0.001 
 (SE) (0.084) (0.073) (0.098) (0.119) (0.105) (0.127) (0.073) (0.061) 

 stand. -0.042 0.086 0.058 0.011 0.058 0.016 -0.067 -0.001 
          

          

* Significant, i.e. the effect is more than twice its standard error (Bollen, 1989)  
  
Legend 

 

     
retropre:   retrospective pretest data      
For an overview of the remaining abbreviations refer to the extensive legend provided in Table 33

 

6.7.3 Summary 

The results of this section were almost identical to heiQ-PPR. While the pretests – in this 

case retrospective pretests – were generally related to ‘defensiveness’, none of the posttests 

showed a significant association with ‘defensiveness’ once the heiQ pretests were controlled. 

Given that both heiQ-PPR and heiQ-PPR Retro were based on the same posttests, these 

results may not be unexpected when considering the somewhat similar association of their 

respective pretests (actual/retrospective) with the mediator (see Table 39 and Table 42), and 

similar paths from actual/retrospective pretest to posttest (see Table 40 and Table 43). 

In view of the nature of retrospective pretests, some observations are noteworthy. Given that 

actual posttests and retrospective pretests were provided simultaneously, it could have been 

expected that the two scores would have had a stronger association than actual pretests and 

posttests (heiQ-PPR). However, this was not the case (see Table 40 and Table 43). Further, 

the overall lack of association of social desirability with these scores was unexpected, again 
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given that the ratings of actual posttest and retrospective pretest levels had been provided 

simultaneously. While retrospective pretest questions have been criticised for their potential 

vulnerability to social desirability bias (see Section 1.2.4.4), the observed findings of these 

analyses do not support this criticism which is in line with previous research (Howard et al., 

1981; Sprangers, 1989; Terborg et al., 1980). 

 

6.8 Discussion 

Social desirability across heiQ-PP, heiQ-PPT, heiQ-PPR, and heiQ-PPR Retro 

Based on the findings of Chapters 3 and 5, the analyses of the present chapter were aimed 

at investigating the potential mediating effect of social desirability on the relationship between 

pretests and posttests in the four heiQ datasets. When modelling data of the MC-C scale it 

was observed that the ‘self-presentation’ component of social desirability could immediately 

be ruled out as a mediating variable, as it generally failed to show an association with the 

heiQ pretest data, a necessary condition for being a mediator (Baron & Kenny, 1986; Judd & 

Kenny, 1981). In contrast, the ‘defensiveness’ component of social desirability was generally 

related to the heiQ pretests. Consequently, this factor of social desirability was considered as 

a partial mediator across all datasets. However, the analyses indicated that ‘defensiveness’ 

did not account for any variation between actual/retrospective pretests and posttests in the 

heiQ subscales, with the exception of a minor effect in Emotional Well-Being in both heiQ-PP 

and heiQ-PPT. It was concluded that social desirability, as measured by the MC-C scale, had 

not influenced change scores across datasets. 

Before moving to the final conclusions of the thesis, several aspects of the present analyses 

are discussed briefly. While no effect of social desirability on the relationship between pretest 

and posttest scores was found, the following alternative explanations are proposed: 

a) The MC-C scale was used to explore a potential mediating effect of social desirability on 

the pretest-posttest scores across the four heiQ datasets. While the original 33-item scale 

is one of the most widely used scales to assess social desirability – and there is sufficient 

support in the literature that the short form MC-C is a valid alternative to the full MC scale 

(see Section 1.2.4.5) – it is possible that the analyses were hampered by a suboptimal 

performance of this shortened measure. Despite acceptable fit indices, low reliability and 

some small factor loadings of the MC-C (see Section 6.3) may have limited the power of 

the analyses to detect mediational effects of social desirability. 

b) Alternatively, it is plausible that the assessment of change as measured by the heiQ was 

not vulnerable to socially desirable responses. In a similar manner to previous arguments 
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in the context of response shift (see Section 5.9), it is possible that social desirability did 

not exert any influence on scores because the heiQ items were written in a way that they 

discourage response styles (Osborne et al., 2007). 

c) Furthermore, the potential co-existence of equivalent models needs to be acknowledged 

(Frazier et al., 2004; MacCallum et al., 1993). For example, it would have been plausible 

to define ‘defensiveness’ as a predictor of both pretest and posttest scores. However, in 

view of the research questions the present model seemed to make the most theoretical 

sense (Little et al., 2007). That is, the path between pretest and posttest was understood 

as the primary path in the model, and social desirability was defined as a response style 

that potentially partially mediated the relationship between pretest and posttest data. 

d) Considering alternative explanations for the observed differences between the datasets – 

which were discussed in detail in Sections 3.7 and 5.9 – it is also possible that social 

desirability is not the only mediating variable. The present analyses may have resulted in 

biased estimates because additional mediators were not included (Judd & Kenny, 1981). 

However, given that an exploration of most of the explanations for the findings is beyond 

the scope of the present thesis, the investigation of further mediating variables needs to 

be left for future research. 

e) Finally, it is plausible that a model of moderated mediation (Baron & Kenny, 1986; Shrout 

& Bolger, 2002) may have been more appropriate to model the heiQ data, with variables 

such as age, gender, or education operating as moderating variables. For example, it is 

possible that the observed effects of the questionnaire design could have been explained 

by a mediating effect of socially desirable responding of older participants but not of their 

younger counterparts. The respective sample size of the present datasets, however, did 

not allow for such modelling; hence, these aspects have to be left for future research. 

 

Concluding remarks 

The analyses of the present chapter led to the following results with regard to the research 

questions posed in Section 1.3: 

V. Can bias through social desirability be detected in change scores derived from actual 

pretest-posttest data? 

¾ Apart from a small significant association of the ‘defensiveness’ component of social 

desirability in heiQ subscale Emotional Well-Being of both heiQ-PP and heiQ-PPT, 

there was no indication of a mediational effect of social desirability in actual pretest-
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posttest data of heiQ-PP, heiQ-PPT, or heiQ-PPR. That is, once actual pretest scores 

were controlled, social desirability did not account for any variance in posttest scores. 

VI. Can bias through socially desirable responses be detected in change scores derived from 

retrospective pretest-posttest data? 

¾ Identical to the previous analyses social desirability did not account for any variance 

in posttest scores once retrospective pretest scores were controlled. Hence, this bias 

could be ruled out as a potential confounder of change scores based on retrospective 

pretest-posttest data. 

 

The present chapter provided evidence that social desirability bias did not operate as a 

substantive mediating variable in the heiQ datasets. Alternative explanations must therefore 

be responsible for the observed effects of the design of the posttest questionnaire that led to 

different ratings of actual posttest levels, as well as some observed differences in change 

scores based on retrospective as opposed to actual pretest data. Given that these alternative 

explanations were discussed in detail in the previous analysis chapters (see Sections 3.7 

and 5.9), they shall not be repeated here. The present chapter concludes with the finding that 

the observed differences in change scores cannot be explained by a mediational effect of 

social desirability bias as measured by the MC-C scale. A final review of the findings of the 

present thesis is provided in the following Chapter 7. 

 



 
 
 

Chapter 7 
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7 Summary, conclusions, and future directions 

7.1 Introduction 

In consideration of the growing burden of chronic disease in both developed and developing 

countries, self-management interventions are an increasingly important part of chronic care 

(see Sections 1.2.1 and 1.2.2). Despite a large number of trials, current evidence about the 

effectiveness of these programs is still inconclusive. Several trials suggested clinical benefits 

for conditions such as diabetes and hypertension, whereas small effects were reported for 

conditions such as arthritis. However, a review of published meta-analyses and a systematic 

review of individual trials (see Sections 1.2.3.1 and 1.2.3.2) suggested that observed effects 

may not only be related to the disease groups but potentially to the types of outcomes that 

were assessed, with evaluations based on self-report outcomes generally showing small and 

largely inconsistent results (see Section 1.2.3.3). Given that the measurement of self-report 

outcomes is complex (Schwartz & Rapkin, 2004) and scores are susceptible to a range of 

biases (Cronbach, 1946; Paulhus, 1991; Podsakoff et al., 2003; Webb et al., 1966), this 

thesis investigated the validity of the traditional pretest-posttest design across different 

approaches to gathering outcomes data. In addition to exploring whether the design of the 

questionnaire influenced participants’ ratings at posttest, systematic analyses were carried 

out to examine whether biases such as response shift or social desirability were present. 

This final chapter provides a summary of the main findings of the thesis. In addition to an 

overview of Chapters 3, 5 and 6, the implications of these findings for the measurement of 

outcomes of self-management interventions are discussed. After considering the strengths 

and limitations of this research, the thesis concludes with recommendations and directions 

for future research. 

 

7.2 Summary of the findings 

To investigate a range of aspects pertaining to the validity of scores derived from participant 

self-report, the following analyses were undertaken: 

1. The first analyses of the thesis (Chapter 3) explored a) whether the design of the posttest 

questionnaires (heiQ-PP; heiQ-PPT; heiQ-PPR) influenced conclusions about program 

effectiveness and b) whether change scores derived from retrospective pretest-posttest 

data (heiQ-PPR Retro) led to a different set of conclusions when compared with change 

scores derived from actual pretest-posttest data (heiQ-PPR). 
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2. The review of common biases in program evaluations suggested that response shift, i.e. 

a change in perspective as a result of an intervention, may be a threat to the validity of 

change scores based on actual pre- and posttests in the evaluation of self-management 

interventions (see Section 1.2.4.4). As a consequence, Chapter 5 explored the influence 

of response shift bias on actual pretest-posttest data (heiQ-PP; heiQ-PPT; heiQ-PPR). 

Further, it was explored whether questionnaire items were invariant in the dataset of 

retrospective pretests and actual posttests (heiQ-PPR Retro). 

3. The literature review further suggested that social desirability bias might pose a threat to 

the validity of change scores derived from participant self-report outcomes, particularly 

when change was derived from retrospective pretest-posttest data (see Section 1.2.4.5). 

As a consequence, analyses of Chapter 6 assessed whether this bias mediated change 

scores derived from actual/retrospective pretest-posttest data. 

 

Summary of the findings of Chapter 3 

The findings of Chapter 3 suggested significant differences in actual posttest levels in six of 

eight heiQ subscales. Given that randomisation at study onset resulted in groups with similar 

scores at the beginning of the self-management interventions (=actual pretest), observed 

differences could be attributed to the design of the posttest questionnaires (see Section 3.4). 

Chapter 3 demonstrated that the design of the posttest questionnaires had a significant 

influence on mean change scores, with differences between groups being so substantial that 

it would result in different conclusions about program effectiveness. When applying an 

alternative method of presenting change by grouping participants into ‘decline’, ‘no change’, 

and ‘improvement’, differences between the groups were still present but less pronounced 

and conclusions about program effectiveness would not differ substantially across groups 

(see Section 3.5). 

Participants who had been allocated to group heiQ-PPR provided self-rated pretest levels in 

retrospect, i.e. at the end of a self-management intervention (=retrospective pretest). That is, 

in addition to actual pretest levels that had been provided at the start of the intervention, a 

second set of pretest scores was available from this group. When comparing actual with 

retrospective pretest data, significant albeit small differences between the two scores were 

observed in three subscales, with retrospective pretests being lower than actual pretests. In 

view of the overall magnitude of the differences, these findings suggested that change based 

on either actual or retrospective pretest data would lead to similar conclusions about program 

effectiveness. These observations applied to both mean change scores and the alternative 

method of presenting change by grouping participants into ‘decline’, ‘no change’, and 
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‘improvement’. It was further observed that the slightly larger mean change scores based on 

retrospective pretests compared with those based on actual pretests were generally related 

to smaller proportions of participants in the ‘decline’ category, rather than larger proportions 

in the ‘improvement’ category (see Section 3.6). 

 

Summary of the findings of Chapter 5 

Based on the findings of Chapter 3, subsequent analyses were aimed at exploring whether 

response shift bias could be detected in the datasets consisting of actual pre- and posttests. 

The application of a factor-analytic model to investigate whether group-level response shifts 

had a confounding effect on derived change scores revealed that a relatively small number of 

questionnaire items were affected by response shifts, with different items being non-invariant 

across datasets. That is, there was no pattern of response shift across designs; the lack of 

factorial invariance did not seem to be a characteristic of certain items (see Sections 5.4, 5.5, 

and 5.6). Although about 10% of questionnaire items across datasets indicated response 

shifts, i.e. these items needed to be excluded to ensure an unbiased comparison of the factor 

means, partial metric and scalar invariance could be established in each subscale across all 

datasets. Hence, group-level response shifts were not strong enough in any of the datasets 

to threaten the validity of comparing actual pretest with posttest data (see Section 5.8). 

When applying the factor-analytic model on the sample of retrospective pretest-posttest data, 

more questionnaire items were found that lacked factorial invariance (see Section 5.7). About 

one third of items indicated some form of non-invariance of which almost all items had to be 

excluded from the calculation of change scores to ensure an unbiased comparison of the 

factor means. While items of a total of five heiQ subscales were affected, metric and scalar 

invariance could still be established in all subscales, permitting an unbiased comparison of 

the factor means in this dataset (see Section 5.8). 

 

Summary of the findings of Chapter 6 

Given that the present data did not support a possible confounding effect of response shift 

bias and could not explain the differences between the groups observed in Chapter 3, the 

final analyses of the present thesis explored the role of social desirability bias across the four 

datasets. Apart from a small significant association of the ‘defensiveness’ component of 

social desirability with change scores in heiQ subscale Emotional Well-Being in heiQ-PP and 

heiQ-PPT, these analyses demonstrated that there was no indication of a mediational effect 

of social desirability in any of the datasets (see Sections 6.4 to 6.7). 
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7.3 Conclusions 

This thesis was aimed at exploring the validity of the traditional pretest-posttest design to 

assess program outcomes using the self-report inventory heiQ. To the author’s knowledge 

this is the first study in the self-management setting to systematically investigate different 

approaches to gathering self-report outcomes data and apply advanced group-level 

statistical models to explore common biases that potentially threaten the validity of change 

scores. 

The analyses demonstrated that contrasting approaches to gathering self-report outcomes 

data had a significant influence on participants’ self-rated levels at actual posttest. That is, 

the collection of ‘direct change’ questions (=transition questions) in addition to actual posttest 

data resulted in significantly higher posttest levels in two subscales compared with posttest 

data derived from a traditional posttest questionnaire. This effect was significantly stronger in 

a questionnaire design that collected retrospective pretests simultaneous to collecting actual 

posttests, with significantly higher posttest levels in six of eight subscales compared with 

data derived from a traditional posttest design. In particular, the latter observation is critical 

for program evaluators who consider applying retrospective pretest data as a substitute for 

actual pretests when measuring change given that obtained change scores are influenced by 

this research strategy. 

While a large body of literature exists comparing actual with retrospective pretests, this thesis 

has highlighted a dimension of deriving change scores from retrospective pretest data that to 

date appears to have been underestimated. Rather than focusing on differences between 

actual and retrospective pretests, this thesis has provided new evidence that the process of 

collecting retrospective pretests at posttest can have a substantial influence on reported 

posttest levels and in turn on the magnitude of change scores. That is, an additional task at 

posttest that may highlight to participants that the researcher is interested in ‘change scores’ 

may strongly influence their thinking and consequently their ratings at posttest. Given that a 

direct measure of change in form of transition questions appeared to have less influence on 

the ratings, the nature of the cognitive task and potentially those aspects of this task that 

highlight to participants what the researcher is seeking appear to be important aspects to be 

able to explain observed group differences. 

While results suggested that providing retrospective pretest data led to significantly higher 

posttest levels, it remained uncertain whether change scores derived from these data were 

confounded because of the collection of retrospective pretest data simultaneous to collecting 

posttest data (see Section 3.7), or whether the simultaneous collection of these data led to a 

more accurate reflection of change. As described in Section 1.2.4.4, the original rationale for 

this type of questionnaire design is that it is used to circumvent response shift bias, i.e. by 
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providing ‘pretest’ and posttest data at the end of an intervention it is assumed that 

respondents provide both data from the same perspective. While it is hoped that both data 

are provided from the same frame of reference, i.e. the respondent’s frame of reference after 

the intervention, it cannot be ruled out that participants provide their posttest levels relative to 

their retrospective pretest levels, as the analyses of the thesis suggest. Therefore, it remains 

to be explored whether these posttest scores are a more valid reflection of people’s posttest 

levels with regard to deriving change scores from these data. As a consequence, subsequent 

analyses attended to the following questions: 

¾ Do group-level response shifts have confounding effects on mean change scores based 

on actual pretest-posttest data across datasets, and are potential confounding effects 

alleviated in the dataset that collected retrospective pretest in addition to posttest data? 

¾ Are items in the dataset of retrospective pretest-posttest data invariant? 

As summarised in Section 7.2, across datasets of actual pre- and posttests only a relatively 

small number of questionnaire items were affected by group-level response shifts, i.e. only a 

few questionnaire items were non-invariant. In contrast, more items were found to be non-

invariant in the dataset of retrospective pre- and posttests. These findings were unexpected 

and have several implications for program evaluation and future research: 

Firstly, the finding that the majority of heiQ items were invariant between actual pretest and 

posttest across designs suggests that the data gathered using the heiQ are not confounded 

by response shift bias. Given that the majority of items were not only found to be invariant 

across actual pretest-posttest data but also across different designs indicates that the 

psychometric properties of the heiQ are robust. Given that at least partial factorial invariance 

needs to be established to ensure an unbiased comparison of factor means, these findings 

suggest that the heiQ can be recommended as a robust instrument to measure outcomes of 

self-management programs. In view of the slightly worse performance of the dataset of 

retrospective pre- and posttests, it remains to be investigated whether retrospective pretest 

data can be recommended for use in evaluations of self-management interventions. 

Secondly, while these findings underscore the quality of the heiQ when used on actual 

pretest-posttest data, analyses could not provide any evidence regarding the validity of each 

of the datasets. Given that large differences in mean posttest scores had been observed, it 

was anticipated that sophisticated factor-analytic modelling would (partly) explain differences 

between the datasets. Surprisingly, all datasets appeared to perform similarly well. That is, 

despite differences in mean change scores, the present analyses suggested that the validity 

concerns about change scores derived from traditional pretest-posttest data (see Section 

1.2.4.4) seemed to be unfounded in the present datasets. 
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Thirdly, in the datasets of actual pre- and posttests only a small number of questionnaire 

items were found to be non-invariant, i.e. only a few items indicated response shift bias. As 

discussed in Section 5.9, along with a small number of items affected by response shift, 

there was no pattern across designs. The lack of factorial invariance did not seem to be a 

stable characteristic of certain items. However, it was found that response shifts seemed to 

occur in items of some subscales but not in items of other subscales. For example, none of 

the items of Constructive Attitudes and Approaches, Health Service Navigation, Social 

Integration and Support, and Emotional Well-Being seemed to be affected by response shift, 

whereas non-invariant items generally belonged to one of the remaining four heiQ subscales. 

Despite this somewhat consistent observation across subscales, those subscales located to 

the ‘evaluative’ pole of the continuum as introduced in Section 1.2.3.3 (see also discussion in 

Section 5.9) were not noticeably more affected by response shift bias than others. Although 

more items were found to be non-invariant in the dataset of retrospective pre- and posttests, 

it was again not possible to explain these findings by this continuum. 

Finally, although only a small number of items indicated response shifts, it had to be ensured 

that these group-level response shifts did not pose a threat to the validity of comparing factor 

means. Because of the small number of items affected by group-level response shifts in the 

datasets of actual pre- and posttests, (partial) factorial invariance could be established in all 

subscales across all datasets. Hence, an unbiased comparison of factor means was 

possible. Although more items were found to be non-invariant in the dataset of retrospective 

pre- and posttests, (partial) factorial invariance could again be established in all subscales, 

ensuring an unbiased comparison of factor means. As a result, the application of a factor-

analytic model to detect group-level response shifts did not provide evidence of a possible 

confounding effect on results of evaluations of self-management interventions. 

Given that observed differences between the datasets did not relate to confounding effects 

through response shifts, the final analyses of the thesis attended to the following question: 

¾ Are mean change scores across datasets related to a confounding effect through social 

desirability bias? 

The application of a mediational model based on structural equation modeling did not provide 

evidence that social desirability, as measured by the MC-C, had a confounding effect on self-

report data derived from participants of self-management courses. This is again an important 

finding for program evaluators. As group-based health programs and potential attachment of 

participants to course leaders may encourage response styles such as social desirability, it is 

important that potential effects of this bias could be ruled out in the present research. Hence, 

the study provides strong evidence that the measurement of outcomes of self-management 

interventions is not affected by social desirability in assessments applying the heiQ. 
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In summary, the group-level analyses in this research suggested that contrasting approaches 

to gathering outcomes data from participants of self-management interventions resulted in 

significantly different ratings of actual posttest levels. However, the observed change scores 

could neither be explained by confounding effects due to response shift nor social desirability 

biases. The thesis must conclude that the nature of the cognitive task at posttest had a 

significant influence on participants’ self-rated posttest levels, whereas group-level response 

shift and social desirability biases could be ruled out as a possible explanation for observed 

differences between the groups. Hence, this study established that future research is needed 

on the influence of a cognitive task on obtained results as well as the aspect of the task that 

may highlight to participants that the researcher is interested in an assessment of ‘change’. 

In spite of the need for further research, based on the findings of the present thesis, some 

recommendations are provided for future evaluations of self-management interventions: 

Given that in this thesis the posttest heiQs were randomly distributed across courses, it can 

be assumed that the obtained change scores would have been identical across groups if the 

same method had been applied. To achieve an equivalent interpretation of obtained scores 

when applying any of these questionnaires, one possibility is to modify the definition of what 

constitutes ‘improvement’ across the four methods analogous to the concept of a minimal 

important difference (Guyatt et al., 2002; Jaeschke et al., 1989; Juniper et al., 1994). Based 

on the findings, it is proposed that such a minimal important difference be set lower for mean 

change scores derived from a traditional pretest-posttest design (heiQ-PP), whereas such a 

threshold would need to be higher when change scores were derived from a design such as 

heiQ-PPR, given that this design had resulted in significantly larger change scores. In view of 

the heiQ subscales it may further be appropriate to adjust these thresholds according to each 

subscale. Finally, if change scores were based on factor means (see Chapter 5) – instead of 

arithmetic means (see Chapter 3) – these thresholds would again require adjustment. 

The previous suggestions only attended to the practical significance of the results as they 

pertain to mean change scores. As observed in Chapter 3, when using an alternative method 

of reporting change, conclusions about program effectiveness were less affected by the 

questionnaire design. That is, the categorisation of participants into ‘decline’, ‘no change’, or 

‘improvement’ led to largely similar conclusions across datasets. Hence, this method may be 

the preferred way of reporting results as it appears robust to design effects. If an approach 

such as this were to be adopted, it would still be useful to determine a benchmark referring to 

what constitutes a successful intervention. Akin to a minimal important difference it may be 

useful to adjust the proportion of participants in the ‘improvement’ category according to the 

method used. For example, it may suffice to achieve one third of participants across heiQ 

subscales in the ‘improvement’ category if results were derived from a questionnaire design 
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such as heiQ-PP, whereas 40% of participants may be needed in the ‘improvement’ category 

for an intervention to be considered successful if data were derived from a questionnaire 

design such as heiQ-PPR (see Section 3.5). 

 

7.4 Strengths 

Although some strengths and limitations of this study have been described throughout the 

thesis, they are summarised in the following two sections. First, a list of the main strengths of 

the thesis is provided: 

a) This thesis explored the measurement of outcomes of self-management interventions by 

applying a unique research design. To the author’s knowledge, no comparable research 

has been conducted in the field of chronic disease self-management interventions that 

investigated the influence of the questionnaire design on program outcomes and resulting 

conclusions about program effectiveness. To ensure that the comparison of scores was 

free of bias through potential intra-group effects, the questionnaires were randomly 

distributed within self-management courses. The findings of this research provide 

important insight into the measurement of change. In particular, the finding that change 

scores were significantly influenced by the cognitive tasks participants performed at 

posttest suggests that more attention must be paid to this issue to ensure that outcomes 

can be interpreted correctly. 

b) Apart from the unique research design, advanced statistical techniques were applied to 

answer the research questions of this thesis (see Section 1.3). With samples of n>300 

participants per group it was possible to apply SEM, a statistical method appropriate for 

multivariate data analysis at a group level (Bollen & Arminger, 1991). This technique is 

particularly useful when modelling observed variables that are determined by underlying 

latent constructs, as is the case with heiQ data. A main advantage of this technique is 

that through using latent variables in the regression analyses, obtained parameter 

estimates are assumed to be largely free of measurement error (Judd & Kenny, 1981). 

c) Because of the application of SEM, it was further possible to treat the data in a way that 

was appropriate for the ordinal scaling of the questionnaire. The moment matrix based on 

polychoric correlations was used in combination with its asymptotic covariance matrix. 

While the sample sizes did not allow for WLS, RML was applied for the estimation of the 

model parameters. RML has been described as the best alternative to WLS if data are 

ordinal but sample sizes are too small for WLS (Jöreskog, 2002-2005). 
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d) The application of SEM further provided the opportunity to test measurement invariance 

of the heiQ items across actual/retrospective pretest and posttest data, and at the same 

time explore several types of response shift. While the test for measurement invariance is 

an advanced statistical technique, the response shift model is not only one of the most 

recently developed approaches to detect response shift (Oort, 2005b; Oort et al., 2005), 

but in the present thesis the 4-step procedure was further extended to the hierarchy of 

measurement invariance and to the analysis of ordinal data. The factor-analytic model 

described in Chapter 5 therefore advances current methods to detect response shift at a 

group level. 

e) To the author’s knowledge, this thesis also provides the first test of the influence of social 

desirability bias as a partial mediating variable in the measurement of outcomes of self-

management interventions. While two studies included scores on social desirability as 

covariates (Glasgow et al., 1992; Vlaeyen et al., 1996), no further study was found that 

collected data on social desirability bias and included this variable in statistical modelling. 

Again, an advanced statistical technique was applied in this thesis that allowed for the 

analysis of complex relationships, such as including social desirability as a mediational 

variable (Baron & Kenny, 1986; Holmbeck, 1997). 

f) Finally, this thesis proposed a robust method of presenting change across participants of 

self-management courses as an alternative to using mean change scores. This method is 

similar to NNT analyses (see Section 3.5) and consists of grouping subjects into ‘decline’, 

‘no change’, or ‘improvement’ categories on the basis of an individual ES of 0.5. Two 

advantages of this method are apparent: 1) program evaluations that are based on mean 

change scores derived from participant self-report may be vulnerable to a range of biases 

and other threats to the validity of obtained scores. Therefore, an alternative way of 

presenting only those participants that received substantial benefits from attending an 

intervention and comparing these with people who experienced substantial ‘decline’ may 

provide a clearer indication of the value of a program. 2) Further, results suggested that 

this method is robust to differences between questionnaire designs. This may be another 

indication of the superiority of this method to present outcomes of such interventions. 

 

7.5 Limitations 

The main weaknesses of the present thesis are as follows: 

a) This research relied on one data source only. That is, only quantitative data derived from 

participant self-report were used to answer the research questions. In contrast, further 
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data would have been valuable for triangulating the findings (Webb et al., 1966). When 

considering the observations made in the present thesis, a useful approach may have 

been to obtain qualitative data on the appraisal processes of the participants of the three 

randomised groups. However, within the time and financial constraints of the thesis, it is 

assumed that appropriate methods were chosen to answer the research questions. 

b) The present study relied on data derived from only one self-report inventory – the heiQ – 

to measure outcomes of self-management interventions. As a result, the findings have 

limited generalisability to evaluations using other instruments. However, due to the dearth 

of alternative tools that were specifically designed to assess outcomes of such programs 

(Osborne et al., 2007), these findings are highly relevant for current and future users of 

the heiQ. It remains that neither response shift nor social desirability bias appear to 

confound results when using the heiQ to assess program outcomes. 

c) While it can be assumed that the study samples were representative of self-management 

course participants in Australia, it is possible that the samples were heterogeneous, with 

some effects not detected because they only applied to a subgroup of people whose 

outcomes were hidden in the group-level data. For example, research has suggested that 

outcomes differ across age (Fu et al., 2003; Lorig et al., 1985; Nolte et al., 2007). Applied 

to this thesis this may mean that, for example in Chapter 5, the analyses obscured 

response shift effects in certain subgroups. That is, it is possible that more young people 

experience response shifts, whereas their older counterparts may accept their chronic 

disease as part of ageing (O'Boyle et al., 2000). Consequently, a treatment-induced 

response shift may not occur in older course participants whose data may have obscured 

those of younger subjects (Howard, Ralph et al., 1979; Sprangers, 1989). For social 

desirability an alternative model may have been more suitable, such as a model of 

moderated mediation (Baron & Kenny, 1986; Shrout & Bolger, 2002). However, given 

that larger sample sizes are needed to model any of the above suggestions, these types 

of analyses must be left for future research. 

d) In the context of response shift, it is also plausible that its current operationalisation and 

the group-level approach do not fully capture this bias: 1) the match between types of 

response shifts (Schwartz & Sprangers, 1999; Sprangers & Schwartz, 1999) and the 

parameters of a factor model (Oort, 2005b; Oort et al., 2005) may be problematic. That is, 

while the definitions of reconceptualisations and reprioritisations seem plausible, volatile 

factor patterns and/or unstable performances of items may also be an indication of poor 

quality of the measurement instrument rather than response shift. 2) Recalibration, on the 

other hand, results from a change in the definition of a scale. In addition to the suggested 

interpretation of recalibration (see Section 1.2.4.4), it is however possible that a renewed 
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judgment manifests itself in a subject’s position on the scale relative to the pretest levels. 

This may result in confounding of the magnitude of change scores, while items may still 

be invariant across measurement occasions. 3) The factor-analytic approach has been 

criticised to be insensitive to detect response shifts at a subject level. Alternative methods 

such as those allowing for within-subject models have been proposed and may be more 

suitable for researchers interested in detecting and quantifying the direction as well as 

magnitude of response shift bias (Donaldson, 2005). 

While the first two aspects regarding the appropriateness of the factor-analytic method 

warrant further research, it is assumed that the method was suitable to detect response 

shifts if they had occurred in a sufficiently large proportion of course participants. Hence, 

for the purpose of the present thesis that was aimed at detecting response shift bias in 

view of its potential confounding effect on results of evaluations of self-management 

interventions, it is assumed that the application of group-level analyses were appropriate. 

Considering that evaluations are aimed at assessing changes at a group level, individual 

response shifts were not critical, unless accumulated individual response shifts had a 

confounding effect on the group-level results of these evaluations. As a consequence, 

Donaldson’s (2005) critique of the approach does not seem to invalidate the application 

of such group-level analyses to detect the influence of response shift bias on the results 

of program evaluations but it rather extends the range of possible methods to detect 

response shift and further the understanding of this phenomenon. 

e) In the context of social desirability bias, it is possible that the MC-C scale was not a 

strong indicator of this response style. With satisfactory goodness-of-fit indices but low 

reliability and some small factor loadings, the MC-C had rather suboptimal properties. 

Hence, a social desirability measure with stronger psychometric properties may have led 

to different results. 

f) Finally, it is possible that mediators were omitted in the analyses of Chapter 6 (Judd & 

Kenny, 1981). If this was the case such models are considered misspecified (Shrout & 

Bolger, 2002). In view of the explanations for the findings (see Sections 3.7, 5.9 and 6.8), 

it was, however, beyond the scope of this thesis to model further variables. 

 

7.6 Recommendations for future research 

Following from the analyses of this thesis the findings of Chapters 3, 5 and 6 warrant further 

investigation in future studies. 
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The analyses of Chapter 3 provided important insight into the performance of different ways 

of measuring change as well as the influence of presenting results on the conclusions about 

program effectiveness. While it was found that subjects’ ratings of their actual posttest levels 

were significantly influenced by the presence of a second cognitive task at posttest, reasons 

for these higher levels could not be identified in this thesis. It is therefore proposed that 

further research attends to respondents’ cognitive processes when providing answers to a 

range of questions as well as those aspects of the task that highlight to respondents what the 

researcher is seeking. In particular, qualitative analyses on possible confounding effects on 

scores through satisficing, effort justification bias, and implicit theory of stability or change 

are recommended to find explanations for observed differences between the traditional 

pretest-posttest design and those involving additional tasks – particularly a retrospective 

pretest – at posttest. 

The group-level response shift model as applied in Chapter 5 provided little evidence of the 

presence of response shifts in the present data. Regardless of potential limitations of this 

method as discussed in Sections 5.9 and 7.5, it is assumed that the present analyses were 

appropriate to rule out reconceptualisations, reprioritisations, and recalibrations of most heiQ 

items between actual pretest and posttest. While it is reassuring that evaluations of self-

management programs based on actual pretest-posttest data do not seem to be confounded 

by group-level response shifts, it remains to be determined whether group-levels analyses 

obscure potential response shift effects at the individual level. Hence, a more individualistic 

approach may deliver further insight into the response shift phenomenon (Donaldson, 2005). 

Future models might also include response shift as a mediating variable, with response shift 

measured by questionnaires such as the ‘heiQ Perspective’ (Osborne et al., 2007). Finally, it 

was proposed that recalibration may be understood as a change in participants’ relative 

position on a given scale from actual pretest to posttest. Therefore, further research into the 

influence of this type of response shift on the overall magnitude of change appears useful. 

For example, it is possible that this type of recalibration might explain observed differences in 

mean change scores across the three questionnaire designs. 

The analyses of Chapter 5 further suggested that several heiQ items were non-invariant 

between retrospective pretest and posttest. Hence, before the application of this design can 

be recommended for the evaluation of self-management programs, further research appears 

necessary. While qualitative data may provide important insight into participants’ perspective 

when providing answers to respective questions, further analyses with regard to a potential 

linear dependency between posttest and retrospective pretest data seems useful. Finally, it is 

necessary to investigate whether retrospective pretest data relative to posttest data are a 

more accurate reflection of change or if retrospective pretest data are confounded because 
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of recall bias and/or participants engaging in an implicit theory of stability or change when 

responding to retrospective pretest questions. 

The results of the analyses of Chapter 6 suggested that social desirability could be ruled out 

as a potential explanation for observed differences between groups. Although it is assumed 

that the analyses were appropriate to detect this response style, it remains that the MC-C 

scale had suboptimal psychometric properties. It may therefore be useful to carry out the 

same analyses but using a different measure of social desirability. Apart from applying one of 

the already existing scales as referred to in Section 1.2.4.5, it may also be useful to develop 

a refined or new measure of social desirability through advanced statistical techniques such 

as those applied for the development of the heiQ (see Section 2.3.2). 

In conclusion, this thesis has provided important insight into the measurement of outcomes 

of chronic disease self-management programs. While validity concerns about the traditional 

pretest-posttest method in view of confounding effects on results through response shift and 

social desirability biases could not be supported, the thesis has highlighted that the cognitive 

task participants perform when providing data at posttest – in particular when providing 

retrospective pretest data – significantly influenced the ratings of their actual posttest levels. 

Considering that past research has predominantly focused on other aspects of validity such 

as applying control group designs to circumvent common threats to internal and external 

validity, the thesis suggests that more attention must be paid to other issues such as the 

influence of the questionnaire design on results. This thesis concludes that further research, 

in particular into the influence of cognitive tasks on obtained scores, is important to improve 

the interpretation of outcomes of self-management interventions. 
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Appendices 

Appendix 1  Systematic review of self-management interventions that were based on or similar to the 
Stanford programs 
 

Effect 
size1 95% CI Effect size 

separately2 Study / 
intervention 

Type of 
RCT Outcome measures Cohen's 

d lower upper IG CG 

1) IG, led  4 months – HP    n=29 n=29   

by HP Arthritis exercise 0.86 0.32 1.40 0.95 0.11 
(n=29) Disability 0.00 -0.51 0.51 0.14 0.14 
2) CG Knowledge 0.62 0.09 1.14 1.00 0.42 

Lorig et al., 
1986, ASMP, 
led by health 
professionals 
(HP) (n=29) Pain -0.22 -0.73 0.30 0.14 0.38 
   Relaxation  0.24 -0.27 0.76 0.03 -0.22 
   Visits to physician -0.34 -0.86 0.18 -0.11 0.21 

1) IG, lay-  4 months – peer    n=27 n=29   

led (n=27) Arthritis exercise 1.03 0.47 1.59 1.11 0.11 
2) CG Disability 0.13 -0.39 0.66 0.25 0.14 

Lorig et al., 
1986, ASMP, 
lay-led 

(n=29) Knowledge -0.05 -0.58 0.47 0.37 0.42 
   Pain -0.28 -0.81 0.24 0.07 0.38 
   Relaxation 0.84 0.29 1.38 0.61 -0.22 
   Visits to physician -0.10 -0.62 0.42 0.07 0.21 

1) IG 4 months    n=501 n=206   Lorig et al., 
1989, ASMP (n=501) Arthritis exercise 0.54 0.38 0.71 0.48 -0.05 
  2) CG Depression 0.11 -0.06 0.27 0.10 -0.01 
  (n=206) Disability 0.05 -0.11 0.21 0.02 -0.03 
   Knowledge 0.78 0.62 0.95 0.83 0.04 
   Pain 0.15 -0.01 0.31 0.23 0.07 
   Relaxation 0.26 0.10 0.43 0.44 -0.02 
   Self-management 

activities
0.57 0.40 0.73 0.49 -0.06 

1) IG 4 months    n=100 n=153   

(n=100) Depression 0.12 -0.13 0.37 0.12 0.00 
Goeppinger et 
al., 19893, 
BUOA 2) CG Disability 0.02 -0.23 0.27 0.00 -0.02 
  (n=153) Helplessness 0.45 0.19 0.70 0.60 0.16 
   Pain  0.08 -0.17 0.34 0.21 0.13 
   Knowledge 0.85 0.59 1.11 0.95 0.10 
   Self-care behaviours 0.47 0.21 0.72 0.38 -0.09 

1) IG Post-treatment    n=36 n=31   

(n=36) Disability -0.18 -0.66 0.30 -0.20 -0.03 
Keefe et al., 
1990, ASMP 

2) CG Pain 0.20 -0.28 0.68 -0.01 0.20 
  (n=31) Psychological 

disability
0.54 0.05 1.03 0.38 -0.16 

1) IG Post-treatment    n=27 n=30   

(n=27) Anxiety 0.20 -0.32 0.72 0.31 0.13 
2) CG Arthritis impact 0.02 -0.50 0.54 0.09 0.07 
(n=30) Depression 0.05 -0.47 0.57 0.35 0.36 
 Disability 0.42 -0.10 0.95 0.02 -0.43 

Taal et al., 
1993, group 
education for 
people with RA 

 Pain  0.18 -0.34 0.70 0.26 0.07 
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Appendix 1 (continued)  Systematic review of self-management interventions that were based on or 
similar to the Stanford programs 
 

Effect 
size1 95% CI Effect size 

separately2 Study / 
intervention 

Type of 
RCT Outcome measures Cohen's 

d lower upper IG CG 

1) IG 6 weeks    n=28 n=30   

(n=28) 6-min walking test 0.19 -0.32 0.71 0.05 -0.15 
2) CG  Anxiety 0.10 -0.41 0.62 0.11 0.00 
(n=30) Chair test 0.21 -0.31 0.72 0.10 -0.11 
 Depression 0.00 -0.52 0.52 0.12 0.11 
 Fatigue 0.14 -0.37 0.66 0.19 0.08 
 Fibromyalgia 

attitudes
0.23 -0.29 0.75 0.30 0.04 

 Flexibility -0.34 -0.86 0.18 -0.41 -0.06 
 Job difficulty 0.03 -0.48 0.55 0.26 0.26 
 Morning tiredness -0.12 -0.63 0.40 0.10 0.32 
 Overall well-being 0.51 -0.02 1.03 0.70 0.07 
 Pain -0.14 -0.65 0.38 0.07 0.21 
 Pain in tender points 0.29 -0.23 0.81 0.31 0.04 

Burckhardt et 
al., 1994, 
Fibromyalgia, 
six sessions, 
each1.5 hours; 
curriculum 
included coping 
strategies, 
problem-
solving, and 
relaxation 

 Physical function 0.23 -0.29 0.74 0.26 0.00 
   Quality of life 0.59 0.06 1.11 0.18 -0.41 
   Self-efficacy, function 0.18 -0.33 0.70 0.13 -0.05 
   Self-efficacy, other 0.32 -0.20 0.84 0.44 0.07 
   Self-efficacy, pain 0.08 -0.43 0.60 0.13 0.04 
   Stiffness -0.24 -0.76 0.27 -0.15 0.08 
   Tender points 0.30 -0.22 0.81 0.24 -0.08 

1) IG 6 weeks    n=52 n=50   

(n=52) Bodily pain 0.57 0.17 0.97 0.47 -0.12 
2) CG  Dependency 0.44 0.04 0.83 0.27 -0.18 
(n=50) Depression 0.22 -0.17 0.61 0.17 -0.04 
 Disability 0.30 -0.09 0.69 0.26 -0.03 

LeFort et al., 
1998, modified 
ASMP for 
chronic pain 

 General health 0.16 -0.23 0.55 0.17 0.00 
   Life satisfaction 0.52 0.13 0.92 0.38 -0.15 
   Mental health 0.25 -0.14 0.64 0.39 0.14 
   Pain problem severity 0.55 0.15 0.94 0.63 0.10 
   Pain quality 0.43 0.04 0.83 0.21 -0.23 
   Physical functioning 0.14 -0.25 0.52 0.12 -0.01 
   Resourcefulness 0.50 0.10 0.89 0.31 -0.20 
   Role behaviours 0.53 0.14 0.93 0.43 -0.12 
   Role-emotional 0.17 -0.22 0.56 0.43 0.27 
   Role-physical 0.70 0.30 1.10 0.69 -0.10 
   Self-efficacy 0.72 0.32 1.12 0.64 -0.11 
   Social functioning 0.30 -0.09 0.69 0.28 -0.02 
   Uncertainty 0.18 -0.21 0.57 0.17 -0.01 
   Vitality 0.74 0.34 1.14 0.58 -0.17 

1) IG 3 months    n=124 n=121   

(n=129) Disability  0.15 -0.10 0.40 0.48 0.31 
2) CG Interference 0.08 -0.17 0.33 0.75 0.67 
(n=126) Mental health 0.02 -0.23 0.27 0.25 0.21 
 Pain -0.07 -0.32 0.18 0.75 0.80 
 Self-care orientation 0.21 -0.04 0.46 0.63 0.43 

Von Korff et al., 
1998, back 
pain, four 
sessions, 
modelled after 
Stanford 
program 

 Worry -0.01 -0.26 0.24 0.71 0.65 
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Appendix 1 (continued)  Systematic review of self-management interventions that were based on or 
similar to the Stanford programs 
 

Effect 
size1 95% CI Effect size 

separately2 Study / 
intervention 

Type of 
RCT Outcome measures Cohen's 

d lower upper IG CG 

1) IG 4 months    n=189 n=97   

(n=189) Aerobic exercise 0.08 -0.17 0.32 0.23 0.16 
2) CG Depression 0.06 -0.19 0.30 0.26 0.20 

Lorig et al., 
1999b, Spanish 
ASMP 

(n=97) Disability 0.14 -0.10 0.39 0.15 0.00 
   General health 0.24 -0.01 0.48 0.41 0.12 
   Medication use -0.29 -0.53 -0.04 0.08 0.38 
   Pain 0.37 0.12 0.61 0.35 -0.01 
   Range of motion 

exercise 
0.47 0.22 0.71 0.38 -0.10 

   Self-efficacy 0.48 0.24 0.73 0.48 -0.02 
   Visits to physician -0.08 -0.32 0.17 0.02 0.13 

1) IG 6 months    n=561 n=391   

(n=561) Aerobic exercise 0.20 0.07 0.33 0.16 -0.02 
Lorig et al., 
1999c, CDSMP 

2) CG 
(n=391) 

Cognitive symptom 
management 

0.34 0.21 0.47 0.43 0.07 

   Communication with 
physician 

0.13 0.00 0.25 0.22 0.09 

   Disability 0.08 -0.05 0.21 0.03 -0.05 
   Energy/fatigue 0.11 -0.02 0.24 0.13 0.02 
   Health distress 0.14 0.01 0.27 0.20 0.06 
   Hospital stays 0.02 -0.11 0.15 0.10 0.05 
   Nights in hospital 0.20 0.08 0.33 0.07 -0.14 
   Pain 0.02 -0.11 0.15 0.12 0.09 
   Psychological well-

being 
0.05 -0.08 0.18 0.10 0.04 

   Self-rated health 0.12 -0.01 0.25 0.10 -0.02 
   Shortness of breath -0.03 -0.16 0.09 -0.02 0.02 
   Social/role activities 

limitations 
0.14 0.01 0.27 0.06 -0.07 

   Stretching / 
strengthening 

0.15 0.02 0.28 0.24 0.09 

   Visits to physician 0.04 -0.09 0.17 0.14 0.09 

1) IG Post-treatment    n=38 n=30   

(n=38) Coping 0.21 -0.27 0.69 0.25 0.03 
2) CG Depression 0.42 -0.07 0.90 0.30 -0.09 
(n=30) Depression, Beck 0.86 0.36 1.36 0.84 -0.03 
 Disability 1.42 0.88 1.95 1.28 0.00 

Scholten et al., 
1999, Multi-
disciplinary 
Arthritis 
Training 
Program  Distraction 0.22 -0.26 0.70 0.18 -0.04 

1) IG 4 months    n=234 n=189   

(n=311) Anxiety 0.14 -0.05 0.33 0.21 0.08 
Barlow et al., 
2000, ASMP 

2) CG 
(n=233) 

Cognitive symptom 
management 

0.41 0.21 0.60 0.46 0.04 

   Communication with 
physician 

0.19 0.00 0.38 0.23 0.03 

   Depression 0.25 0.06 0.44 0.27 0.04 
   Dietary habit 0.18 -0.01 0.38 0.09 -0.09 
   Fatigue 0.18 -0.02 0.37 0.17 -0.02 
   Negative Affect 0.05 -0.14 0.24 0.08 0.03 
   Pain 0.03 -0.16 0.22 0.12 0.09 
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Appendix 1 (continued)  Systematic review of self-management interventions that were based on or 
similar to the Stanford programs 
 

Effect 
size1 95% CI Effect size 

separately2 Study / 
intervention 

Type of 
RCT Outcome measures Cohen's 

d lower upper IG CG 

Barlow et al., 
2000, ASMP 
(continued) 

 Physical functioning -0.04 -0.23 0.15 -0.01 0.03 
 Positive Affect 0.21 0.02 0.41 0.28 0.07 
 Self-efficacy, other 

symptoms 
0.31 0.12 0.50 0.43 0.13 

 Self-efficacy, pain 0.26 0.07 0.45 0.41 0.14 
     n=86 n=78  

 EuroQoL 0.10 -0.21 0.40 0.13 0.03 

 

 EuroQoL, VAS -0.05 -0.35 0.26 0.02 0.07 
   Physician visits: other -0.36 -0.67 -0.05 -0.17 0.19 
   Visits to physician to 

discuss arthritis 
0.04 -0.27 0.35 0.15 0.08 

1) IG Post-treatment    n=56 n=49   

(n=60) 20m walking test 0.16 -0.22 0.54 0.18 0.02 
2) CG Knee extension, left 0.30 -0.08 0.69 0.15 -0.15 
(n=60) Knee extension, right 0.18 -0.21 0.56 0.08 -0.10 
 Knowledge 1.11 0.70 1.52 1.28 0.17 

Hopman-Rock 
et al., 2000, 
ASMP modified 
for OA 

 Mobility 0.22 -0.16 0.61 -0.09 -0.29 
   Pain 0.43 0.04 0.81 0.10 -0.34 
   Pain intolerance 0.08 -0.31 0.46 0.26 0.21 
   QoL 0.28 -0.11 0.66 0.24 -0.05 
   QoL, VAS 0.35 -0.04 0.73 0.02 -0.37 
   Self-efficacy 0.51 0.12 0.89 0.19 -0.34 
   Stair climbing down -0.15 -0.53 0.24 0.16 0.18 
   Stair climbing up -0.07 -0.45 0.31 0.22 0.19 
   Timed up-and-go 0.08 -0.30 0.46 0.14 0.05 
   Toe reaching left 0.18 -0.20 0.57 0.09 -0.09 
   Toe reaching right 0.00 -0.38 0.38 0.09 0.11 

1) IG 6 months    n=430 n=349   

(n=430) Aerobic exercise 0.19 0.05 0.33 0.21 0.02 
2) CG 
(n=349) 

Cognitive symptom 
management 

0.37 0.22 0.51 0.38 0.05 

 Communication with 
physician 

-0.07 -0.21 0.07 0.04 0.10 

 Depression 0.13 -0.01 0.27 0.28 0.16 

Fu et al., 2003, 
CDSMP 
modified for 
Chinese culture 

 Disability 0.32 0.18 0.46 0.25 -0.05 
   Energy -0.04 -0.18 0.11 0.03 0.07 
   Fatigue 0.20 0.06 0.34 0.16 -0.04 
   Health distress 0.26 0.12 0.40 0.26 0.01 
   Hospital stays 0.34 0.20 0.48 0.16 -0.19 
   Illness intrusiveness 0.07 -0.07 0.21 0.00 -0.07 
   Nights in hospital 0.15 0.01 0.30 0.07 -0.11 
   Number of ER visits 0.01 -0.13 0.16 0.05 0.06 
   Pain 0.19 0.05 0.33 0.02 -0.17 
   Self-efficacy, manage 0.31 0.17 0.45 0.23 -0.08 
   Self-efficacy, manage 

disease  
0.29 0.15 0.43 0.10 -0.19 

   Self-rated health 0.42 0.28 0.56 0.47 0.05 
   Shortness of breath 0.18 0.04 0.32 -0.03 -0.22 
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Appendix 1 (continued)  Systematic review of self-management interventions that were based on or 
similar to the Stanford programs 
 

Effect 
size1 95% CI Effect size 

separately2 Study / 
intervention 

Type of 
RCT Outcome measures Cohen's 

d lower upper IG CG 

 Social/role activities 
limitations 

0.19 0.05 0.33 0.11 -0.08 

 Stretching / 
strengthening 

-0.02 -0.16 0.12 0.08 0.11 

Fu et al., 2003, 
CDSMP 
modified for 
Chinese culture 
(continued)  Visits to physician 0.02 -0.12 0.16 0.11 0.11 

1) IG 4 months    n=265 n=178   

(n=327)  
2) CG 

Communication with 
physician 

0.34 0.14 0.53 0.49 0.16 

(n=224) Exercise 0.29 0.10 0.48 0.52 0.30 
 Fatigue 0.26 0.07 0.46 0.40 0.11 

Lorig et al., 
2003, Spanish 
CDSMP 

 Health distress 0.47 0.28 0.66 0.52 0.05 
   Hospital stays -0.03 -0.22 0.16 0.02 0.03 
   Mental stress 

management 
0.71 0.51 0.90 0.56 -0.15 

   Number of ER visits 0.28 0.09 0.47 0.12 -0.16 
   Pain 0.23 0.04 0.42 0.36 0.13 
   Role function 0.25 0.06 0.45 0.35 0.10 
   Self-efficacy 0.16 -0.03 0.35 0.44 0.27 
   Self-rated health 0.48 0.29 0.68 0.52 0.04 
   Visits to physician 0.18 -0.01 0.37 0.18 0.02 

1) IG 6 months    n=112 n=129   

(n=112) Anger 0.05 -0.21 0.30 0.20 0.11 
2) CG Anxiety 0.02 -0.23 0.27 0.31 0.25 
(n=129) Avoidance 0.11 -0.15 0.36 -0.25 -0.36 
 Behavioural coping 0.28 0.03 0.54 0.16 -0.12 
 Cognitive coping 0.38 0.13 0.64 0.00 -0.38 
 Confusion 0.13 -0.12 0.39 0.26 0.13 
 Depression 0.12 -0.13 0.37 0.21 0.07 

Boesen et al., 
2005, Psycho-
educational 
intervention for 
cancer, six 2.5 
hour sessions 
run over six 
weeks 

 Fatigue 0.29 0.03 0.54 0.21 -0.10 
   Vigour 0.43 0.18 0.69 0.41 -0.04 

1) IG 4 months    n=221 n=218   

(n=221) Anxiety 0.02 -0.16 0.21 0.11 0.08 
2) CG 
(n=218) 

Communication with 
physician

0.09 -0.10 0.27 0.32 0.23 

 Depression 0.04 -0.15 0.22 0.07 0.04 

Griffiths et al., 
2005, CDSMP 
in a south 
Asian group 

 EuroQoL 0.00 -0.19 0.18 0.02 0.03 
   Fatigue -0.01 -0.20 0.18 0.12 0.13 
   Pain 0.03 -0.16 0.21 0.24 0.22 
   Self-efficacy 0.13 -0.06 0.32 0.36 0.24 
   Self-management 

behaviour
0.19 0.00 0.38 0.57 0.38 

   Shortness of breath 0.10 -0.08 0.29 0.15 0.05 
   Visits to physician 0.01 -0.18 0.20 0.17 0.15 

1) IG 6 months    n=60 n=49   

(n=60) Disability 0.26 -0.12 0.64 0.41 0.13 
2) CG Disability days 0.42 0.04 0.80 0.46 -0.04 

Haas et al., 
2005, CDSMP 
low back pain 

(n=49) General health -0.21 -0.59 0.17 -0.05 0.16 
   Pain 0.03 -0.34 0.41 0.27 0.23 
   Pain days  0.10 -0.27 0.48 0.22 0.12 
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Appendix 1 (continued)  Systematic review of self-management interventions that were based on or 
similar to the Stanford programs 
 

Effect 
size1 95% CI Effect size 

separately2 Study / 
intervention 

Type of 
RCT Outcome measures Cohen's 

d lower upper IG CG 

 Mental health 0.47 0.08 0.85 0.38 -0.12 
 Self-efficacy, other 

symptoms
0.12 -0.25 0.50 0.02 -0.11 

 Self-efficacy, pain -0.04 -0.42 0.34 0.02 0.06 

Haas et al., 
2005, CDSMP 
low back pain 
(continued) 

 Vitality 0.22 -0.16 0.60 0.17 -0.06 

1) IG 3 months    n=132 n=141 

(n=132) Functional status 0.19 -0.05 0.42 0.17 -0.03 
2) CG General health 0.09 -0.15 0.33 -0.11 -0.19 

Heuts et al., 
2005, ASMP 
modified for OA 

(n=141) Health change 0.10 -0.14 0.33 0.21 0.10 
   Pain, hip -0.02 -0.26 0.22 0.08 0.10 
   Pain, knee 0.25 0.01 0.49 0.28 0.00 
   Pain-related fear 0.42 0.18 0.66 0.30 -0.13 
   Physical functioning 0.08 -0.16 0.31 -0.06 -0.12 
   Self-efficacy 0.05 -0.18 0.29 0.10 0.04 

1 Effect sizes (ES) were based on Cohen's d (Cohen, 1988). 
2 ES were calculated separately for the intervention and the control group. ES refer to the follow-up score at 
 time X minus baseline score divided by the SD at baseline of the respective group. 
3 Goeppinger et al. (1989) only reported pooled SD of respective pretest scores. Hence, where ES are reported 
 separately, each group's change score is divided by this pooled SD. This differs from the other studies in 
 which the individual change scores are divided by each group's individual SD. 

Legend 

ASMP: Arthritis Self-Management Program 
BUOA: Bone Up On Arthritis 
CDSMP: Chronic Disease Self-Management Program 
CG: Control group 
ER: Emergency room 
ES: Effect size 
HP: Health professional 
IG: Intervention group 
OA: Osteoarthritis 
QoL Quality of life 
RA: Rheumatoid arthritis 

 

 



 

Appendix 2  Pretest heiQ including demographic variables 
 

Page 1

Instructions

Example

Check a box by crossing it: Right now

Ms. Jane Citizen has answered these questions in the following way:

Please indicate how strongly you disagree or agree with the following statements by checking 
the response which best describes you now.

Questions: st
ro

ng
ly 

di
sa

gr
ee

di
sa

gr
ee

di
sa

gr
ee

 s
lig

ht
ly

ag
re

e 
sl

ig
ht

ly
ag

re
e

st
ro

ng
ly 

ag
re

e

1. I am doing some of my hobbies

2. I have a plan to do physical activity

Please answer the following questions:

Check a box by crossing it: Right now

For Question 1, Jane's answer shows that right now she agrees that she has been doing 
some of her hobbies lately.

For Question 2, Jane agrees slightly with the statement that right now she has a plan to do 
physical activity.

st
ro

ng
ly 

di
sa

gr
ee

di
sa

gr
ee

di
sa

gr
ee

 s
lig

ht
ly

ag
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e 
sl

ig
ht

ly
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re
e

st
ro

ng
ly 

ag
re

e
On most days of the week, I do at least one activity to improve 
my health (e.g., walking, relaxation, exercise)

1

2

3

4

5

6

7

On most days of the week, I do at least one activity to improve 
my health (e.g., walking, relaxation, exercise)

I am very good at using aids and devices to make my life easier

Most days I am doing some of the things I really enjoy 

As well as seeing my doctor, I regularly monitor changes in my 
health

I often worry about my health

If I need help, I have plenty of people I can rely on

I try to make the most of my life 
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Page 2

Check a box by crossing it:
Right now

st
ro

ng
ly 

di
sa

gr
ee

di
sa

gr
ee

di
sa

gr
ee

 s
lig

ht
ly

ag
re

e 
sl

ig
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ly
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re
e

st
ro

ng
ly 

ag
re

e

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

I know what things can trigger my health problems and make 
them worse

My health problems make me very dissatisfied with my life

I have effective ways to prevent my symptoms (e.g., discomfort, 
pain and stress) from limiting what I can do in my life

I am doing interesting things in my life

I know when my lifestyle (e.g., exercise, diet, stress) is creating 
health problems for me

I have very positive relationships with my healthcare 
professionals 

I have a very good idea of how to manage my health problems

I do at least one type of physical activity every day for at least 
30 minutes (e.g., walking, gardening, housework, golf, bowls, 
dancing, Tai Chi, swimming)

I have plans to do enjoyable things for myself during the next 
few days

When I feel ill, my family and carers really understand what I am 
going through

On most days of the week, I set aside time for healthy activities 
(e.g., walking, relaxation, exercise)

When I have symptoms, I have skills that help me cope 

I try not to let my health problems stop me from enjoying life

I have a very good understanding of when and why I am 
supposed to take my medication

I have enough friends who help me cope with my health 
problems

I communicate very confidently with my doctor about my 
healthcare needs

When I have health problems, I have a clear understanding of 
what I need to do to control them
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Page 3

Check a box by crossing it:
Right now

st
ro

ng
ly 

di
sa

gr
ee

di
sa

gr
ee

di
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gr
ee

 s
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ly

ag
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e 
sl
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e

st
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ly 
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e

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

I often feel angry when I think about my health

I confidently give healthcare professionals the information they 
need to help me

I get my needs met from available healthcare resources (e.g., 
doctors, hospitals and community services)

My health problems do not ruin my life

I feel hopeless because of my health problems

I feel like I am actively involved in life

With my health in mind, I have realistic expectations of what I 
can and cannot do

If I think about my health, I get depressed 

I do not let my health problems control my life

I have effective skills that help me handle stress

I get upset when I think about my health

I carefully watch my health and do what is necessary to keep as 
healthy as possible

If others can cope with problems like mine, I can too

I walk for exercise, for at least 15 minutes per day, most days of 
the week 

Overall, I feel well looked after by friends or family

I feel I have a very good life even when I have health problems 

I get enough chances to talk about my health problems with 
people who understand

I work in a team with my doctors and other healthcare 
professionals
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Page 4
  

Some details about yourself Today's date (complete)      

43 What is your age? 53

44

45 What is your home postcode?

46 54

a  I smoke daily b  I smoke occasionally

47 c  I don't smoke d  I have never smoked

48 In which country were you born? 
(please specify) a 

b 

c 

49 e 

b 

d 

e 

f  

57

(Please tick (9) all that apply.)

 Diabetes
 Cancer

(please specify) 59

52 Please list your main health problem a b 

 (list one only) kg

lbsft/in

m/cm

 Yes

Year

56

a 

c 

58

 Coronary heart disease 

Which of the following statements best describes 
your smoking status? Please tick (9) all that apply.

 Commonwealth Seniors Health Card

 None, or some Primary School
 Primary School
 High School to year 8

 Pensioner Concession Card (PCC)
 Commonwealth Health Care Card (HCC)

 High School to year 12

51 Do you have any long-standing illness, 
disability or infirmity that has troubled you 
over time or is likely to affect you over a 
period in the future? 

 Fibromyalgia
 Rheumatoid Arthritis 

 Asthma

Please check that you have answered all of the questions. 

 Osteoporosis  Depression
 Other

 No

Do you have any plans to lose weight in the near 
future?

Thank you for taking the time to complete this questionnaire. 

 Male

 Osteoarthritis 

 Low Income Health Card (LIC)

Please state your current                                           
height                                          weight

50

 Female

Have you ever taken part in any health education 
courses or rehabilitation programs? (e.g. program for 
arthritis, asthma, diabetes, etc.)

Do you have a Health Care Concession Card?         
If YES - tick (9) any that apply.

 Yes

What is your sex? 

              /             /   2005

If YES, please specify:
Type

Are you Aboriginal or Torres Strait 
Islander origin?

Do you speak a language other than 
English at home? (please specify)

Including you, how many people aged 18 
and over live in your household?

Other (please specify)

 No

 Yes, part-time employed

 No

Please tick (9) one.

 Yes  No

 No, retired / pensioner
 No, home duties

Other (please specify)

Apart from Medicare, are you currently covered by 
private health insurance?

 TAFE / Trade
 University, or above

 Repatriation Card from the Dept. of Veteran Affairs

 No, unemployed

 Yes, full-time employed

What is the highest level of education 
you have completed?

55 Are you currently in paid employment?

d 
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Appendix 3  Posttest heiQ-PP including the MC-C scale and demographic variables 
 

Page 1

Instructions

Example

Check a box by crossing it:

Please indicate how strongly you disagree or agree with the following statements by 
checking the response which best describes you now.

Ms. Jane Citizen has answered these questions in the following way:

Right now

Questions: st
ro

ng
ly 

di
sa

gr
ee

di
sa

gr
ee

di
sa

gr
ee

 s
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ht
ly

ag
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e 
sl
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re
e

st
ro

ng
ly 

ag
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e

1. I am doing some of my hobbies

2. I have a plan to do physical activity

Please answer the following questions:

Check a box by crossing it:

For Question 1, Jane's answer shows that right now she agrees that she has been doing 
some of her hobbies lately.

For Question 2, Jane agrees slightly with the statement that right now she has a plan to do 
physical activity.

Right now
st
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ly 
di
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On most days of the week, I do at least one activity to improve 
my health (e.g., walking, relaxation, exercise)

1

2

3

4

5

6

7

On most days of the week, I do at least one activity to improve 
my health (e.g., walking, relaxation, exercise)

As well as seeing my doctor, I regularly monitor changes in my 
health

I often worry about my health

If I need help, I have plenty of people I can rely on

I try to make the most of my life 

I am very good at using aids and devices to make my life easier

Most days I am doing some of the things I really enjoy 
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Check a box by crossing it:
Right now

st
ro
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8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

When I have health problems, I have a clear understanding of 
what I need to do to control them

When I feel ill, my family and carers really understand what I am 
going through

On most days of the week, I set aside time for healthy activities 
(e.g., walking, relaxation, exercise)

I have a very good idea of how to manage my health problems

I do at least one type of physical activity every day for at least 
30 minutes (e.g., walking, gardening, housework, golf, bowls, 
dancing, Tai Chi, swimming)

I know what things can trigger my health problems and make 
them worse

My health problems make me very dissatisfied with my life

I have effective ways to prevent my symptoms (e.g., discomfort, 
pain and stress) from limiting what I can do in my life

I am doing interesting things in my life

I have plans to do enjoyable things for myself during the next 
few days

When I have symptoms, I have skills that help me cope 

I try not to let my health problems stop me from enjoying life

I have a very good understanding of when and why I am 
supposed to take my medication

I have enough friends who help me cope with my health 
problems

I communicate very confidently with my doctor about my 
healthcare needs

I know when my lifestyle (e.g., exercise, diet, stress) is creating 
health problems for me

I have very positive relationships with my healthcare 
professionals 
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Check a box by crossing it:
Right now
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25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

With my health in mind, I have realistic expectations of what I 
can and cannot do

If I think about my health, I get depressed 

I get upset when I think about my health

I carefully watch my health and do what is necessary to keep as 
healthy as possible

I feel hopeless because of my health problems

I feel like I am actively involved in life

Overall, I feel well looked after by friends or family

I feel I have a very good life even when I have health problems 

I confidently give healthcare professionals the information they 
need to help me

I often feel angry when I think about my health

If others can cope with problems like mine, I can too

I walk for exercise, for at least 15 minutes per day, most days of 
the week 

I get enough chances to talk about my health problems with 
people who understand

I work in a team with my doctors and other healthcare 
professionals

I do not let my health problems control my life

I have effective skills that help me handle stress

I get my needs met from available healthcare resources (e.g., 
doctors, hospitals and community services)

My health problems do not ruin my life

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 

      

 
 
 
 
 
 
 

 Appendix 3 231 



Page 4

Instructions

In this section please indicate how strongly you disagree or agree with the following 
statements by checking the response which best describes your experience of the 
health education program you have just taken part in.

Check a box by crossing it:

st
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43

44

45

46

47

48

49

50

51

52

a

b

c

d Costs associated with the course
e

I intend to tell other people that the program is very worthwhile

The program has helped me set goals that are reasonable and 
within reach

The people in the group worked very well together

Access to the venue where the course was held (e.g. stairs, wheelchair access)

Were there any things which made it hard for you to attend the course? Please tick (9) all 
that apply.

I trust the information and advice I was given in the program

Course leaders were very well organised

I feel it was worth my time and effort to take part in the program 

Difficult topics and discussions were handled well by my 
program leaders

I thought the program content was very relevant to my situation

I feel that everyone in the program had the chance to speak if 
they wanted

Other / further comments (list/specify)

Transport to the venue where the course was held

Parking at the venue where the course was held
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a

b

c

d

e

f

g

 h 

i

j

k

l

m

Some details about yourself

53 54

55 What is your home postcode?  Female
 Male

56 57

a  I smoke daily 58 Please state your current  
b  I smoke occasionally a b 

c  I don't smoke
d  I have never smoked

Which of the following statements best 
describes your smoking status? Please tick 
(9) one only.

What is your sex? 

Yes  No

m/cm

lbs

kg

height weight

I sometimes feel resentful when I don't get my way.
On a few occasions, I have given up doing something because I thought                            
too little of my ability.

What is your age?

There have been times when I was quite jealous of the good fortune of                              
others.
I am sometimes irritated by people who ask favours of me.

I have never deliberately said something that hurt someone's feelings.

             /            /  2005  Today's date (complete)  

Please tick whether  TRUE  or  FALSE  applies for you.

It is sometimes hard for me to go on with my work if I am not encouraged.
        TRUE    FALSE    

We have almost finished with the survey. Listed below are a number of statements concerning your 
attitudes and traits. Read each item and decide whether the statement is true or false as it pertains to you 
personally. 

Thank you for taking the time to complete this questionnaire. 
Please check that you have answered all of the questions. 

I have never been irked when people expressed ideas very different from                          
my own.

There have been times when I felt like rebelling against people in authority                        
even though I knew they were right.
No matter who I'm talking to, I'm always a good listener.

I sometimes try to get even rather than forgive and forget.

I am always courteous, even to people who are disagreeable.

There have been occasions when I took advantage of someone.

I'm always willing to admit it when I make a mistake.

Do you have any plans to lose weight 
in the near future?

ft/in
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Appendix 4  Posttest heiQ-PPT including the MC-C scale and demographic variables 
 

Page 1

Instructions

Example

Check a box by crossing it:

Please indicate how strongly you disagree or agree with the following statements by checking the response 
which best describes what your situation has been.
Firstly, answer each question according to your situation right now, and then answer the same question 
regarding whether you have changed since you started the health education program.

Ms. Jane Citizen completed a health education program and answered these questions in the following 
way:

Right now Compared with 
before the program

Questions: st
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1. I am doing some of my hobbies

2. I have a plan to do physical activity

Please answer the following questions:

Check a box by crossing it:
Right now

For Question 2, Jane agrees slightly with the statement that right now she has a plan to do physical 
activity. When she compares her current plan to her plan before the program Jane indicates that she had 
about the same plan to do physical activity.

For Question 1, Jane's answer shows that right now she agrees that she has been doing some of her 
hobbies lately. When she compares that with what she did before the program she indicates that she 
does more of her hobbies now than back then.

Compared with 
before the program
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1
On most days of the week, I do at least one 
activity to improve my health (e.g., walking, 
relaxation, exercise)

2 I am very good at using aids and devices 
to make my life easier

3 Most days I am doing some of the things 
I really enjoy 

4 As well as seeing my doctor, I regularly 
monitor changes in my health

5 I often worry about my health

6 If I need help, I have plenty of people 
I can rely on

7 I try to make the most of my life 
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Check a box by crossing it:
Right now Compared with 

before the program

st
ro

ng
ly 

di
sa

gr
ee

di
sa

gr
ee

di
sa

gr
ee

 s
lig

ht
ly

ag
re

e 
sl

ig
ht

ly
ag

re
e

st
ro

ng
ly 

ag
re

e

m
uc

h 
w

or
se

wo
rs

e
th

e 
sa

m
e

be
tte

r
m

uc
h 

be
tte

r

8 I know what things can trigger my health 
problems and make them worse

9 My health problems make me very dissatisfied 
with my life

10
I have effective ways to prevent my symptoms 
(e.g., discomfort, pain and stress) from limiting 
what I can do in my life

11 I am doing interesting things in my life

12 I know when my lifestyle (e.g., exercise, diet, 
stress) is creating health problems for me

13 I have very positive relationships with my 
healthcare professionals 

14 I have a very good idea of how to manage my 
health problems

15

I do at least one type of physical activity every 
day for at least 30 minutes (e.g., walking, 
gardening, housework, golf, bowls, dancing, 
Tai Chi, swimming)

16 I have plans to do enjoyable things for 
myself during the next few days

17 When I have symptoms, I have skills that 
help me cope 

18 I try not to let my health problems stop me 
from enjoying life

19 I have a very good understanding of when and 
why I am supposed to take my medication

20 I have enough friends who help me cope 
with my health problems

21 I communicate very confidently with my 
doctor about my healthcare needs

22
When I have health problems, I have a clear 
understanding of what I need to do to control 
them

23 When I feel ill, my family and carers really 
understand what I am going through

24
On most days of the week, I set aside time 
for healthy activities (e.g., walking, relaxation, 
exercise)

 

      

 

     

 

     

 

      

 

      

 

     

 

     

 

      

 

      

 

     

 

     

 

      

 

      

 

     

 

     

 

      

 

      

 

     

 

     

 

      

 

      

 

     

 

     

 

      

 

      

 

     

 

     

 

      

 

      

 

     

 

     

 

      

 

      

 

     

 

      

 
 
 
 
 
 

 Appendix 4 235 



Page 3

Check a box by crossing it:

Compared with 
before the programRight now

st
ro

ng
ly 

di
sa

gr
ee

di
sa

gr
ee

di
sa

gr
ee

 s
lig

ht
ly

ag
re

e 
sl

ig
ht

ly
ag

re
e

st
ro

ng
ly 

ag
re

e

m
uc

h 
w

or
se

wo
rs

e
th

e 
sa

m
e

be
tte

r
m

uc
h 

be
tte

r

25 I confidently give healthcare professionals 
the information they need to help me

26 I often feel angry when I think about my health

27
I get my needs met from available healthcare 
resources (e.g., doctors, hospitals and 
community services)

28 My health problems do not ruin my life

29 I feel hopeless because of my health problems

30 I feel like I am actively involved in life

31 Overall, I feel well looked after by friends or 
family

32 I feel I have a very good life even when I 
have health problems 

33 I get enough chances to talk about my health 
problems with people who understand

34 I work in a team with my doctors and other 
healthcare professionals

35 I do not let my health problems control 
my life

36 I have effective skills that help me handle 
stress

37 I get upset when I think about my health

38 I carefully watch my health and do what is 
necessary to keep as healthy as possible

39 If others can cope with problems 
like mine, I can too

40 I walk for exercise, for at least 15 minutes per 
day, most days of the week 

41 With my health in mind, I have realistic 
expectations of what I can and cannot do

42 If I think about my health, I get depressed 
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Instructions
In this section please indicate how strongly you disagree or agree with the following statements by checking 
the response which best describes your experience of the health education program you have recently taken 
part in.

Check a box by crossing it:
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43 I intend to tell other people that the program 
is very worthwhile

44 The program has helped me set goals that are 
reasonable and within reach

45 I trust the information and advice I was given 
in the program

46 Course leaders were very well organised

47 I feel it was worth my time and effort to 
take part in the program 

48 Difficult topics and discussions were handled 
well by my program leaders

49 I thought the program content was very 
relevant to my situation

50 I feel that everyone in the program had the 
chance to speak if they wanted

51 The people in the group worked very well 
together

52

a

b

c

d Costs associated with the course

e

Transport to the venue where the course was held

Access to the venue where the course was held (e.g. stairs, 
wheelchair access)

Parking at the venue where the course was held

Were there any things which made it hard for you to attend the course? Please tick (9) all that apply.

Other / further comments (list/specify)
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a

b

c

d

e
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m

Some details about yourself

53 54

55 What is your home postcode?  Female
 Male

56 57

a  I smoke daily 58 Please state your current  
b  I smoke occasionally a b 

c  I don't smoke
d  I have never smoked

Which of the following statements best 
describes your smoking status? Please tick 
(9) one only.

What is your sex? 

Yes  No

m/cm

lbs

kg

height weight

I sometimes feel resentful when I don't get my way.
On a few occasions, I have given up doing something because I thought                            
too little of my ability.

What is your age?

There have been times when I was quite jealous of the good fortune of                              
others.
I am sometimes irritated by people who ask favours of me.

I have never deliberately said something that hurt someone's feelings.

             /            /  2005  Today's date (complete)  

Please tick whether  TRUE  or  FALSE  applies for you.

It is sometimes hard for me to go on with my work if I am not encouraged.
        TRUE    FALSE    

We have almost finished with the survey. Listed below are a number of statements concerning your 
attitudes and traits. Read each item and decide whether the statement is true or false as it pertains to you 
personally. 

Thank you for taking the time to complete this questionnaire. 
Please check that you have answered all of the questions. 

I have never been irked when people expressed ideas very different from                          
my own.

There have been times when I felt like rebelling against people in authority                        
even though I knew they were right.
No matter who I'm talking to, I'm always a good listener.

I sometimes try to get even rather than forgive and forget.

I am always courteous, even to people who are disagreeable.

There have been occasions when I took advantage of someone.

I'm always willing to admit it when I make a mistake.

Do you have any plans to lose weight 
in the near future?

ft/in
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Appendix 5  Posttest heiQ-PPR including the MC-C scale and demographic variables 
 

Page 1

Instructions

Example

Check a box by crossing it:

Please indicate how strongly you disagree or agree with the following statements by checking the response 
which best describes what your situation has been.
Firstly, answer each question according to your situation right now, and then answer the same question 
regarding your situation before you took part in the health education program.

Ms. Jane Citizen completed a health education program and answered these questions in the following 
way:

Right now Before the program
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1. I am doing some of my hobbies

2. I have a plan to do physical activity

Please answer the following questions:

Check a box by crossing it:

For Question 2, Jane agrees slightly with the statement that right now she has a plan to do physical 
activity. When she thinks back to what she did before the program Jane also agrees slightly that back 
then she had a plan to do physical activity.

Right now Before the program

For Question 1, Jane's answer shows that right now she agrees that she has been doing some of her 
hobbies lately. When she thinks back to what she did before the program she disagrees slightly that she 
was doing some of her hobbies.
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1
On most days of the week, I do at least one 
activity to improve my health (e.g., walking, 
relaxation, exercise)

2 I am very good at using aids and devices 
to make my life easier

3 Most days I am doing some of the things 
I really enjoy 

4 As well as seeing my doctor, I regularly 
monitor changes in my health

5 I often worry about my health

6 If I need help, I have plenty of people 
I can rely on

7 I try to make the most of my life 
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Check a box by crossing it:
Right now Before the program
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8 I know what things can trigger my health 
problems and make them worse

9 My health problems make me very dissatisfied 
with my life

10
I have effective ways to prevent my symptoms 
(e.g., discomfort, pain and stress) from limiting 
what I can do in my life

11 I am doing interesting things in my life

12 I know when my lifestyle (e.g., exercise, diet, 
stress) is creating health problems for me

13 I have very positive relationships with my 
healthcare professionals 

14 I have a very good idea of how to manage my 
health problems

15

I do at least one type of physical activity every 
day for at least 30 minutes (e.g., walking, 
gardening, housework, golf, bowls, dancing, 
Tai Chi, swimming)

16 I have plans to do enjoyable things for 
myself during the next few days

17 When I have symptoms, I have skills that 
help me cope 

18 I try not to let my health problems stop me 
from enjoying life

19 I have a very good understanding of when and 
why I am supposed to take my medication

20 I have enough friends who help me cope 
with my health problems

21 I communicate very confidently with my 
doctor about my healthcare needs

22
When I have health problems, I have a clear 
understanding of what I need to do to control 
them

23 When I feel ill, my family and carers really 
understand what I am going through

24
On most days of the week, I set aside time 
for healthy activities (e.g., walking, relaxation, 
exercise)
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Check a box by crossing it:
Right now Before the program
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25 I confidently give healthcare professionals 
the information they need to help me

26 I often feel angry when I think about my health

27
I get my needs met from available healthcare 
resources (e.g., doctors, hospitals and 
community services)

28 My health problems do not ruin my life

29 I feel hopeless because of my health problems

30 I feel like I am actively involved in life

31 Overall, I feel well looked after by friends or 
family

32 I feel I have a very good life even when I 
have health problems 

33 I get enough chances to talk about my health 
problems with people who understand

34 I work in a team with my doctors and other 
healthcare professionals

35 I do not let my health problems control 
my life

36 I have effective skills that help me handle 
stress

37 I get upset when I think about my health

38 I carefully watch my health and do what is 
necessary to keep as healthy as possible

39 If others can cope with problems 
like mine, I can too

40 I walk for exercise, for at least 15 minutes per 
day, most days of the week 

41 With my health in mind, I have realistic 
expectations of what I can and cannot do

42 If I think about my health, I get depressed 
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Instructions

In this section please indicate how strongly you disagree or agree with the following statements by checking the 
response which best describes your experience of the health education program you have recently taken part in.

Check a box by crossing it:
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43 I intend to tell other people that the program 
is very worthwhile

44 The program has helped me set goals that are 
reasonable and within reach

45 I trust the information and advice I was given 
in the program

46 Course leaders were very well organised

47 I feel it was worth my time and effort to 
take part in the program 

48 Difficult topics and discussions were handled 
well by my program leaders

49 I thought the program content was very 
relevant to my situation

50 I feel that everyone in the program had the 
chance to speak if they wanted

51 The people in the group worked very well 
together

52

a

b

c

d Costs associated with the course

e

Parking at the venue where the course was held

Other / further comments (list/specify)

Transport to the venue where the course was held

Access to the venue where the course was held (e.g. stairs, 
wheelchair access)

Were there any things which made it hard for you to attend the course? Please tick (9) all that apply.
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a

b

c

d

e

f

g

 h 

i

j

k

l

m

Some details about yourself

53 54

55 What is your home postcode?  Female
 Male

56 57

a  I smoke daily 58 Please state your current  
b  I smoke occasionally a b 

c  I don't smoke
d  I have never smoked

Which of the following statements best 
describes your smoking status? Please tick 
(9) one only.

What is your sex? 

Yes  No

m/cm

lbs

kg

height weight

I sometimes feel resentful when I don't get my way.
On a few occasions, I have given up doing something because I thought                            
too little of my ability.

What is your age?

There have been times when I was quite jealous of the good fortune of                              
others.
I am sometimes irritated by people who ask favours of me.

I have never deliberately said something that hurt someone's feelings.

             /            /  2005  Today's date (complete)  

Please tick whether  TRUE  or  FALSE  applies for you.

It is sometimes hard for me to go on with my work if I am not encouraged.
        TRUE    FALSE    

We have almost finished with the survey. Listed below are a number of statements concerning your 
attitudes and traits. Read each item and decide whether the statement is true or false as it pertains to you 
personally. 

Thank you for taking the time to complete this questionnaire. 
Please check that you have answered all of the questions. 

I have never been irked when people expressed ideas very different from                          
my own.

There have been times when I felt like rebelling against people in authority                        
even though I knew they were right.
No matter who I'm talking to, I'm always a good listener.

I sometimes try to get even rather than forgive and forget.

I am always courteous, even to people who are disagreeable.

There have been occasions when I took advantage of someone.

I'm always willing to admit it when I make a mistake.

Do you have any plans to lose weight 
in the near future?

ft/in
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Appendix 6  Course participation form 
 

Contact Person  Phone

Email

Date of first session Duration of course

What organisation is running the course?

Where is the course held?  Community Health Centre  Hospital  Arthritis Foundation

 Church  Other, please specify

1. Name of course leaders

2. Phone

3. Email address

5.

6.

7.

4 6 (7) (8) (9) (10)

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

8.

1

How many courses have you 
conducted in the last 12 
months?

Course Participants WITHOUT support persons
Session attendance

2

Course leader 2Course leader 1

Who was your Master Trainer?

In what year did you become a 
course leader?

Where were you trained? 
(Please specify)

Health Education Impact

 Course Participation Form

Please return to the Centre for Rheumatic Diseases
OFFICE       USE        ONLY

Course ID   

53
Participants'    

initials Female or Male Participants' IDs

Type of course (please specify)

Are you a peer educator or a 
health professional? (Please 
state your health profession)

              /                /    2005

4.

                      weeks 
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Appendix 7  Univariate and multivariate normality tests of the following heiQ data: pretests (n=666), 
retrospective pretests heiQ-PPR (n=189), posttests (n=603), posttests heiQ-PP (n=244), posttests 
heiQ-PPT (n=150), and posttests heiQ-PPR (n=209) 
 
 
Uni- and multivariate normality heiQ pretests (n=666) 
 
 
Univariate Summary Statistics for Continuous Variables 
 
Variable Mean  St. Dev.   T-Value  Skewness  Kurtosis  Minimum Freq.  Maximum Freq. 
 --------     ----  --------   -------  --------  --------  ------- -----  -------  
 
q1_1    4.354     1.250    89.928    -0.963     0.441    1.000    25    6.000    90 
q1_2    4.556     1.188    98.966    -1.075     0.748    1.000    13    6.000   119 
q1_3    5.021     0.932   139.023    -1.439     2.981    1.000     4    6.000   202 
q1_4    4.345     1.265    88.631    -0.952     0.278    1.000    23    6.000    88 
q1_5    4.197     1.325    81.748    -0.887     0.026    1.000    37    6.000    70 
q2_1    3.902     1.669    60.337    -0.392    -1.222    1.000    69    6.000   119 
q2_2    4.314     1.518    73.361    -0.758    -0.600    1.000    37    6.000   152 
q2_3    4.836     1.111   112.318    -1.454     2.297    1.000    13    6.000   176 
q2_4    4.354     1.365    82.347    -0.876    -0.026    1.000    30    6.000   121 
q3_1    4.084     1.200    87.846    -0.807    -0.011    1.000    21    6.000    37 
q3_2    4.368     1.285    87.689    -0.988     0.289    1.000    25    6.000    93 
q3_3    3.950     1.266    80.546    -0.598    -0.436    1.000    27    6.000    40 
q3_4    4.371     1.042   108.300    -0.995     0.967    1.000     9    6.000    52 
q3_5    4.110     1.177    90.120    -0.785     0.080    1.000    19    6.000    41 
q4_1    4.821     0.993   125.300    -1.309     2.160    1.000     5    6.000   143 
q4_2    4.796     0.970   127.539    -1.414     2.777    1.000     7    6.000   124 
q4_3    4.417     1.235    92.322    -0.896     0.156    1.000    14    6.000   102 
q4_4    4.161     1.398    76.802    -0.825    -0.302    1.000    41    6.000    76 
q4_5    4.369     1.279    88.191    -1.114     0.496    1.000    28    6.000    77 
q5_1    4.734     0.975   125.330    -1.235     1.740    1.000     3    6.000   108 
q5_2    4.868     1.011   124.198    -1.464     2.787    1.000     8    6.000   160 
q5_3    4.595     1.130   104.968    -1.172     1.105    1.000     8    6.000   110 
q5_4    4.471     1.104   104.560    -1.099     0.988    1.000    11    6.000    75 
q5_5    5.257     0.847   160.164    -2.050     6.649    1.000     5    6.000   274 
q5_6    4.665     0.956   125.876    -0.953     1.021    1.000     2    6.000    99 
q5_7    4.700     1.010   120.122    -1.367     2.349    1.000     9    6.000   104 
q6_1    4.889     1.052   119.946    -1.348     1.939    1.000     5    6.000   184 
q6_2    4.803     1.012   122.473    -1.327     2.363    1.000     9    6.000   144 
q6_3    5.120     0.793   166.585    -1.450     4.064    1.000     1    6.000   202 
q6_4    4.464     1.235    93.310    -1.143     0.798    1.000    22    6.000    97 
q6_5    4.300     1.287    86.212    -0.875    -0.046    1.000    21    6.000    82 
q7_1    4.180     1.386    77.806    -0.750    -0.333    1.000    35    6.000    91 
q7_2    4.062     1.350    77.625    -0.711    -0.429    1.000    35    6.000    58 
q7_3    4.233     1.425    76.639    -0.674    -0.515    1.000    32    6.000   120 
q7_4    4.357     1.358    82.786    -1.006     0.192    1.000    36    6.000   102 
q7_5    3.844     1.445    68.668    -0.506    -0.775    1.000    57    6.000    57 
q8_1    3.590     1.618    57.259    -0.079    -1.254    1.000    80    6.000    85 
q8_2    3.462     1.522    58.727     0.065    -1.123    1.000    70    6.000    63 
q8_3    3.152     1.619    50.229     0.150    -1.321    1.000   135    6.000    39 
q8_4    3.186     1.550    53.061     0.166    -1.161    1.000   114    6.000    40 
q8_5    2.641     1.421    47.958     0.701    -0.527    1.000   154    6.000    21 
q8_6    3.857     1.567    63.516    -0.331    -1.063    1.000    63    6.000    99 
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Test of Univariate Normality for Continuous Variables 
 
            Skewness         Kurtosis      Skewness and Kurtosis 
 
Variable Z-Score P-Value   Z-Score P-Value   Chi-Square P-Value 
 
     q1_1  -8.738   0.000     2.047   0.041       80.550   0.000 
     q1_2  -9.490   0.000     3.071   0.002       99.485   0.000 
     q1_3 -11.633   0.000     7.158   0.000      186.575   0.000 
     q1_4  -8.663   0.000     1.404   0.160       77.017   0.000 
     q1_5  -8.196   0.000     0.230   0.818       67.234   0.000 
     q2_1  -4.024   0.000   -23.137   0.000      551.500   0.000 
     q2_2  -7.228   0.000    -4.546   0.000       72.911   0.000 
     q2_3 -11.714   0.000     6.273   0.000      176.566   0.000 
     q2_4  -8.120   0.000    -0.053   0.958       65.942   0.000 
     q3_1  -7.602   0.000     0.029   0.977       57.796   0.000 
     q3_2  -8.910   0.000     1.452   0.146       81.491   0.000 
     q3_3  -5.910   0.000    -2.898   0.004       43.324   0.000 
     q3_4  -8.962   0.000     3.688   0.000       93.927   0.000 
     q3_5  -7.438   0.000     0.503   0.615       55.578   0.000 
     q4_1 -10.917   0.000     6.069   0.000      156.023   0.000 
     q4_2 -11.500   0.000     6.915   0.000      180.073   0.000 
     q4_3  -8.263   0.000     0.869   0.385       69.036   0.000 
     q4_4  -7.739   0.000    -1.809   0.070       63.159   0.000 
     q4_5  -9.746   0.000     2.247   0.025      100.028   0.000 
     q5_1 -10.488   0.000     5.372   0.000      138.866   0.000 
     q5_2 -11.768   0.000     6.927   0.000      186.474   0.000 
     q5_3 -10.104   0.000     4.040   0.000      118.412   0.000 
     q5_4  -9.648   0.000     3.743   0.000      107.088   0.000 
     q5_5 -14.445   0.000     9.945   0.000      307.553   0.000 
     q5_6  -8.672   0.000     3.828   0.000       89.845   0.000 
     q5_7 -11.246   0.000     6.347   0.000      166.758   0.000 
     q6_1 -11.136   0.000     5.716   0.000      156.676   0.000 
     q6_2 -11.018   0.000     6.368   0.000      161.938   0.000 
     q6_3 -11.695   0.000     8.237   0.000      204.615   0.000 
     q6_4  -9.928   0.000     3.219   0.001      108.929   0.000 
     q6_5  -8.109   0.000    -0.162   0.871       65.777   0.000 
     q7_1  -7.159   0.000    -2.043   0.041       55.433   0.000 
     q7_2  -6.853   0.000    -2.840   0.005       55.025   0.000 
     q7_3  -6.551   0.000    -3.641   0.000       56.172   0.000 
     q7_4  -9.036   0.000     1.031   0.303       82.710   0.000 
     q7_5  -5.091   0.000    -6.907   0.000       73.633   0.000 
     q8_1  -0.839   0.402   -26.704   0.000      713.826   0.000 
     q8_2   0.692   0.489   -16.454   0.000      271.219   0.000 
     q8_3   1.582   0.114   -40.027   0.000     1604.678   0.000 
     q8_4   1.753   0.080   -18.530   0.000      346.443   0.000 
     q8_5   6.768   0.000    -3.758   0.000       59.920   0.000 
     q8_6  -3.436   0.001   -13.866   0.000      204.059   0.000 
 
 
Test of Multivariate Normality for Continuous Variables 
 
Relative Multivariate Kurtosis = 1.303 
 
            Skewness                   Kurtosis           Skewness and Kurtosis 
 
      Value  Z-Score P-Value     Value  Z-Score P-Value      Chi-Square P-Value 
     ------  ------- -------   -------  ------- -------      ---------- ------- 
    290.192   84.183   0.000  2407.218   38.479   0.000        8567.471   0.000 
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Uni- and multivariate normality heiQ-PPR retrospective pretests (n=189) 
 
 
Univariate Summary Statistics for Continuous Variables 
 
Variable Mean  St. Dev.   T-Value  Skewness  Kurtosis  Minimum Freq.  Maximum Freq. 
 --------     ----  --------   -------  --------  --------  ------- -----  -------  
 
q1_1r    4.201     1.384    41.716    -0.768    -0.291    1.000    9    6.000    27 
q1_2r    4.127     1.307    43.423    -0.484    -0.609    1.000    4    6.000    25 
q1_3r    4.630     1.305    48.779    -0.926     0.233    1.000    5    6.000    56 
q1_4r    4.159     1.266    45.166    -0.589    -0.239    1.000    6    6.000    23 
q1_5r    4.048     1.445    38.508    -0.597    -0.696    1.000   11    6.000    24 
q2_1r    3.820     1.669    31.461    -0.308    -1.201    1.000   22    6.000    34 
q2_2r    4.021     1.547    35.735    -0.463    -0.947    1.000   13    6.000    34 
q2_3r    4.000     1.259    43.678    -0.501    -0.430    1.000    6    6.000    16 
q2_4r    4.164     1.333    42.954    -0.673    -0.146    1.000    9    6.000    27 
q3_1r    4.085     1.164    48.250    -0.637    -0.294    1.000    3    6.000    11 
q3_2r    4.190     1.355    42.518    -0.624    -0.343    1.000    8    6.000    30 
q3_3r    3.952     1.289    42.140    -0.527    -0.441    1.000    8    6.000    15 
q3_4r    4.270     1.214    48.339    -0.946     0.692    1.000    8    6.000    21 
q3_5r    3.873     1.240    42.948    -0.518    -0.336    1.000    8    6.000    11 
q4_1r    4.529     1.266    49.201    -0.981     0.327    1.000    4    6.000    39 
q4_2r    4.238     1.377    42.323    -0.659    -0.446    1.000    7    6.000    32 
q4_3r    4.270     1.439    40.796    -0.808    -0.287    1.000   11    6.000    34 
q4_4r    4.206     1.464    39.499    -0.733    -0.422    1.000   12    6.000    34 
q4_5r    4.079     1.425    39.353    -0.687    -0.596    1.000   11    6.000    21 
q5_1r    4.471     1.146    53.614    -1.041     0.756    1.000    4    6.000    24 
q5_2r    4.566     1.217    51.583    -1.051     0.812    1.000    5    6.000    39 
q5_3r    4.339     1.243    47.997    -0.903     0.365    1.000    6    6.000    26 
q5_4r    4.481     1.094    56.294    -1.023     1.016    1.000    3    6.000    24 
q5_5r    5.111     1.023    68.700    -1.763     3.778    1.000    2    6.000    74 
q5_6r    4.508     1.156    53.610    -0.855     0.425    1.000    2    6.000    34 
q5_7r    4.545     1.059    58.998    -0.988     0.944    1.000    2    6.000    26 
q6_1r    4.762     1.168    56.070    -1.086     0.938    1.000    3    6.000    54 
q6_2r    4.683     1.146    56.167    -1.131     1.345    1.000    4    6.000    44 
q6_3r    4.947     0.955    71.214    -1.338     2.122    2.000    8    6.000    50 
q6_4r    4.439     1.264    48.267    -1.066     0.490    1.000    6    6.000    28 
q6_5r    4.434     1.268    48.060    -0.909     0.111    1.000    4    6.000    32 
q7_1r    4.074     1.566    35.769    -0.527    -0.828    1.000   16    6.000    38 
q7_2r    3.868     1.480    35.932    -0.486    -0.849    1.000   16    6.000    19 
q7_3r    4.175     1.556    36.881    -0.603    -0.755    1.000   14    6.000    42 
q7_4r    4.243     1.478    39.464    -0.677    -0.662    1.000    9    6.000    37 
q7_5r    3.772     1.454    35.680    -0.385    -0.983    1.000   14    6.000    15 
q8_1r    3.222     1.589    27.879     0.249    -1.107    1.000   30    6.000    18 
q8_2r    3.127     1.629    26.388     0.233    -1.263    1.000   37    6.000    14 
q8_3r    2.984     1.623    25.284     0.411    -1.167    1.000   39    6.000    13 
q8_4r    2.942     1.588    25.461     0.410    -1.126    1.000   40    6.000    11 
q8_5r    2.529     1.363    25.516     0.671    -0.474    1.000   51    6.000     4 
q8_6r    3.635     1.634    30.587    -0.128    -1.231    1.000   23    6.000    27 
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Test of Univariate Normality for Continuous Variables 
 
           Skewness         Kurtosis      Skewness and Kurtosis 
 
Variable Z-Score P-Value   Z-Score P-Value   Chi-Square P-Value 
 
    q1_1r  -3.995   0.000    -0.835   0.404       16.660   0.000 
    q1_2r  -2.664   0.008    -2.357   0.018       12.655   0.002 
    q1_3r  -4.652   0.000     0.774   0.439       22.245   0.000 
    q1_4r  -3.182   0.001    -0.638   0.524       10.531   0.005 
    q1_5r  -3.220   0.001    -2.911   0.004       18.844   0.000 
    q2_1r  -1.740   0.082    -9.253   0.000       88.647   0.000 
    q2_2r  -2.558   0.011    -5.069   0.000       32.240   0.000 
    q2_3r  -2.752   0.006    -1.427   0.154        9.609   0.008 
    q2_4r  -3.573   0.000    -0.308   0.758       12.860   0.002 
    q3_1r  -3.409   0.001    -0.846   0.397       12.336   0.002 
    q3_2r  -3.346   0.001    -1.045   0.296       12.288   0.002 
    q3_3r  -2.883   0.004    -1.476   0.140       10.491   0.005 
    q3_4r  -4.730   0.000     1.726   0.084       25.353   0.000 
    q3_5r  -2.835   0.005    -1.017   0.309        9.074   0.011 
    q4_1r  -4.866   0.000     0.994   0.320       24.668   0.000 
    q4_2r  -3.513   0.000    -1.501   0.133       14.594   0.001 
    q4_3r  -4.169   0.000    -0.821   0.412       18.054   0.000 
    q4_4r  -3.846   0.000    -1.390   0.164       16.727   0.000 
    q4_5r  -3.640   0.000    -2.283   0.022       18.458   0.000 
    q5_1r  -5.092   0.000     1.837   0.066       29.303   0.000 
    q5_2r  -5.127   0.000     1.931   0.053       30.012   0.000 
    q5_3r  -4.559   0.000     1.080   0.280       21.949   0.000 
    q5_4r  -5.023   0.000     2.251   0.024       30.299   0.000 
    q5_5r  -7.311   0.000     4.693   0.000       75.472   0.000 
    q5_6r  -4.363   0.000     1.209   0.227       20.501   0.000 
    q5_7r  -4.893   0.000     2.142   0.032       28.526   0.000 
    q6_1r  -5.254   0.000     2.134   0.033       32.161   0.000 
    q6_2r  -5.417   0.000     2.699   0.007       36.629   0.000 
    q6_3r  -6.105   0.000     3.527   0.000       49.717   0.000 
    q6_4r  -5.185   0.000     1.343   0.179       28.687   0.000 
    q6_5r  -4.585   0.000     0.463   0.644       21.233   0.000 
    q7_1r  -2.882   0.004    -3.915   0.000       23.630   0.000 
    q7_2r  -2.678   0.007    -4.095   0.000       23.945   0.000 
    q7_3r  -3.248   0.001    -3.328   0.001       21.623   0.000 
    q7_4r  -3.592   0.000    -2.682   0.007       20.099   0.000 
    q7_5r  -2.152   0.031    -5.486   0.000       34.727   0.000 
    q8_1r   1.415   0.157    -7.286   0.000       55.091   0.000 
    q8_2r   1.330   0.184   -11.062   0.000      124.132   0.000 
    q8_3r   2.291   0.022    -8.456   0.000       76.761   0.000 
    q8_4r   2.288   0.022    -7.637   0.000       63.565   0.000 
    q8_5r   3.566   0.000    -1.637   0.102       15.397   0.000 
    q8_6r  -0.739   0.460   -10.059   0.000      101.736   0.000 
 
 
Test of Multivariate Normality for Continuous Variables 
 
Relative Multivariate Kurtosis = 1.161 
 
            Skewness                   Kurtosis           Skewness and Kurtosis 
 
      Value  Z-Score P-Value     Value  Z-Score P-Value      Chi-Square P-Value 
     ------  ------- -------   -------  ------- -------      ---------- ------- 
    661.653   39.837   0.000  2145.436   16.021   0.000        1843.619   0.000 
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Uni- and multivariate normality heiQ actual posttests (n=603) 
 
 
Univariate Summary Statistics for Continuous Variables 
 
Variable Mean  St. Dev.   T-Value  Skewness  Kurtosis  Minimum Freq.  Maximum Freq. 
 --------     ----  --------   -------  --------  --------  ------- -----  -------  
 
q1_1f    4.738     1.032   112.786    -1.263     2.070    1.000    9    6.000   118 
q1_2f    4.834     0.978   121.419    -1.257     2.129    1.000    4    6.000   134 
q1_3f    5.181     0.858   148.253    -1.844     5.577    1.000    4    6.000   220 
q1_4f    4.859     0.993   120.219    -1.290     2.192    1.000    5    6.000   145 
q1_5f    4.602     1.187    95.188    -1.272     1.392    1.000   18    6.000   109 
q2_1f    4.370     1.494    71.802    -0.784    -0.478    1.000   30    6.000   152 
q2_2f    4.637     1.309    86.986    -1.116     0.591    1.000   19    6.000   160 
q2_3f    5.138     0.807   156.427    -1.608     5.079    1.000    3    6.000   192 
q2_4f    4.774     1.132   103.577    -1.341     1.784    1.000   11    6.000   148 
q3_1f    4.813     0.882   134.059    -1.348     3.115    1.000    4    6.000   100 
q3_2f    4.773     1.028   114.037    -1.496     2.944    1.000   11    6.000   117 
q3_3f    4.619     0.990   114.535    -1.094     1.414    1.000    4    6.000    81 
q3_4f    4.965     0.822   148.417    -1.396     4.203    1.000    4    6.000   135 
q3_5f    4.610     0.961   117.862    -1.275     2.248    1.000    7    6.000    67 
q4_1f    5.027     0.955   129.185    -1.704     4.172    1.000    7    6.000   182 
q4_2f    4.972     0.979   124.757    -1.768     4.218    1.000    9    6.000   160 
q4_3f    4.721     1.144   101.388    -1.339     1.802    1.000   15    6.000   133 
q4_4f    4.511     1.301    85.151    -1.123     0.636    1.000   25    6.000   115 
q4_5f    4.632     1.183    96.158    -1.208     1.128    1.000   14    6.000   118 
q5_1f    5.015     0.757   162.704    -1.547     5.372    1.000    3    6.000   128 
q5_2f    5.066     0.872   142.734    -1.533     4.094    1.000    4    6.000   183 
q5_3f    4.927     0.944   128.127    -1.529     3.513    1.000    6    6.000   147 
q5_4f    4.902     0.890   135.201    -1.366     3.107    1.000    4    6.000   129 
q5_5f    5.413     0.692   192.114    -2.025     9.105    1.000    3    6.000   292 
q5_6f    4.935     0.850   142.656    -1.181     2.865    1.000    3    6.000   139 
q5_7f    4.982     0.814   150.301    -1.543     4.653    1.000    3    6.000   132 
q6_1f    5.013     0.956   128.807    -1.309     2.265    1.000    3    6.000   193 
q6_2f    4.925     1.005   120.385    -1.260     1.829    1.000    3    6.000   173 
q6_3f    5.194     0.713   178.809    -1.128     3.010    2.000    5    6.000   198 
q6_4f    4.786     0.989   118.776    -1.326     2.401    1.000    7    6.000   118 
q6_5f    4.703     1.100   105.032    -1.220     1.411    1.000    7    6.000   122 
q7_1f    4.378     1.328    80.952    -1.004     0.335    1.000   29    6.000    98 
q7_2f    4.421     1.173    92.517    -0.989     0.525    1.000   14    6.000    74 
q7_3f    4.514     1.298    85.384    -1.018     0.453    1.000   21    6.000   129 
q7_4f    4.498     1.342    82.275    -1.039     0.336    1.000   25    6.000   128 
q7_5f    4.073     1.366    73.235    -0.666    -0.366    1.000   35    6.000    68 
q8_1f    3.818     1.481    63.310    -0.217    -0.984    1.000   43    6.000    81 
q8_2f    3.708     1.474    61.759    -0.087    -1.119    1.000   39    6.000    67 
q8_3f    3.355     1.511    54.530     0.071    -1.117    1.000   77    6.000    42 
q8_4f    3.499     1.486    57.836     0.028    -1.153    1.000   51    6.000    50 
q8_5f    2.900     1.389    51.265     0.462    -0.777    1.000   92    6.000    19 
q8_6f    4.206     1.466    70.427    -0.578    -0.670    1.000   34    6.000   122 
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Test of Univariate Normality for Continuous Variables 
 
            Skewness         Kurtosis      Skewness and Kurtosis 
 
Variable Z-Score P-Value   Z-Score P-Value   Chi-Square P-Value 
 
    q1_1f -10.149   0.000     5.667   0.000      135.114   0.000 
    q1_2f -10.119   0.000     5.755   0.000      135.520   0.000 
    q1_3f -12.946   0.000     8.930   0.000      247.361   0.000 
    q1_4f -10.298   0.000     5.848   0.000      140.250   0.000 
    q1_5f -10.200   0.000     4.485   0.000      124.154   0.000 
    q2_1f  -7.072   0.000    -3.119   0.002       59.746   0.000 
    q2_2f  -9.299   0.000     2.464   0.014       92.540   0.000 
    q2_3f -11.910   0.000     8.619   0.000      216.153   0.000 
    q2_4f -10.578   0.000     5.211   0.000      139.053   0.000 
    q3_1f -10.613   0.000     6.988   0.000      161.474   0.000 
    q3_2f -11.373   0.000     6.802   0.000      175.607   0.000 
    q3_3f  -9.160   0.000     4.529   0.000      104.426   0.000 
    q3_4f -10.869   0.000     7.987   0.000      181.925   0.000 
    q3_5f -10.218   0.000     5.928   0.000      139.535   0.000 
    q4_1f -12.345   0.000     7.963   0.000      215.810   0.000 
    q4_2f -12.626   0.000     8.000   0.000      223.417   0.000 
    q4_3f -10.564   0.000     5.241   0.000      139.063   0.000 
    q4_4f  -9.340   0.000     2.604   0.009       94.009   0.000 
    q4_5f  -9.840   0.000     3.914   0.000      112.152   0.000 
    q5_1f -11.620   0.000     8.806   0.000      212.572   0.000 
    q5_2f -11.554   0.000     7.899   0.000      195.895   0.000 
    q5_3f -11.531   0.000     7.388   0.000      187.550   0.000 
    q5_4f -10.708   0.000     6.980   0.000      163.376   0.000 
    q5_5f -13.674   0.000    10.515   0.000      297.562   0.000 
    q5_6f  -9.684   0.000     6.713   0.000      138.848   0.000 
    q5_7f -11.601   0.000     8.328   0.000      203.926   0.000 
    q6_1f -10.406   0.000     5.952   0.000      143.717   0.000 
    q6_2f -10.135   0.000     5.287   0.000      130.661   0.000 
    q6_3f  -9.371   0.000     6.875   0.000      135.078   0.000 
    q6_4f -10.497   0.000     6.138   0.000      147.853   0.000 
    q6_5f  -9.907   0.000     4.523   0.000      118.606   0.000 
    q7_1f  -8.595   0.000     1.570   0.116       76.348   0.000 
    q7_2f  -8.496   0.000     2.250   0.024       77.253   0.000 
    q7_3f  -8.687   0.000     2.003   0.045       79.482   0.000 
    q7_4f  -8.817   0.000     1.577   0.115       80.227   0.000 
    q7_5f  -6.175   0.000    -2.191   0.028       42.937   0.000 
    q8_1f  -2.169   0.030   -10.709   0.000      119.378   0.000 
    q8_2f  -0.878   0.380   -15.368   0.000      236.946   0.000 
    q8_3f   0.714   0.475   -15.254   0.000      233.186   0.000 
    q8_4f   0.279   0.781   -17.046   0.000      290.648   0.000 
    q8_5f   4.465   0.000    -6.582   0.000       63.252   0.000 
    q8_6f  -5.462   0.000    -5.127   0.000       56.117   0.000 
 
 
Test of Multivariate Normality for Continuous Variables 
 
Relative Multivariate Kurtosis = 1.402 
 
            Skewness                   Kurtosis           Skewness and Kurtosis 
 
      Value  Z-Score P-Value     Value  Z-Score P-Value      Chi-Square P-Value 
     ------  ------- -------   -------  ------- -------      ---------- ------- 
    417.241  114.354   0.000  2591.410   40.551   0.000       14721.165   0.000 
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Uni- and multivariate normality actual posttests heiQ-PP (n=244) 
 
 
Univariate Summary Statistics for Continuous Variables 
 
Variable Mean  St. Dev.   T-Value  Skewness  Kurtosis  Minimum Freq.  Maximum Freq. 
 --------     ----  --------   -------  --------  --------  ------- -----  -------  
 
q1_1f    4.668     1.074    67.915    -1.258     1.968    1.000    5    6.000    44 
q1_2f    4.721     0.988    74.669    -1.277     2.093    1.000    2    6.000    40 
q1_3f    5.094     0.877    90.752    -1.810     5.025    1.000    1    6.000    74 
q1_4f    4.693     1.046    70.067    -1.075     1.186    1.000    2    6.000    46 
q1_5f    4.598     1.105    65.011    -1.368     1.922    1.000    6    6.000    34 
q2_1f    4.221     1.502    43.907    -0.567    -0.805    1.000   11    6.000    55 
q2_2f    4.471     1.356    51.508    -0.942     0.048    1.000    8    6.000    53 
q2_3f    5.102     0.749   106.368    -1.116     2.860    2.000    3    6.000    69 
q2_4f    4.660     1.105    65.866    -1.213     1.337    1.000    3    6.000    44 
q3_1f    4.680     0.891    82.020    -1.189     2.213    1.000    1    6.000    29 
q3_2f    4.643     1.030    70.396    -1.494     2.959    1.000    6    6.000    33 
q3_3f    4.447     0.999    69.559    -1.015     1.062    1.000    2    6.000    20 
q3_4f    4.902     0.795    96.292    -1.555     4.696    1.000    1    6.000    40 
q3_5f    4.512     0.954    73.916    -1.213     1.592    1.000    2    6.000    17 
q4_1f    4.906     1.008    76.033    -1.779     4.069    1.000    4    6.000    57 
q4_2f    4.939     0.870    88.633    -1.919     5.679    1.000    3    6.000    46 
q4_3f    4.631     1.120    64.592    -1.502     2.256    1.000    7    6.000    35 
q4_4f    4.475     1.242    56.286    -1.340     1.334    1.000   12    6.000    31 
q4_5f    4.602     1.180    60.918    -1.293     1.433    1.000    7    6.000    42 
q5_1f    4.877     0.786    96.863    -2.031     6.743    1.000    2    6.000    30 
q5_2f    4.975     0.916    84.853    -1.442     3.058    1.000    1    6.000    64 
q5_3f    4.836     0.988    76.421    -1.315     2.073    1.000    1    6.000    53 
q5_4f    4.832     0.898    84.018    -1.276     2.453    1.000    1    6.000    44 
q5_5f    5.389     0.648   129.929    -1.503     5.629    2.000    2    6.000   109 
q5_6f    4.803     0.852    88.022    -1.259     2.785    1.000    1    6.000    37 
q5_7f    4.848     0.878    86.242    -1.648     4.225    1.000    2    6.000    39 
q6_1f    4.988     0.945    82.453    -1.215     1.982    1.000    1    6.000    74 
q6_2f    4.861     1.072    70.825    -1.275     1.652    1.000    2    6.000    67 
q6_3f    5.143     0.709   113.399    -1.052     2.915    2.000    2    6.000    71 
q6_4f    4.730     0.947    77.972    -1.191     1.960    1.000    2    6.000    38 
q6_5f    4.566     1.176    60.653    -1.093     0.919    1.000    5    6.000    44 
q7_1f    4.361     1.293    52.680    -1.019     0.432    1.000   10    6.000    35 
q7_2f    4.430     1.081    64.035    -1.120     1.168    1.000    5    6.000    22 
q7_3f    4.496     1.239    56.684    -1.077     0.778    1.000    8    6.000    43 
q7_4f    4.504     1.278    55.044    -1.106     0.680    1.000    9    6.000    45 
q7_5f    4.033     1.342    46.935    -0.585    -0.339    1.000   13    6.000    28 
q8_1f    3.848     1.468    40.960    -0.294    -0.902    1.000   18    6.000    31 
q8_2f    3.734     1.393    41.860    -0.048    -0.980    1.000   12    6.000    25 
q8_3f    3.336     1.489    35.008     0.095    -1.048    1.000   31    6.000    16 
q8_4f    3.574     1.454    38.396     0.019    -1.088    1.000   17    6.000    22 
q8_5f    2.934     1.344    34.105     0.561    -0.588    1.000   27    6.000     9 
q8_6f    4.123     1.435    44.883    -0.580    -0.576    1.000   15    6.000    39 
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Test of Univariate Normality for Continuous Variables 
 
           Skewness         Kurtosis      Skewness and Kurtosis 
 
Variable Z-Score P-Value   Z-Score P-Value   Chi-Square P-Value 
 
    q1_1f  -6.579   0.000     3.739   0.000       57.263   0.000 
    q1_2f  -6.650   0.000     3.870   0.000       59.194   0.000 
    q1_3f  -8.347   0.000     5.838   0.000      103.760   0.000 
    q1_4f  -5.873   0.000     2.752   0.006       42.065   0.000 
    q1_5f  -6.974   0.000     3.690   0.000       62.248   0.000 
    q2_1f  -3.468   0.001    -4.299   0.000       30.510   0.000 
    q2_2f  -5.312   0.000     0.295   0.768       28.300   0.000 
    q2_3f  -6.039   0.000     4.553   0.000       57.195   0.000 
    q2_4f  -6.413   0.000     2.971   0.003       49.951   0.000 
    q3_1f  -6.320   0.000     3.988   0.000       55.853   0.000 
    q3_2f  -7.397   0.000     4.629   0.000       76.151   0.000 
    q3_3f  -5.622   0.000     2.559   0.010       38.156   0.000 
    q3_4f  -7.592   0.000     5.683   0.000       89.932   0.000 
    q3_5f  -6.411   0.000     3.307   0.001       52.039   0.000 
    q4_1f  -8.261   0.000     5.354   0.000       96.918   0.000 
    q4_2f  -8.646   0.000     6.118   0.000      112.190   0.000 
    q4_3f  -7.421   0.000     4.030   0.000       71.318   0.000 
    q4_4f  -6.876   0.000     2.967   0.003       56.077   0.000 
    q4_5f  -6.706   0.000     3.102   0.002       54.595   0.000 
    q5_1f  -8.936   0.000     6.507   0.000      122.190   0.000 
    q5_2f  -7.223   0.000     4.703   0.000       74.297   0.000 
    q5_3f  -6.787   0.000     3.849   0.000       60.882   0.000 
    q5_4f  -6.647   0.000     4.212   0.000       61.918   0.000 
    q5_5f  -7.426   0.000     6.098   0.000       92.334   0.000 
    q5_6f  -6.584   0.000     4.494   0.000       63.547   0.000 
    q5_7f  -7.877   0.000     5.441   0.000       91.642   0.000 
    q6_1f  -6.419   0.000     3.755   0.000       55.304   0.000 
    q6_2f  -6.643   0.000     3.381   0.001       55.555   0.000 
    q6_3f  -5.780   0.000     4.596   0.000       54.527   0.000 
    q6_4f  -6.329   0.000     3.731   0.000       53.978   0.000 
    q6_5f  -5.945   0.000     2.322   0.020       40.729   0.000 
    q7_1f  -5.642   0.000     1.340   0.180       33.623   0.000 
    q7_2f  -6.055   0.000     2.725   0.006       44.084   0.000 
    q7_3f  -5.881   0.000     2.067   0.039       38.854   0.000 
    q7_4f  -5.997   0.000     1.878   0.060       39.494   0.000 
    q7_5f  -3.570   0.000    -1.198   0.231       14.176   0.001 
    q8_1f  -1.882   0.060    -5.328   0.000       31.934   0.000 
    q8_2f  -0.314   0.753    -6.357   0.000       40.508   0.000 
    q8_3f   0.621   0.535    -7.433   0.000       55.629   0.000 
    q8_4f   0.121   0.904    -8.189   0.000       67.068   0.000 
    q8_5f   3.439   0.001    -2.579   0.010       18.480   0.000 
    q8_6f  -3.541   0.000    -2.501   0.012       18.794   0.000 
 
 
Test of Multivariate Normality for Continuous Variables 
 
Relative Multivariate Kurtosis = 1.274 
 
            Skewness                   Kurtosis           Skewness and Kurtosis 
 
      Value  Z-Score P-Value     Value  Z-Score P-Value      Chi-Square P-Value 
     ------  ------- -------   -------  ------- -------      ---------- ------- 
    678.618   67.692   0.000  2353.731   22.638   0.000        5094.768   0.000 
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Uni- and multivariate normality actual posttests heiQ-PPT (n=150) 
 
 
Univariate Summary Statistics for Continuous Variables 
 
Variable Mean  St. Dev.   T-Value  Skewness  Kurtosis  Minimum Freq.  Maximum Freq. 
 --------     ----  --------   -------  --------  --------  ------- -----  -------  
 
q1_1f    4.713     0.965    59.837    -1.168     1.882    1.000    1    6.000    24 
q1_2f    4.907     0.877    68.495    -1.085     1.865    2.000    4    6.000    34 
q1_3f    5.233     0.814    78.698    -1.437     3.430    2.000    3    6.000    61 
q1_4f    4.867     0.960    62.084    -1.481     3.046    1.000    1    6.000    32 
q1_5f    4.553     1.298    42.960    -1.210     1.012    1.000    7    6.000    31 
q2_1f    4.473     1.345    40.745    -0.983     0.219    1.000    5    6.000    32 
q2_2f    4.780     1.146    51.077    -1.157     1.134    1.000    2    6.000    41 
q2_3f    5.167     0.680    93.100    -0.869     2.575    2.000    1    6.000    45 
q2_4f    4.773     1.159    50.423    -1.353     1.566    1.000    2    6.000    37 
q3_1f    4.880     0.843    70.914    -1.337     3.674    1.000    1    6.000    28 
q3_2f    4.853     0.900    66.023    -1.663     4.763    1.000    2    6.000    27 
q3_3f    4.733     0.841    68.948    -1.383     2.830    2.000    6    6.000    16 
q3_4f    4.887     0.886    67.518    -1.474     4.335    1.000    2    6.000    31 
q3_5f    4.607     0.889    63.455    -1.518     3.750    1.000    2    6.000    12 
q4_1f    5.107     0.868    72.044    -1.831     6.257    1.000    2    6.000    48 
q4_2f    4.993     0.966    63.319    -1.617     3.983    1.000    2    6.000    44 
q4_3f    4.773     1.159    50.423    -1.118     1.152    1.000    3    6.000    43 
q4_4f    4.460     1.427    38.288    -1.008     0.263    1.000   10    6.000    36 
q4_5f    4.620     1.235    45.808    -1.146     0.895    1.000    4    6.000    33 
q5_1f    5.107     0.706    88.573    -0.617     0.664    3.000    4    6.000    42 
q5_2f    5.060     0.813    76.236    -1.402     4.483    1.000    1    6.000    42 
q5_3f    4.860     0.883    67.443    -1.859     5.508    1.000    2    6.000    24 
q5_4f    4.840     0.891    66.566    -1.528     4.163    1.000    2    6.000    26 
q5_5f    5.360     0.822    79.908    -2.375     9.549    1.000    2    6.000    73 
q5_6f    4.940     0.899    67.289    -1.116     2.516    1.000    1    6.000    40 
q5_7f    5.033     0.680    90.697    -1.471     7.729    1.000    1    6.000    30 
q6_1f    4.940     0.929    65.160    -1.409     2.940    1.000    1    6.000    37 
q6_2f    4.907     0.951    63.205    -1.426     3.007    1.000    1    6.000    36 
q6_3f    5.160     0.743    85.106    -1.064     2.322    2.000    1    6.000    48 
q6_4f    4.820     0.956    61.758    -1.547     3.629    1.000    2    6.000    28 
q6_5f    4.753     1.036    56.202    -1.472     2.722    1.000    2    6.000    28 
q7_1f    4.487     1.268    43.345    -1.222     1.068    1.000    7    6.000    24 
q7_2f    4.580     1.101    50.959    -1.185     1.188    1.000    2    6.000    21 
q7_3f    4.533     1.339    41.451    -1.032     0.288    1.000    5    6.000    34 
q7_4f    4.440     1.445    37.642    -1.009     0.103    1.000    9    6.000    34 
q7_5f    4.067     1.398    35.619    -0.747    -0.378    1.000   10    6.000    15 
q8_1f    3.827     1.558    30.089    -0.269    -1.032    1.000   14    6.000    23 
q8_2f    3.727     1.545    29.537    -0.240    -1.159    1.000   14    6.000    16 
q8_3f    3.293     1.552    25.982    -0.011    -1.141    1.000   27    6.000     9 
q8_4f    3.620     1.509    29.379    -0.115    -1.154    1.000   13    6.000    14 
q8_5f    2.913     1.437    24.822     0.360    -0.859    1.000   29    6.000     5 
q8_6f    4.433     1.548    35.086    -0.810    -0.505    1.000    9    6.000    45 
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Test of Univariate Normality for Continuous Variables 
 
           Skewness         Kurtosis      Skewness and Kurtosis 
 
Variable Z-Score P-Value   Z-Score P-Value   Chi-Square P-Value 
 
    q1_1f  -4.993   0.000     3.025   0.002       34.088   0.000 
    q1_2f  -4.729   0.000     3.010   0.003       31.420   0.000 
    q1_3f  -5.775   0.000     4.124   0.000       50.354   0.000 
    q1_4f  -5.895   0.000     3.898   0.000       49.951   0.000 
    q1_5f  -5.123   0.000     2.061   0.039       30.496   0.000 
    q2_1f  -4.385   0.000     0.696   0.487       19.713   0.000 
    q2_2f  -4.960   0.000     2.222   0.026       29.535   0.000 
    q2_3f  -3.976   0.000     3.585   0.000       28.663   0.000 
    q2_4f  -5.544   0.000     2.718   0.007       38.118   0.000 
    q3_1f  -5.497   0.000     4.255   0.000       48.316   0.000 
    q3_2f  -6.356   0.000     4.755   0.000       63.009   0.000 
    q3_3f  -5.629   0.000     3.760   0.000       45.822   0.000 
    q3_4f  -5.877   0.000     4.573   0.000       55.455   0.000 
    q3_5f  -5.992   0.000     4.294   0.000       54.344   0.000 
    q4_1f  -6.750   0.000     5.280   0.000       73.433   0.000 
    q4_2f  -6.244   0.000     4.410   0.000       58.440   0.000 
    q4_3f  -4.833   0.000     2.244   0.025       28.392   0.000 
    q4_4f  -4.468   0.000     0.790   0.429       20.592   0.000 
    q4_5f  -4.924   0.000     1.898   0.058       27.853   0.000 
    q5_1f  -2.979   0.003     1.543   0.123       11.254   0.004 
    q5_2f  -5.682   0.000     4.638   0.000       53.792   0.000 
    q5_3f  -6.812   0.000     5.035   0.000       71.751   0.000 
    q5_4f  -6.018   0.000     4.495   0.000       56.429   0.000 
    q5_5f  -7.846   0.000     6.070   0.000       98.414   0.000 
    q5_6f  -4.828   0.000     3.543   0.000       35.867   0.000 
    q5_7f  -5.867   0.000     5.680   0.000       66.677   0.000 
    q6_1f  -5.700   0.000     3.832   0.000       47.175   0.000 
    q6_2f  -5.746   0.000     3.874   0.000       48.022   0.000 
    q6_3f  -4.658   0.000     3.397   0.001       33.239   0.000 
    q6_4f  -6.066   0.000     4.232   0.000       54.706   0.000 
    q6_5f  -5.869   0.000     3.688   0.000       48.044   0.000 
    q7_1f  -5.158   0.000     2.136   0.033       31.166   0.000 
    q7_2f  -5.046   0.000     2.289   0.022       30.703   0.000 
    q7_3f  -4.550   0.000     0.845   0.398       21.418   0.000 
    q7_4f  -4.474   0.000     0.425   0.671       20.193   0.000 
    q7_5f  -3.511   0.000    -1.038   0.299       13.403   0.001 
    q8_1f  -1.369   0.171    -5.302   0.000       29.982   0.000 
    q8_2f  -1.227   0.220    -7.071   0.000       51.510   0.000 
    q8_3f  -0.054   0.957    -6.774   0.000       45.896   0.000 
    q8_4f  -0.591   0.554    -6.987   0.000       49.164   0.000 
    q8_5f   1.814   0.070    -3.657   0.000       16.659   0.000 
    q8_6f  -3.753   0.000    -1.568   0.117       16.544   0.000 
 
 
Test of Multivariate Normality for Continuous Variables 
 
Relative Multivariate Kurtosis = 1.193 
 
            Skewness                   Kurtosis           Skewness and Kurtosis 
 
      Value  Z-Score P-Value     Value  Z-Score P-Value      Chi-Square P-Value 
     ------  ------- -------   -------  ------- -------      ---------- ------- 
    927.286   50.089   0.000  2205.580   15.611   0.000        2752.666   0.000 
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Uni- and multivariate normality actual posttests heiQ-PPR (n=209) 
 
 
Univariate Summary Statistics for Continuous Variables 
 
Variable Mean  St. Dev.   T-Value  Skewness  Kurtosis  Minimum Freq.  Maximum Freq. 
 --------     ----  --------   -------  --------  --------  ------- -----  -------  
 
q1_1f    4.837     1.025    68.236    -1.346     2.424    1.000    3    6.000    50 
q1_2f    4.914     1.025    69.319    -1.341     2.285    1.000    2    6.000    60 
q1_3f    5.244     0.862    87.948    -2.176     7.885    1.000    3    6.000    85 
q1_4f    5.048     0.919    79.441    -1.485     3.732    1.000    2    6.000    67 
q1_5f    4.641     1.201    55.861    -1.228     1.213    1.000    5    6.000    44 
q2_1f    4.469     1.578    40.937    -0.924    -0.362    1.000   14    6.000    65 
q2_2f    4.727     1.347    50.732    -1.279     0.997    1.000    9    6.000    66 
q2_3f    5.158     0.945    78.898    -2.046     5.911    1.000    3    6.000    78 
q2_4f    4.909     1.134    62.608    -1.559     2.859    1.000    6    6.000    67 
q3_1f    4.919     0.881    80.669    -1.626     4.513    1.000    2    6.000    43 
q3_2f    4.866     1.097    64.135    -1.475     2.372    1.000    3    6.000    57 
q3_3f    4.737     1.053    65.048    -1.103     1.360    1.000    2    6.000    45 
q3_4f    5.096     0.791    93.152    -1.173     3.517    1.000    1    6.000    64 
q3_5f    4.727     1.008    67.781    -1.306     2.466    1.000    3    6.000    38 
q4_1f    5.110     0.942    78.446    -1.512     3.072    1.000    1    6.000    77 
q4_2f    4.995     1.103    65.479    -1.749     3.350    1.000    4    6.000    70 
q4_3f    4.789     1.158    59.813    -1.383     1.942    1.000    5    6.000    55 
q4_4f    4.589     1.276    51.991    -0.999     0.191    1.000    3    6.000    48 
q4_5f    4.675     1.152    58.681    -1.168     1.013    1.000    3    6.000    43 
q5_1f    5.110     0.735   100.465    -1.494     5.769    1.000    1    6.000    56 
q5_2f    5.177     0.850    88.001    -1.768     5.801    1.000    2    6.000    77 
q5_3f    5.081     0.919    79.947    -1.702     4.998    1.000    3    6.000    70 
q5_4f    5.029     0.871    83.458    -1.422     3.552    1.000    1    6.000    59 
q5_5f    5.478     0.636   124.517    -1.956    10.376    1.000    1    6.000   110 
q5_6f    5.086     0.786    93.568    -1.174     3.609    1.000    1    6.000    62 
q5_7f    5.100     0.805    91.564    -1.356     3.539    2.000    5    6.000    63 
q6_1f    5.096     0.986    74.738    -1.410     2.426    1.000    1    6.000    82 
q6_2f    5.014     0.958    75.657    -1.088     1.102    2.000    5    6.000    70 
q6_3f    5.278     0.693   110.089    -1.307     4.166    2.000    2    6.000    79 
q6_4f    4.828     1.060    65.831    -1.361     2.283    1.000    3    6.000    52 
q6_5f    4.828     1.037    67.285    -1.189     1.221    2.000   12    6.000    50 
q7_1f    4.321     1.410    44.299    -0.865    -0.081    1.000   12    6.000    39 
q7_2f    4.297     1.311    47.373    -0.744    -0.238    1.000    7    6.000    31 
q7_3f    4.522     1.341    48.738    -0.970     0.325    1.000    8    6.000    52 
q7_4f    4.531     1.345    48.718    -0.989     0.182    1.000    7    6.000    49 
q7_5f    4.124     1.374    43.391    -0.709    -0.335    1.000   12    6.000    25 
q8_1f    3.775     1.445    37.764    -0.083    -1.027    1.000   11    6.000    27 
q8_2f    3.665     1.520    34.859     0.001    -1.231    1.000   13    6.000    26 
q8_3f    3.421     1.511    32.730     0.110    -1.199    1.000   19    6.000    17 
q8_4f    3.325     1.497    32.122     0.151    -1.179    1.000   21    6.000    14 
q8_5f    2.852     1.411    29.207     0.452    -0.900    1.000   36    6.000     5 
q8_6f    4.139     1.433    41.761    -0.454    -0.767    1.000   10    6.000    38 
 

 Appendix 7 255 



 Appendix 7 256 

Test of Univariate Normality for Continuous Variables 
 
           Skewness         Kurtosis      Skewness and Kurtosis 
 
Variable Z-Score P-Value   Z-Score P-Value   Chi-Square P-Value 
 
    q1_1f  -6.420   0.000     3.938   0.000       56.721   0.000 
    q1_2f  -6.405   0.000     3.817   0.000       55.592   0.000 
    q1_3f  -8.662   0.000     6.456   0.000      116.716   0.000 
    q1_4f  -6.861   0.000     4.851   0.000       70.605   0.000 
    q1_5f  -6.020   0.000     2.628   0.009       43.145   0.000 
    q2_1f  -4.866   0.000    -1.194   0.232       25.099   0.000 
    q2_2f  -6.195   0.000     2.309   0.021       43.716   0.000 
    q2_3f  -8.363   0.000     5.845   0.000      104.103   0.000 
    q2_4f  -7.082   0.000     4.282   0.000       68.496   0.000 
    q3_1f  -7.275   0.000     5.262   0.000       80.623   0.000 
    q3_2f  -6.828   0.000     3.893   0.000       61.776   0.000 
    q3_3f  -5.571   0.000     2.825   0.005       39.011   0.000 
    q3_4f  -5.827   0.000     4.724   0.000       56.262   0.000 
    q3_5f  -6.287   0.000     3.973   0.000       55.312   0.000 
    q4_1f  -6.942   0.000     4.434   0.000       67.850   0.000 
    q4_2f  -7.615   0.000     4.620   0.000       79.332   0.000 
    q4_3f  -6.540   0.000     3.491   0.000       54.961   0.000 
    q4_4f  -5.169   0.000     0.690   0.490       27.192   0.000 
    q4_5f  -5.808   0.000     2.334   0.020       39.182   0.000 
    q5_1f  -6.888   0.000     5.793   0.000       81.005   0.000 
    q5_2f  -7.666   0.000     5.805   0.000       92.465   0.000 
    q5_3f  -7.486   0.000     5.484   0.000       86.117   0.000 
    q5_4f  -6.663   0.000     4.745   0.000       66.918   0.000 
    q5_5f  -8.146   0.000     7.019   0.000      115.614   0.000 
    q5_6f  -5.828   0.000     4.779   0.000       56.806   0.000 
    q5_7f  -6.452   0.000     4.737   0.000       64.069   0.000 
    q6_1f  -6.627   0.000     3.939   0.000       59.431   0.000 
    q6_2f  -5.514   0.000     2.468   0.014       36.502   0.000 
    q6_3f  -6.292   0.000     5.089   0.000       65.483   0.000 
    q6_4f  -6.469   0.000     3.815   0.000       56.399   0.000 
    q6_5f  -5.882   0.000     2.638   0.008       41.560   0.000 
    q7_1f  -4.617   0.000    -0.113   0.910       21.330   0.000 
    q7_2f  -4.082   0.000    -0.679   0.497       17.121   0.000 
    q7_3f  -5.053   0.000     1.023   0.306       26.575   0.000 
    q7_4f  -5.131   0.000     0.665   0.506       26.767   0.000 
    q7_5f  -3.917   0.000    -1.074   0.283       16.500   0.000 
    q8_1f  -0.501   0.616    -6.436   0.000       41.675   0.000 
    q8_2f   0.006   0.995   -10.856   0.000      117.858   0.000 
    q8_3f   0.666   0.505    -9.877   0.000       98.001   0.000 
    q8_4f   0.908   0.364    -9.362   0.000       88.477   0.000 
    q8_5f   2.627   0.009    -4.852   0.000       30.446   0.000 
    q8_6f  -2.638   0.008    -3.622   0.000       20.075   0.000 
 
 
Test of Multivariate Normality for Continuous Variables 
 
Relative Multivariate Kurtosis = 1.218 
 
            Skewness                   Kurtosis           Skewness and Kurtosis 
 
      Value  Z-Score P-Value     Value  Z-Score P-Value      Chi-Square P-Value 
     ------  ------- -------   -------  ------- -------      ---------- ------- 
    696.298   54.557   0.000  2250.975   19.186   0.000        3344.586   0.000 
 
 

 



 

Appendix 8  Bivariate normality tests of the following heiQ data: pretests (n=666), retrospective 
pretests heiQ-PPR (n=189), posttests (n=603), posttests heiQ-PP (n=244), posttests heiQ-PPT 
(n=150), and posttests heiQ-PPR (n=209) 
 
(Only extracts are listed as the presentation otherwise would have exceeded 80 pages. The complete 
results can be obtained from the researcher.) 
 
Bivariate normality heiQ pretests (n=666) 
 
                         Correlations and Test Statistics 
 
            (PE=Pearson Product Moment, PC=Polychoric, PS=Polyserial) 
                                        Test of Model         Test of Close Fit 
 Variable vs. Variable Correlation  Chi-Squ.  D.F. P-Value       RMSEA  P-Value 
 -------- --- -------- -----------  --------  ---- -------       -----  ------- 
     q1_2 vs.     q1_1  0.627 (PC)  64.109    24    0.000        0.042   1.000 
     q1_3 vs.     q1_1  0.634 (PC)  58.842    24    0.000        0.039   1.000 
     q1_3 vs.     q1_2  0.554 (PC)  65.648    24    0.000        0.043   1.000 
     q1_4 vs.     q1_1  0.632 (PC)  94.017    24    0.000        0.055   1.000 
     q1_4 vs.     q1_2  0.522 (PC)  69.218    24    0.000        0.045   1.000 
     q1_4 vs.     q1_3  0.551 (PC)  57.057    24    0.000        0.038   1.000 
     q1_5 vs.     q1_1  0.672 (PC)  85.632    24    0.000        0.052   1.000 
     q1_5 vs.     q1_2  0.553 (PC)  78.501    24    0.000        0.049   1.000 
     q1_5 vs.     q1_3  0.598 (PC)  68.719    24    0.000        0.044   1.000 
     q1_5 vs.     q1_4  0.582 (PC)  63.807    24    0.000        0.042   1.000 
     q2_1 vs.     q1_1  0.315 (PC)  40.334    24    0.020        0.027   1.000 
     q2_1 vs.     q1_2  0.287 (PC)  49.892    24    0.001        0.034   1.000 
     q2_1 vs.     q1_3  0.312 (PC)  52.394    24    0.001        0.035   1.000 
     q2_1 vs.     q1_4  0.348 (PC)  40.776    24    0.018        0.027   1.000 
     q2_1 vs.     q1_5  0.362 (PC)  40.427    24    0.019        0.027   1.000 
     q2_2 vs.     q1_1  0.340 (PC)  63.666    24    0.000        0.042   1.000 
     q2_2 vs.     q1_2  0.314 (PC)  63.870    24    0.000        0.042   1.000 
     q2_2 vs.     q1_3  0.296 (PC)  94.579    24    0.000        0.056   1.000 
     q2_2 vs.     q1_4  0.434 (PC)  73.225    24    0.000        0.046   1.000 
     q2_2 vs.     q1_5  0.398 (PC)  34.665    24    0.074        0.022   1.000 
     q2_2 vs.     q2_1  0.608 (PC) 129.478    24    0.000        0.068   1.000 
     q2_3 vs.     q1_1  0.280 (PC)  31.047    24    0.152        0.018   1.000 
     q2_3 vs.     q1_2  0.373 (PC)  50.424    24    0.001        0.034   1.000 
     q2_3 vs.     q1_3  0.320 (PC)  51.676    24    0.001        0.035   1.000 
     q2_3 vs.     q1_4  0.308 (PC)  43.442    24    0.009        0.029   1.000 
     q2_3 vs.     q1_5  0.289 (PC)  48.075    24    0.002        0.033   1.000 
     q2_3 vs.     q2_1  0.588 (PC) 113.026    24    0.000        0.063   1.000 
     q2_3 vs.     q2_2  0.563 (PC)  85.953    24    0.000        0.052   1.000 
     q2_4 vs.     q1_1  0.415 (PC)  69.257    24    0.000        0.045   1.000 
     q2_4 vs.     q1_2  0.424 (PC)  63.848    24    0.000        0.042   1.000 
     q2_4 vs.     q1_3  0.434 (PC) 112.289    24    0.000        0.062   1.000 
     q2_4 vs.     q1_4  0.492 (PC)  77.447    24    0.000        0.048   1.000 
     q2_4 vs.     q1_5  0.467 (PC)  63.815    24    0.000        0.042   1.000 
     q2_4 vs.     q2_1  0.692 (PC)  90.407    24    0.000        0.054   1.000 
     q2_4 vs.     q2_2  0.652 (PC) 165.954    24    0.000        0.079   0.999 
     q2_4 vs.     q2_3  0.601 (PC) 167.833    24    0.000        0.079   0.998 
     q3_1 vs.     q1_1  0.394 (PC)  75.285    24    0.000        0.047   1.000 
     q3_1 vs.     q1_2  0.345 (PC)  88.160    24    0.000        0.053   1.000 
     q3_1 vs.     q1_3  0.389 (PC)  83.477    24    0.000        0.051   1.000 
     q3_1 vs.     q1_4  0.491 (PC)  84.703    24    0.000        0.052   1.000 
     q3_1 vs.     q1_5  0.428 (PC)  72.644    24    0.000        0.046   1.000 
     q3_1 vs.     q2_1  0.297 (PC)  63.209    24    0.000        0.041   1.000 
     q3_1 vs.     q2_2  0.309 (PC)  87.833    24    0.000        0.053   1.000 
     q3_1 vs.     q2_3  0.262 (PC)  57.510    24    0.000        0.038   1.000 
     q3_1 vs.     q2_4  0.450 (PC)  94.631    24    0.000        0.056   1.000 
     q3_2 vs.     q1_1  0.247 (PC)  48.985    24    0.002        0.033   1.000 
 
           Percentage of Tests Exceeding 0.5% Significance Level:  0.0% 
 
           Percentage of Tests Exceeding 1.0% Significance Level:  0.0% 
 
           Percentage of Tests Exceeding 5.0% Significance Level:  0.0% 
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Bivariate normality heiQ-PPR retrospective pretests (n=189) 
 
                         Correlations and Test Statistics 
 
            (PE=Pearson Product Moment, PC=Polychoric, PS=Polyserial) 
                                        Test of Model         Test of Close Fit 
 Variable vs. Variable Correlation  Chi-Squ.  D.F. P-Value       RMSEA  P-Value 
 -------- --- -------- -----------  --------  ---- -------       -----  ------- 
    q1_2r vs.    q1_1r  0.704 (PC)  27.808    24    0.268        0.029   1.000 
    q1_3r vs.    q1_1r  0.648 (PC)  38.895    24    0.028        0.057   0.989 
    q1_3r vs.    q1_2r  0.664 (PC)  31.904    24    0.129        0.042   0.998 
    q1_4r vs.    q1_1r  0.746 (PC)  52.363    24    0.001        0.079   0.874 
    q1_4r vs.    q1_2r  0.639 (PC)  44.718    24    0.006        0.068   0.961 
    q1_4r vs.    q1_3r  0.612 (PC)  41.865    24    0.013        0.063   0.978 
    q1_5r vs.    q1_1r  0.724 (PC)  43.460    24    0.009        0.065   0.969 
    q1_5r vs.    q1_2r  0.598 (PC)  30.202    24    0.178        0.037   0.999 
    q1_5r vs.    q1_3r  0.554 (PC)  34.201    24    0.081        0.047   0.997 
    q1_5r vs.    q1_4r  0.728 (PC)  45.028    24    0.006        0.068   0.959 
    q2_1r vs.    q1_1r  0.366 (PC)  17.746    24    0.815        0.000   1.000 
    q2_1r vs.    q1_2r  0.316 (PC)  32.622    24    0.112        0.044   0.998 
    q2_1r vs.    q1_3r  0.329 (PC)  25.997    24    0.353        0.021   1.000 
    q2_1r vs.    q1_4r  0.474 (PC)  40.473    24    0.019        0.060   0.984 
    q2_1r vs.    q1_5r  0.498 (PC)  18.966    24    0.754        0.000   1.000 
    q2_2r vs.    q1_1r  0.470 (PC)  38.385    24    0.032        0.056   0.990 
    q2_2r vs.    q1_2r  0.444 (PC)  23.937    24    0.465        0.000   1.000 
    q2_2r vs.    q1_3r  0.402 (PC)  41.674    24    0.014        0.062   0.979 
    q2_2r vs.    q1_4r  0.642 (PC)  25.168    24    0.397        0.016   1.000 
    q2_2r vs.    q1_5r  0.593 (PC)  35.689    24    0.059        0.051   0.995 
    q2_2r vs.    q2_1r  0.718 (PC)  28.452    24    0.241        0.031   1.000 
    q2_3r vs.    q1_1r  0.378 (PC)  29.315    24    0.208        0.034   0.999 
    q2_3r vs.    q1_2r  0.420 (PC)  28.085    24    0.256        0.030   1.000 
    q2_3r vs.    q1_3r  0.348 (PC)  36.852    24    0.045        0.053   0.993 
    q2_3r vs.    q1_4r  0.454 (PC)  34.246    24    0.080        0.048   0.997 
    q2_3r vs.    q1_5r  0.435 (PC)  24.720    24    0.421        0.013   1.000 
    q2_3r vs.    q2_1r  0.601 (PC)  31.461    24    0.141        0.041   0.999 
    q2_3r vs.    q2_2r  0.684 (PC)  22.813    24    0.531        0.000   1.000 
    q2_4r vs.    q1_1r  0.407 (PC)  14.813    24    0.926        0.000   1.000 
    q2_4r vs.    q1_2r  0.475 (PC)  20.500    24    0.668        0.000   1.000 
    q2_4r vs.    q1_3r  0.471 (PC)  43.555    24    0.009        0.066   0.969 
    q2_4r vs.    q1_4r  0.600 (PC)  46.520    24    0.004        0.070   0.947 
    q2_4r vs.    q1_5r  0.474 (PC)  31.884    24    0.130        0.042   0.998 
    q2_4r vs.    q2_1r  0.633 (PC)  49.230    24    0.002        0.075   0.918 
    q2_4r vs.    q2_2r  0.686 (PC)  24.949    24    0.409        0.014   1.000 
    q2_4r vs.    q2_3r  0.661 (PC)  24.146    24    0.453        0.006   1.000 
    q3_1r vs.    q1_1r  0.479 (PC)  42.316    24    0.012        0.064   0.976 
    q3_1r vs.    q1_2r  0.485 (PC)  38.168    24    0.033        0.056   0.990 
    q3_1r vs.    q1_3r  0.401 (PC)  37.474    24    0.039        0.055   0.992 
    q3_1r vs.    q1_4r  0.600 (PC)  50.092    24    0.001        0.076   0.907 
    q3_1r vs.    q1_5r  0.522 (PC)  26.044    24    0.351        0.021   1.000 
    q3_1r vs.    q2_1r  0.366 (PC)  29.940    24    0.187        0.036   0.999 
    q3_1r vs.    q2_2r  0.431 (PC)  50.996    24    0.001        0.077   0.895 
    q3_1r vs.    q2_3r  0.403 (PC)  29.114    24    0.216        0.034   0.999 
    q3_1r vs.    q2_4r  0.445 (PC)  75.276    24    0.000        0.106   0.329 
    q3_2r vs.    q1_1r  0.378 (PC)  43.790    24    0.008        0.066   0.967 
    q3_2r vs.    q1_2r  0.502 (PC)  33.073    24    0.103        0.045   0.998 
    q3_2r vs.    q1_3r  0.465 (PC)  39.014    24    0.027        0.058   0.988 
    q3_2r vs.    q1_4r  0.392 (PC)  25.668    24    0.370        0.019   1.000 
    q3_2r vs.    q1_5r  0.398 (PC)  38.319    24    0.032        0.056   0.990 
    q3_2r vs.    q2_1r  0.134 (PC)  26.230    24    0.342        0.022   1.000 
    q3_2r vs.    q2_2r  0.250 (PC)  31.005    24    0.154        0.039   0.999 
    q3_2r vs.    q2_3r  0.281 (PC)  24.202    24    0.450        0.007   1.000 
 
           Percentage of Tests Exceeding 0.5% Significance Level:  0.0% 
 
           Percentage of Tests Exceeding 1.0% Significance Level:  0.0% 
 
           Percentage of Tests Exceeding 5.0% Significance Level:  0.0% 
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Bivariate normality heiQ actual posttests (n=603) 
 
                         Correlations and Test Statistics 
 
            (PE=Pearson Product Moment, PC=Polychoric, PS=Polyserial) 
                                        Test of Model         Test of Close Fit 
 Variable vs. Variable Correlation  Chi-Squ.  D.F. P-Value       RMSEA  P-Value 
 -------- --- -------- -----------  --------  ---- -------       -----  ------- 
    q1_2f vs.    q1_1f  0.599 (PC)  58.861    24    0.000        0.049   1.000 
    q1_3f vs.    q1_1f  0.596 (PC)  58.573    24    0.000        0.049   1.000 
    q1_3f vs.    q1_2f  0.567 (PC)  33.148    24    0.101        0.025   1.000 
    q1_4f vs.    q1_1f  0.611 (PC)  43.458    24    0.009        0.037   1.000 
    q1_4f vs.    q1_2f  0.564 (PC)  51.579    24    0.001        0.044   1.000 
    q1_4f vs.    q1_3f  0.540 (PC)  30.730    24    0.162        0.022   1.000 
    q1_5f vs.    q1_1f  0.642 (PC)  62.606    24    0.000        0.052   1.000 
    q1_5f vs.    q1_2f  0.476 (PC)  54.808    24    0.000        0.046   1.000 
    q1_5f vs.    q1_3f  0.537 (PC)  47.138    24    0.003        0.040   1.000 
    q1_5f vs.    q1_4f  0.480 (PC)  35.794    24    0.057        0.029   1.000 
    q2_1f vs.    q1_1f  0.318 (PC)  44.950    24    0.006        0.038   1.000 
    q2_1f vs.    q1_2f  0.370 (PC)  44.092    24    0.007        0.037   1.000 
    q2_1f vs.    q1_3f  0.294 (PC)  46.346    24    0.004        0.039   1.000 
    q2_1f vs.    q1_4f  0.413 (PC)  46.112    24    0.004        0.039   1.000 
    q2_1f vs.    q1_5f  0.378 (PC)  44.050    24    0.008        0.037   1.000 
    q2_2f vs.    q1_1f  0.355 (PC)  45.234    24    0.005        0.038   1.000 
    q2_2f vs.    q1_2f  0.418 (PC)  42.428    24    0.012        0.036   1.000 
    q2_2f vs.    q1_3f  0.358 (PC)  51.507    24    0.001        0.044   1.000 
    q2_2f vs.    q1_4f  0.478 (PC)  52.405    24    0.001        0.044   1.000 
    q2_2f vs.    q1_5f  0.389 (PC)  48.152    24    0.002        0.041   1.000 
    q2_2f vs.    q2_1f  0.662 (PC)  48.990    24    0.002        0.042   1.000 
    q2_3f vs.    q1_1f  0.329 (PC)  44.633    24    0.006        0.038   1.000 
    q2_3f vs.    q1_2f  0.466 (PC)  42.411    24    0.012        0.036   1.000 
    q2_3f vs.    q1_3f  0.377 (PC)  62.667    24    0.000        0.052   1.000 
    q2_3f vs.    q1_4f  0.468 (PC)  39.104    24    0.027        0.032   1.000 
    q2_3f vs.    q1_5f  0.357 (PC)  36.558    24    0.048        0.029   1.000 
    q2_3f vs.    q2_1f  0.625 (PC)  38.731    24    0.029        0.032   1.000 
    q2_3f vs.    q2_2f  0.609 (PC)  45.509    24    0.005        0.039   1.000 
    q2_4f vs.    q1_1f  0.332 (PC)  50.833    24    0.001        0.043   1.000 
    q2_4f vs.    q1_2f  0.468 (PC)  32.992    24    0.104        0.025   1.000 
    q2_4f vs.    q1_3f  0.386 (PC)  61.322    24    0.000        0.051   1.000 
    q2_4f vs.    q1_4f  0.503 (PC)  72.047    24    0.000        0.058   1.000 
    q2_4f vs.    q1_5f  0.396 (PC)  55.023    24    0.000        0.046   1.000 
    q2_4f vs.    q2_1f  0.648 (PC)  70.505    24    0.000        0.057   1.000 
    q2_4f vs.    q2_2f  0.639 (PC)  63.344    24    0.000        0.052   1.000 
    q2_4f vs.    q2_3f  0.658 (PC)  60.999    24    0.000        0.051   1.000 
    q3_1f vs.    q1_1f  0.431 (PC)  38.885    24    0.028        0.032   1.000 
    q3_1f vs.    q1_2f  0.469 (PC)  37.245    24    0.041        0.030   1.000 
    q3_1f vs.    q1_3f  0.487 (PC)  54.363    24    0.000        0.046   1.000 
    q3_1f vs.    q1_4f  0.494 (PC)  76.238    24    0.000        0.060   1.000 
    q3_1f vs.    q1_5f  0.465 (PC)  40.716    24    0.018        0.034   1.000 
    q3_1f vs.    q2_1f  0.328 (PC)  46.075    24    0.004        0.039   1.000 
    q3_1f vs.    q2_2f  0.383 (PC)  82.826    24    0.000        0.064   1.000 
    q3_1f vs.    q2_3f  0.392 (PC)  46.636    24    0.004        0.040   1.000 
    q3_1f vs.    q2_4f  0.428 (PC)  75.903    24    0.000        0.060   1.000 
    q8_2f vs.    q7_4f  0.306 (PC)  49.881    24    0.001        0.042   1.000 
    q8_2f vs.    q7_5f  0.213 (PC)  55.377    24    0.000        0.047   1.000 
    q8_2f vs.    q8_1f  0.722 (PC) 240.359    24    0.000        0.122   0.004 
 W_A_R_N_I_N_G: Underlying bivariate normality may not hold, see BTS-file 
    q8_3f vs.    q1_1f  0.344 (PC)  23.660    24    0.481        0.000   1.000 
    q8_3f vs.    q1_2f  0.305 (PC)  24.443    24    0.436        0.006   1.000 
    q8_3f vs.    q1_3f  0.268 (PC)  54.332    24    0.000        0.046   1.000 
    q8_3f vs.    q1_4f  0.254 (PC)  25.102    24    0.400        0.009   1.000 
 
           Percentage of Tests Exceeding 0.5% Significance Level:  0.1% 
 
           Percentage of Tests Exceeding 1.0% Significance Level:  0.1% 
 
           Percentage of Tests Exceeding 5.0% Significance Level:  0.1% 
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Bivariate normality heiQ actual posttests heiQ-PP (n=244) 
 
                         Correlations and Test Statistics 
 
            (PE=Pearson Product Moment, PC=Polychoric, PS=Polyserial) 
                                        Test of Model         Test of Close Fit 
 Variable vs. Variable Correlation  Chi-Squ.  D.F. P-Value       RMSEA  P-Value 
 -------- --- -------- -----------  --------  ---- -------       -----  ------- 
    q1_2f vs.    q1_1f  0.579 (PC)  46.876    24    0.003        0.063   0.992 
    q1_3f vs.    q1_1f  0.604 (PC)  37.853    24    0.036        0.049   0.999 
    q1_3f vs.    q1_2f  0.505 (PC)  24.538    24    0.431        0.010   1.000 
    q1_4f vs.    q1_1f  0.571 (PC)  28.620    24    0.235        0.028   1.000 
    q1_4f vs.    q1_2f  0.554 (PC)  27.101    24    0.300        0.023   1.000 
    q1_4f vs.    q1_3f  0.612 (PC)  14.565    24    0.933        0.000   1.000 
    q1_5f vs.    q1_1f  0.664 (PC)  27.388    24    0.287        0.024   1.000 
    q1_5f vs.    q1_2f  0.464 (PC)  27.003    24    0.304        0.023   1.000 
    q1_5f vs.    q1_3f  0.556 (PC)  35.321    24    0.064        0.044   1.000 
    q1_5f vs.    q1_4f  0.419 (PC)  27.290    24    0.291        0.024   1.000 
    q2_1f vs.    q1_1f  0.367 (PC)  40.828    24    0.017        0.054   0.998 
    q2_1f vs.    q1_2f  0.429 (PC)  25.086    24    0.401        0.014   1.000 
    q2_1f vs.    q1_3f  0.282 (PC)  29.320    24    0.208        0.030   1.000 
    q2_1f vs.    q1_4f  0.423 (PC)  25.821    24    0.362        0.018   1.000 
    q2_1f vs.    q1_5f  0.395 (PC)  44.026    24    0.008        0.058   0.996 
    q2_2f vs.    q1_1f  0.338 (PC)  41.809    24    0.014        0.055   0.998 
    q2_2f vs.    q1_2f  0.412 (PC)  36.278    24    0.052        0.046   1.000 
    q2_2f vs.    q1_3f  0.317 (PC)  33.600    24    0.092        0.040   1.000 
    q2_2f vs.    q1_4f  0.423 (PC)  38.466    24    0.031        0.050   0.999 
    q2_2f vs.    q1_5f  0.367 (PC)  41.543    24    0.015        0.055   0.998 
    q2_2f vs.    q2_1f  0.653 (PC)  31.114    24    0.151        0.035   1.000 
    q2_3f vs.    q1_1f  0.319 (PC)  29.092    19    0.065        0.047   0.998 
    q2_3f vs.    q1_2f  0.465 (PC)  30.736    19    0.043        0.050   0.997 
    q2_3f vs.    q1_3f  0.402 (PC)  30.822    19    0.042        0.050   0.997 
    q2_3f vs.    q1_4f  0.442 (PC)  28.602    19    0.073        0.046   0.998 
    q2_3f vs.    q1_5f  0.377 (PC)  29.849    19    0.054        0.048   0.998 
    q2_3f vs.    q2_1f  0.637 (PC)  25.083    19    0.158        0.036   1.000 
    q2_3f vs.    q2_2f  0.629 (PC)  26.919    19    0.107        0.041   0.999 
    q2_4f vs.    q1_1f  0.345 (PC)  49.124    24    0.002        0.066   0.987 
    q2_4f vs.    q1_2f  0.496 (PC)  31.358    24    0.144        0.035   1.000 
    q2_4f vs.    q1_3f  0.330 (PC)  26.800    24    0.314        0.022   1.000 
    q2_4f vs.    q1_4f  0.501 (PC)  46.736    24    0.004        0.062   0.992 
    q2_4f vs.    q1_5f  0.405 (PC)  47.511    24    0.003        0.063   0.991 
    q2_4f vs.    q2_1f  0.714 (PC)  53.071    24    0.001        0.070   0.972 
    q2_4f vs.    q2_2f  0.631 (PC)  54.547    24    0.000        0.072   0.964 
    q2_4f vs.    q2_3f  0.616 (PC)  27.704    19    0.089        0.043   0.999 
    q3_1f vs.    q1_1f  0.417 (PC)  28.856    24    0.226        0.029   1.000 
    q3_1f vs.    q1_2f  0.516 (PC)  16.902    24    0.853        0.000   1.000 
    q3_1f vs.    q1_3f  0.506 (PC)  31.749    24    0.133        0.036   1.000 
    q3_1f vs.    q1_4f  0.508 (PC)  47.888    24    0.003        0.064   0.990 
    q3_1f vs.    q1_5f  0.449 (PC)  38.299    24    0.032        0.049   0.999 
    q3_1f vs.    q2_1f  0.337 (PC)  24.220    24    0.449        0.006   1.000 
    q8_6f vs.    q6_5f  0.081 (PC)  30.274    24    0.176        0.033   1.000 
    q8_6f vs.    q7_1f  0.252 (PC)  21.309    24    0.620        0.000   1.000 
    q8_6f vs.    q7_2f  0.208 (PC)  36.130    24    0.053        0.046   1.000 
    q8_6f vs.    q7_3f  0.173 (PC)  24.784    24    0.418        0.012   1.000 
    q8_6f vs.    q7_4f  0.289 (PC)  42.710    24    0.011        0.057   0.997 
    q8_6f vs.    q7_5f  0.217 (PC)  49.155    24    0.002        0.066   0.987 
    q8_6f vs.    q8_1f  0.641 (PC) 131.383    24    0.000        0.135   0.005 
 W_A_R_N_I_N_G: Underlying bivariate normality may not hold, see BTS-file 
    q8_6f vs.    q8_2f  0.643 (PC)  91.089    24    0.000        0.107   0.292 
    q8_6f vs.    q8_3f  0.551 (PC)  70.108    24    0.000        0.089   0.763 
    q8_6f vs.    q8_4f  0.609 (PC)  62.287    24    0.000        0.081   0.893 
 
           Percentage of Tests Exceeding 0.5% Significance Level:  0.1% 
 
           Percentage of Tests Exceeding 1.0% Significance Level:  0.1% 
 
           Percentage of Tests Exceeding 5.0% Significance Level:  0.1% 
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Bivariate normality heiQ actual posttests heiQ-PPT (n=150) 
 
                         Correlations and Test Statistics 
 
            (PE=Pearson Product Moment, PC=Polychoric, PS=Polyserial) 
                                        Test of Model         Test of Close Fit 
 Variable vs. Variable Correlation  Chi-Squ.  D.F. P-Value       RMSEA  P-Value 
 -------- --- -------- -----------  --------  ---- -------       -----  ------- 
    q1_2f vs.    q1_1f  0.535 (PC)  28.820    19    0.069        0.059   0.951 
    q1_3f vs.    q1_1f  0.549 (PC)  33.869    19    0.019        0.072   0.872 
    q1_3f vs.    q1_2f  0.573 (PC)  17.899    15    0.268        0.036   0.981 
    q1_4f vs.    q1_1f  0.543 (PC)  28.271    24    0.249        0.034   0.997 
    q1_4f vs.    q1_2f  0.452 (PC)  31.116    19    0.039        0.065   0.921 
    q1_4f vs.    q1_3f  0.332 (PC)  20.404    19    0.371        0.022   0.996 
    q1_5f vs.    q1_1f  0.624 (PC)  35.411    24    0.063        0.056   0.976 
    q1_5f vs.    q1_2f  0.460 (PC)  42.736    19    0.001        0.091   0.626 
    q1_5f vs.    q1_3f  0.545 (PC)  19.535    19    0.423        0.014   0.997 
    q1_5f vs.    q1_4f  0.468 (PC)  37.483    24    0.039        0.061   0.962 
    q2_1f vs.    q1_1f  0.347 (PC)  29.928    24    0.187        0.041   0.994 
    q2_1f vs.    q1_2f  0.463 (PC)  20.296    19    0.377        0.021   0.996 
    q2_1f vs.    q1_3f  0.421 (PC)  26.352    19    0.121        0.051   0.973 
    q2_1f vs.    q1_4f  0.290 (PC)  30.332    24    0.174        0.042   0.994 
    q2_1f vs.    q1_5f  0.355 (PC)  33.198    24    0.100        0.051   0.986 
    q2_2f vs.    q1_1f  0.308 (PC)  32.930    24    0.106        0.050   0.987 
    q2_2f vs.    q1_2f  0.412 (PC)  20.766    19    0.350        0.025   0.995 
    q2_2f vs.    q1_3f  0.465 (PC)  20.430    19    0.369        0.022   0.996 
    q2_2f vs.    q1_4f  0.414 (PC)  30.283    24    0.176        0.042   0.994 
    q2_2f vs.    q1_5f  0.392 (PC)  38.144    24    0.034        0.063   0.957 
    q2_2f vs.    q2_1f  0.561 (PC)  34.093    24    0.083        0.053   0.982 
    q2_3f vs.    q1_1f  0.184 (PC)  15.414    19    0.696        0.000   1.000 
    q2_3f vs.    q1_2f  0.514 (PC)  23.583    15    0.073        0.062   0.911 
    q2_3f vs.    q1_3f  0.376 (PC)  16.060    15    0.378        0.022   0.991 
    q2_3f vs.    q1_4f  0.258 (PC)  19.119    19    0.449        0.006   0.998 
    q2_3f vs.    q1_5f  0.327 (PC)  18.863    19    0.466        0.000   0.998 
    q2_3f vs.    q2_1f  0.513 (PC)  19.259    19    0.440        0.010   0.998 
    q2_3f vs.    q2_2f  0.423 (PC)  17.597    19    0.549        0.000   0.999 
    q2_4f vs.    q1_1f  0.269 (PC)  23.599    24    0.485        0.000   0.999 
    q2_4f vs.    q1_2f  0.384 (PC)  23.875    19    0.201        0.041   0.987 
    q2_4f vs.    q1_3f  0.462 (PC)  20.905    19    0.342        0.026   0.995 
    q2_4f vs.    q1_4f  0.333 (PC)  36.861    24    0.045        0.060   0.967 
    q2_4f vs.    q1_5f  0.409 (PC)  54.963    24    0.000        0.093   0.620 
    q2_4f vs.    q2_1f  0.543 (PC)  25.971    24    0.355        0.023   0.999 
    q2_4f vs.    q2_2f  0.607 (PC)  31.711    24    0.134        0.046   0.991 
    q2_4f vs.    q2_3f  0.579 (PC)  29.671    19    0.056        0.061   0.941 
    q3_1f vs.    q1_1f  0.326 (PC)  27.419    24    0.285        0.031   0.998 
    q3_1f vs.    q1_2f  0.398 (PC)  17.380    19    0.564        0.000   0.999 
    q3_1f vs.    q1_3f  0.447 (PC)  29.074    19    0.065        0.059   0.948 
    q3_1f vs.    q1_4f  0.321 (PC)  31.607    24    0.137        0.046   0.991 
    q3_1f vs.    q1_5f  0.498 (PC)  24.869    24    0.413        0.016   0.999 
    q3_1f vs.    q2_1f  0.392 (PC)  24.050    24    0.459        0.004   0.999 
    q3_1f vs.    q2_2f  0.568 (PC)  25.209    24    0.394        0.018   0.999 
    q3_1f vs.    q2_3f  0.362 (PC)  22.254    19    0.272        0.034   0.992 
    q3_1f vs.    q2_4f  0.613 (PC)  19.805    24    0.708        0.000   1.000 
    q3_2f vs.    q1_1f  0.081 (PC)  18.359    24    0.785        0.000   1.000 
    q3_2f vs.    q1_2f  0.219 (PC)  22.593    19    0.256        0.036   0.991 
    q3_2f vs.    q1_3f  0.419 (PC)  30.342    19    0.048        0.063   0.932 
    q3_2f vs.    q1_4f  0.296 (PC)  18.361    24    0.785        0.000   1.000 
    q3_2f vs.    q1_5f  0.227 (PC)  29.422    24    0.205        0.039   0.995 
    q3_2f vs.    q2_1f  0.139 (PC)  25.082    24    0.401        0.017   0.999 
    q3_2f vs.    q2_2f  0.376 (PC)  33.340    24    0.097        0.051   0.985 
    q3_2f vs.    q2_3f  0.281 (PC)  24.560    19    0.176        0.044   0.984 
 
           Percentage of Tests Exceeding 0.5% Significance Level:  0.0% 
 
           Percentage of Tests Exceeding 1.0% Significance Level:  0.0% 
 
           Percentage of Tests Exceeding 5.0% Significance Level:  0.0% 
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Bivariate normality heiQ actual posttests heiQ-PPR (n=209) 
 
                         Correlations and Test Statistics 
 
            (PE=Pearson Product Moment, PC=Polychoric, PS=Polyserial) 
                                        Test of Model         Test of Close Fit 
 Variable vs. Variable Correlation  Chi-Squ.  D.F. P-Value       RMSEA  P-Value 
 -------- --- -------- -----------  --------  ---- -------       -----  ------- 
    q1_2f vs.    q1_1f  0.652 (PC)  16.438    24    0.872        0.000   1.000 
    q1_3f vs.    q1_1f  0.624 (PC)  32.890    24    0.106        0.042   0.999 
    q1_3f vs.    q1_2f  0.612 (PC)  25.615    24    0.373        0.018   1.000 
    q1_4f vs.    q1_1f  0.695 (PC)  29.553    24    0.200        0.033   1.000 
    q1_4f vs.    q1_2f  0.630 (PC)  20.458    24    0.670        0.000   1.000 
    q1_4f vs.    q1_3f  0.592 (PC)  20.532    24    0.666        0.000   1.000 
    q1_5f vs.    q1_1f  0.650 (PC)  46.308    24    0.004        0.067   0.974 
    q1_5f vs.    q1_2f  0.505 (PC)  25.155    24    0.397        0.015   1.000 
    q1_5f vs.    q1_3f  0.528 (PC)  20.005    24    0.697        0.000   1.000 
    q1_5f vs.    q1_4f  0.568 (PC)  26.603    24    0.323        0.023   1.000 
    q2_1f vs.    q1_1f  0.239 (PC)  18.170    24    0.795        0.000   1.000 
    q2_1f vs.    q1_2f  0.247 (PC)  19.477    24    0.726        0.000   1.000 
    q2_1f vs.    q1_3f  0.223 (PC)  31.759    24    0.133        0.039   0.999 
    q2_1f vs.    q1_4f  0.462 (PC)  26.391    24    0.334        0.022   1.000 
    q2_1f vs.    q1_5f  0.372 (PC)  28.705    24    0.231        0.031   1.000 
    q2_2f vs.    q1_1f  0.398 (PC)  41.033    24    0.017        0.058   0.992 
    q2_2f vs.    q1_2f  0.413 (PC)  25.534    24    0.377        0.017   1.000 
    q2_2f vs.    q1_3f  0.325 (PC)  41.382    24    0.015        0.059   0.991 
    q2_2f vs.    q1_4f  0.563 (PC)  29.837    24    0.190        0.034   1.000 
    q2_2f vs.    q1_5f  0.417 (PC)  39.316    24    0.025        0.055   0.994 
    q2_2f vs.    q2_1f  0.718 (PC)  29.508    24    0.202        0.033   1.000 
    q2_3f vs.    q1_1f  0.415 (PC)  34.828    24    0.071        0.046   0.998 
    q2_3f vs.    q1_2f  0.438 (PC)  31.188    24    0.148        0.038   1.000 
    q2_3f vs.    q1_3f  0.364 (PC)  35.355    24    0.063        0.048   0.998 
    q2_3f vs.    q1_4f  0.607 (PC)  22.241    24    0.565        0.000   1.000 
    q2_3f vs.    q1_5f  0.375 (PC)  19.265    24    0.738        0.000   1.000 
    q2_3f vs.    q2_1f  0.665 (PC)  24.579    24    0.429        0.011   1.000 
    q2_3f vs.    q2_2f  0.690 (PC)  25.702    24    0.368        0.018   1.000 
    q2_4f vs.    q1_1f  0.341 (PC)  36.046    24    0.054        0.049   0.998 
    q2_4f vs.    q1_2f  0.486 (PC)  25.266    24    0.391        0.016   1.000 
    q2_4f vs.    q1_3f  0.373 (PC)  32.939    24    0.105        0.042   0.999 
    q2_4f vs.    q1_4f  0.597 (PC)  36.077    24    0.054        0.049   0.998 
    q2_4f vs.    q1_5f  0.371 (PC)  30.831    24    0.159        0.037   1.000 
    q2_4f vs.    q2_1f  0.644 (PC)  40.851    24    0.017        0.058   0.992 
    q2_4f vs.    q2_2f  0.656 (PC)  35.631    24    0.060        0.048   0.998 
    q2_4f vs.    q2_3f  0.740 (PC)  27.641    24    0.275        0.027   1.000 
    q3_1f vs.    q1_1f  0.513 (PC)  32.810    24    0.108        0.042   0.999 
    q3_1f vs.    q1_2f  0.448 (PC)  32.764    24    0.109        0.042   0.999 
    q3_1f vs.    q1_3f  0.495 (PC)  32.822    24    0.108        0.042   0.999 
    q3_1f vs.    q1_4f  0.573 (PC)  39.995    24    0.021        0.056   0.993 
    q3_1f vs.    q1_5f  0.470 (PC)  24.215    24    0.449        0.007   1.000 
    q3_1f vs.    q2_1f  0.266 (PC)  37.299    24    0.041        0.051   0.997 
    q3_1f vs.    q2_2f  0.350 (PC)  53.131    24    0.001        0.076   0.919 
    q3_1f vs.    q2_3f  0.413 (PC)  37.294    24    0.041        0.051   0.997 
    q3_1f vs.    q2_4f  0.429 (PC)  47.172    24    0.003        0.068   0.969 
    q3_2f vs.    q1_1f  0.259 (PC)  30.995    24    0.154        0.037   1.000 
    q3_2f vs.    q1_2f  0.381 (PC)  23.756    24    0.476        0.000   1.000 
    q3_2f vs.    q1_3f  0.308 (PC)  25.727    24    0.367        0.019   1.000 
    q3_2f vs.    q1_4f  0.337 (PC)  30.799    24    0.160        0.037   1.000 
    q3_2f vs.    q1_5f  0.234 (PC)  23.714    24    0.478        0.000   1.000 
    q3_2f vs.    q2_1f  0.166 (PC)  33.600    24    0.092        0.044   0.999 
    q3_2f vs.    q2_2f  0.217 (PC)  26.777    24    0.315        0.024   1.000 
    q3_2f vs.    q2_3f  0.295 (PC)  28.907    24    0.224        0.031   1.000 
 
           Percentage of Tests Exceeding 0.5% Significance Level:  0.0% 
 
           Percentage of Tests Exceeding 1.0% Significance Level:  0.0% 
 
           Percentage of Tests Exceeding 5.0% Significance Level:  0.0% 
 

 



 

Appendix 9  Output homogeneity of variances and Brown-Forsythe ANOVA of pretests and posttests 
across heiQ-PP, heiQ-PPT, and heiQ-PPR 
 
Test of homogeneity of variances, heiQ pretests 

  Levene Statistic df1 df2 Sig. 
1. PAE 0.71 2 946 0.491 
2. HDB 0.54 2 946 0.586 
3. STA 0.24 2 946 0.790 
4. CAA 2.16 2 946 0.116 
5. SMI 0.03 2 946 0.970 
6. HSN 0.15 2 946 0.863 
7. SIS 1.32 2 946 0.269 
8. EWB 0.72 2 946 0.486 
 
Robust tests of equality of means, heiQ pretests 

  Statistic(a) df1 df2 Sig. 
1. PAE Brown-Forsythe 0.69 2 930 0.503 
2. HDB Brown-Forsythe 1.00 2 945 0.368 
3. STA Brown-Forsythe 0.73 2 940 0.482 
4. CAA Brown-Forsythe 1.82 2 936 0.162 
5. SMI Brown-Forsythe 0.77 2 940 0.464 
6. HSN Brown-Forsythe 0.11 2 938 0.896 
7. SIS Brown-Forsythe 0.78 2 937 0.460 
8. EWB Brown-Forsythe 0.01 2 941 0.993 
 
 
Test of homogeneity of variances, heiQ posttests 

  Levene Statistic df1 df2 Sig. 
1. PAE 0.23 2 946 0.792 
2. HDB 4.38 2 946 0.013* 
3. STA 0.64 2 946 0.530 
4. CAA 0.38 2 946 0.681 
5. SMI 0.70 2 946 0.496 
6. HSN 0.41 2 946 0.663 
7. SIS 1.41 2 946 0.244 
8. EWB 0.59 2 946 0.555 
 
Robust tests of equality of means, heiQ posttests 

  Statistic(a) df1 df2 Sig. 
1. PAE Brown-Forsythe 7.13 2 945 0.001* 
2. HDB Brown-Forsythe 4.41 2 934 0.012* 
3. STA Brown-Forsythe 10.88 2 946 0.000* 
4. CAA Brown-Forsythe 3.81 2 942 0.023* 
5. SMI Brown-Forsythe 12.12 2 946 0.000* 
6. HSN Brown-Forsythe 4.11 2 934 0.017* 
7. SIS Brown-Forsythe 0.74 2 938 0.479 
8. EWB Brown-Forsythe 0.07 2 937 0.928 

* significant at the p=.05 level; a: asymptotically F distributed; df: degrees of freedom 
     
PAE: Positive and Active Engagement in Life SMI: Self-Monitoring and Insight 
HDB: Health-Directed Behaviour HSN: Health Service Navigation 
STA: Skill and Technique Acquisition SIS: Social Integration and Support 
CAA: Constructive Attitudes and Approaches EWB: Emotional Well-Being 
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Appendix 10  Output homogeneity of variances and Brown-Forsythe ANOVA of change scores across 
heiQ-PP, heiQ-PPT, and heiQ-PPR 
 
Test of homogeneity of variances, change scores   

  Levene Statistic df1 df2 Sig. 
1. PAE (posttest - pretest) 2.16 2 946 0.116 
2. HDB (posttest - pretest) 1.56 2 946 0.210 
3. STA (posttest - pretest) 5.11 2 946 0.006* 
4. CAA (posttest - pretest) 3.19 2 946 0.042* 
5. SMI (posttest - pretest) 2.80 2 946 0.061 
6. HSN (posttest - pretest) 2.15 2 946 0.117 
7. SIS (posttest - pretest) 1.84 2 946 0.160 
8. EWB (posttest - pretest) 0.75 2 946 0.474 

 
Robust tests of equality of means, change scores    

 Statistic(a) df1 df2 Sig. 
1. PAE (posttest - pretest) Brown-Forsythe 11.34 2 905 0.000* 
2. HDB (posttest - pretest) Brown-Forsythe 3.20 2 926 0.041* 
3. STA (posttest - pretest) Brown-Forsythe 5.28 2 906 0.005* 
4. CAA (posttest - pretest) Brown-Forsythe 10.79 2 918 0.000* 
5. SMI (posttest - pretest) Brown-Forsythe 8.42 2 926 0.000* 
6. HSN (posttest - pretest) Brown-Forsythe 4.59 2 919 0.010* 
7. SIS (posttest - pretest) Brown-Forsythe 3.10 2 930 0.046* 
8. EWB (posttest - pretest) Brown-Forsythe 0.08 2 936 0.924 

* significant at the p=.05 level; a: asymptotically F distributed; df: degrees of freedom 
     
PAE: Positive and Active Engagement in Life SMI: Self-Monitoring and Insight 
HDB: Health-Directed Behaviour HSN: Health Service Navigation 
STA: Skill and Technique Acquisition SIS: Social Integration and Support 
CAA: Constructive Attitudes and Approaches EWB: Emotional Well-Being 
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Appendix 11  Chi-square significance tests (‘decline’, ‘no change’, ‘improvement’) across heiQ-PP, 
heiQ-PPT, and heiQ-PPR 
 
Positive and Active Engagement in Life 

  Value df Asymp. sig. (2-sided) 
Pearson Chi-Square 15.046(a) 2 0.001* 
N of Valid Cases 949   
    
Health-Directed Behaviour 

  Value df Asymp. sig. (2-sided) 
Pearson Chi-Square 8.111(a) 2 0.017* 
N of Valid Cases 949   
    
Skill and Technique Acquisition 

  Value df Asymp. sig. (2-sided) 
Pearson Chi-Square 7.879(a) 2 0.019* 
N of Valid Cases 949   
    
Constructive Attitudes and Approaches 

  Value df Asymp. sig. (2-sided) 
Pearson Chi-Square 18.315(a) 2 0.000* 
N of Valid Cases 949   
    
Self-Monitoring and Insight 

  Value df Asymp. sig. (2-sided) 
Pearson Chi-Square 16.351(a) 2 0.000* 
N of Valid Cases 949   
    
Health Service Navigation 

  Value df Asymp. sig. (2-sided) 
Pearson Chi-Square 6.919(a) 2 0.031* 
N of Valid Cases 949   
    
Social Integration and Support 

  Value df Asymp. sig. (2-sided) 
Pearson Chi-Square 9.475(a) 2 0.009* 
N of Valid Cases 949   
    
Emotional Well-Being 

  Value df Asymp. sig. (2-sided) 
Pearson Chi-Square .089(a) 2 0.957 
N of Valid Cases 949   

* significant at the p=.05 level; a: 0 cells (.0%) have expected count less than 5; df: degrees 
 of freedom 
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Appendix 12  Paired t-tests of heiQ-PPR and heiQ-PPR Retro 
 
 Mean Standard 

deviation t df Sig. 
(2-tailed) 

Positive and Active Engagement in Life -0.10 0.84 -2.08 313 0.038* 
Health-Directed Behaviour -0.29 0.96 -5.32 313 0.000* 
Skill and Technique Acquisition 0.03 0.89 0.60 313 0.549 
Constructive Attitudes and Approaches -0.04 0.88 -0.78 313 0.437 
Self-Monitoring and Insight -0.12 0.71 -2.94 313 0.003* 
Health Service Navigation 0.02 0.89 0.30 313 0.764 
Social Integration and Support 0.02 0.91 0.33 313 0.745 
Emotional Well-Being -0.09 0.94 -1.65 313 0.099 

* significant at the p=.05 level; t: t-value; df: degrees of freedom 
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Appendix 13  Chi-square significance tests (‘decline’, ‘no change’, ‘improvement’) across heiQ-PPR 
and heiQ-PPR Retro 
 
Positive and Active Engagement in Life  

 Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square .057(a) 1 0.811 

Health-Directed Behaviour  

  Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 4.695(a) 1 0.030* 

Skill and Technique Acquisition  

  Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 2.192(a) 1 0.139 

Constructive Attitudes and Approaches  

  Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 1.692(a) 1 0.193 

Self-Monitoring and Insight  

  Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square .006(a) 1 0.936 

Health Service Navigation  

  Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 41.837(a) 1 0.000* 

Social Integration and Support  

  Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 15.320(a) 1 0.000* 

Emotional Well-Being    

  Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 3.446(a) 1 0.063 

* significant at the p=.05 level; a: 0 cells (.0%) have expected count less than 5; df: degrees 
 of freedom 
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Appendix 14  Histograms of actual (heiQ-PPR) and retrospective (heiQ-PPR Retro) change including 
proportions of people in the categories ‘decline’, ‘no change’, or ‘improvement’ 
 
 
PAE=Positive and Active Engagement in Life (ES derived from actual versus retrospective pretests) 
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HDB=Health-Directed Behaviour (ES derived from actual versus retrospective pretests) 
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STA=Skill and Technique Acquisition (ES derived from actual versus retrospective pretests) 
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CAA=Constructive Attitudes and Approaches (ES derived from actual versus retrospective pretests) 
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SMI=Self-Monitoring and Insight (ES derived from actual versus retrospective pretests) 
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HSN=Health Service Navigation (ES derived from actual versus retrospective pretests) 
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SIS=Social Integration and Support (ES derived from actual versus retrospective pretests) 
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EWB=Emotional Well-Being (ES derived from actual versus retrospective pretests) 
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Appendix 15  Step 3 of Jöreskog's 3-step procedure; full model of the 42 heiQ items (n=949) 
 

 Item # / 
# on heiQ Item Loading Error FSR 

1. Positive and Active Engagement in Life    
 q1_1 / Q11 I am doing interesting things in my life 0.81 0.34 0.158

 q1_2 / Q3 Most days I am doing some of the things I really 
enjoy 0.70 0.51 0.109

 q1_3 / Q7 I try to make the most of my life 0.77 0.41 0.124

 q1_4 / Q16 I have plans to do enjoyable things for myself during 
the next few days 0.74 0.45 0.128

 q1_5 / Q30 I feel like I am actively involved in life 0.83 0.32 0.176

2. Health-Directed Behaviour    

 q2_1 / Q40 I walk for exercise, for at least 15 minutes per day, 
most days of the week 0.79 0.38 0.184

 q2_2 / Q5 
I do at least one type of physical activity every day 
for at least 30 minutes (e.g., walking, gardening, 
housework, golf, bowls, dancing, Tai Chi, swimming) 

0.76 0.42 0.157

 q2_3 / Q15 
On most days of the week, I do at least one activity 
to improve my health (e.g., walking, relaxation, 
exercise) 

0.71 0.50 0.103

 q2_4 / Q24 On most days of the week, I set aside time for 
healthy activities (e.g., walking, relaxation, exercise) 0.88 0.23 0.287

3. Skill and Technique Acquisition    

 q3_1 / Q17 When I have symptoms, I have skills that help me 
cope  0.76 0.43 0.140

 q3_2 / Q02 I am very good at using aids and devices to make my 
life easier 0.47 0.78 0.033

 q3_3 / Q36 I have effective skills that help me handle stress 0.72 0.49 0.103

 q3_4 / Q14 I have a very good idea of how to manage my health 
problems 0.77 0.41 0.131

 q3_5 / Q10 
I have effective ways to prevent my symptoms (e.g., 
discomfort, pain and stress) from limiting what I can 
do in my life 

0.64 0.59 0.091

4. Constructive Attitudes and Approaches    
 q4_1 / Q39 If others can cope with problems like mine, I can too 0.68 0.54 0.061

 q4_2 / Q18 I try not to let my health problems stop me from 
enjoying life 0.77 0.41 0.081

 q4_3 / Q35 I do not let my health problems control my life 0.84 0.30 0.172
 q4_4 / Q28 My health problems do not ruin my life 0.77 0.41 0.084

 q4_5 / Q32 I feel I have a very good life even when I have health 
problems 0.86 0.27 0.141

5. Self-Monitoring and Insight    

 q5_1 / Q41 With my health in mind, I have realistic expectations 
of what I can and cannot do 0.57 0.68 0.045

 q5_2 / Q4 As well as seeing my doctor, I regularly monitor 
changes in my health 0.53 0.72 0.032

 q5_3 / Q8 I know what things can trigger my health problems 
and make them worse 0.52 0.73 0.043

 q5_4 / Q22 When I have health problems, I have a clear 
understanding of what I need to do to control them 0.79 0.37 0.099
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Appendix 15 (continued)  Step 3 of Jöreskog's 3-step procedure; full model of the 42 heiQ items 
(n=949) 
 

 Item # / 
# on heiQ Item Loading Error FSR 

5. Self-Monitoring and Insight (continued)    

 q5_5 / Q19 I have a very good understanding of when and why I 
am supposed to take my medication 0.62 0.62 0.029

 q5_6 / Q38 I carefully watch my health and do what is necessary 
to keep as healthy as possible 0.64 0.60 0.070

 q5_7 / Q12 I know when my lifestyle (e.g., exercise, diet, stress) 
is creating health problems for me 0.48 0.77 0.027

6. Health Service Navigation    

 q6_1 / Q21 I communicate very confidently with my doctor about 
my healthcare needs 0.84 0.29 0.256

 q6_2 / Q13 I have very positive relationships with my healthcare 
professionals 0.79 0.37 0.127

 q6_3 / Q25 I confidently give healthcare professionals the 
information they need to help me 0.63 0.61 0.104

 q6_4 / Q27 
I get my needs met from available healthcare 
resources (e.g., doctors, hospitals and community 
services) 

0.72 0.48 0.129

 q6_5 / Q34 I work in a team with my doctors and other 
healthcare professionals 0.77 0.41 0.187

7. Social Integration and Support    

 q7_1 / Q20 I have enough friends who help me cope with my 
health problems 0.84 0.29 0.209

 q7_2 / Q33 I get enough chances to talk about my health 
problems with people who understand 0.73 0.47 0.108

 q7_3 / Q6 If I need help, I have plenty of people I can rely on 0.80 0.36 0.165
 q7_4 / Q31 Overall, I feel well looked after by friends or family 0.87 0.25 0.204

 q7_5 / Q23 When I feel ill, my family and carers really 
understand what I am going through 0.75 0.44 0.115

8. Emotional Well-Being    
 q8_1 / Q42 If I think about my health, I get depressed 0.83 0.31 0.188
 q8_2 / Q37 I get upset when I think about my health 0.81 0.34 0.190
 q8_3 / Q26 I often feel angry when I think about my health 0.85 0.27 0.214

 q8_4 / Q09 My health problems make me very dissatisfied with 
my life 0.79 0.38 0.138

 q8_5 / Q1 I often worry about my health 0.69 0.52 0.125
 q8_6 / Q29 I feel hopeless because of my health problems 0.71 0.50 0.085

Fit statistics: χ²SB(791)=2280.7, p<0.001; RMSEA=0.045 (90% CI, 0.042;0.047); CFI=0.98; SRMR= 
0.060 

Legend: 

Loading: Standardised factor loading    
Error: Error variance    
FSR: Factor score regression coefficient    
χ²SB: Satorra-Bentler χ²    
RMSEA: Root mean square error of approximation    
90% CI: 90% Confidence interval    
CFI: Comparative fit index    
SRMR: Standardized root mean square residual    

 

 



 

Appendix 16  Formula of the Satorra-Bentler scaled difference chi-square test statistic (Satorra & 
Bentler, 2001) 
 
 
Difference test statistic:  Td = T0 - T1 
 
 
χ²SB difference test:   TSB d = Td / cSB d, where 
 
 
    cSB d = (r0 cSB 0 - r1 cSB 1) / m, with scaling corrections: 
 
    cSB 0 = T0 / TSB 0   and   cSB 1 = T1 / TSB 1, and 
 
    m = r0 - r1 (degrees of freedom of the χ² distribution) 
 
 
Legend 
 

M0: Model 0, e.g. baseline model 
M1: Model 1, e.g. response shift model 
T0: unscaled chi-square at 0 
TSB 0: scaled chi-square at 0 
T1: unscaled chi-square at 1 
TSB 1: scaled chi-square at 1 
r0: degrees of freedom at 0 
r1: degrees of freedom at 1 
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Appendix 17  Exploratory Factor Analysis (CEFA) results of the MC-C scale 
 
o-------------------------------------------------o 
 | CEFA: Comprehensive Exploratory Factor Analysis | 
 |                                                 | 
 |               Release Version 2.00              | 
 |                  October 2004                   | 
 |                                                 | 
 |           Mathematical Specification:           | 
 |        Michael W. Browne, Robert Cudeck,        | 
 |       Krishna Tateneni, and Gerhard Mels.       | 
 |                                                 | 
 |                   Programming:                  | 
 |         Krishna Tateneni, Gerhard Mels,         | 
 |      Robert Cudeck, and Michael W. Browne.      | 
 o-------------------------------------------------o 
  
 Date: 2007-10-22 
 Time: 23:32:18 
  
 o=====================o 
 | Details of Analysis | 
 o=====================o 
  
 Data file: C:\Documents and Settings\noltes\Thesis\Analysis\Chapter 6\EFA 
- SD\CEFA\MC-C\Geomin OLS - poly 2 factors\SD syntax.inp 
  
 Number of observations :   908 
 Number of variables    :    13 
 Number of factors      :     2 
  
 Polychoric correlation matrix to be analysed: 
   - Discrepancy function automatically set to OLS 
   - Standard errors unavailable 
  
 Discrepancy function   : OLS 
 Dispersion matrix      : Correlations 
 Max EFA iterations     :  50 
  
 Rotation type          : Oblique 
 Sort columns using     : Descending sums of squares 
  
 Rotation Criterion     : GEOMIN 
 Optional parameter     : 0.100E-01 
 Row weights            : None 
  
 Rotation convergence   : 0.100E-05 
  
 o=========================================o 
 | Estimated Polychoric Correlation Matrix | 
 o=========================================o 
  
Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9 Var10 Var11 Var12 Var13 
 
 Var1   1.000 
 Var2   0.411   1.000 
 Var3   0.491   0.377   1.000 
 Var4   0.293   0.468   0.339   1.000 
 Var5   0.006   0.111   0.014   0.133   1.000 
 Var6   0.083   0.265   0.147   0.321   0.147   1.000 
 Var7   0.106   0.278   0.046   0.268   0.385   0.356   1.000 
 Var8   0.208   0.386   0.263   0.289   0.085   0.292   0.188   1.000 
 Var9   0.056   0.180   0.056   0.183   0.397   0.204   0.428   0.296   
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  1.000 
 Var10  0.004   0.203   0.034   0.111   0.275   0.090   0.231   0.035   
  0.292   1.000 
 Var11  0.346   0.397   0.366   0.253   0.080   0.252   0.258   0.308   
  0.102   0.255   1.000 
 Var12  0.142   0.365   0.208   0.259   0.139   0.156   0.139   0.210   
  0.102   0.244   0.300   1.000 
 Var13  0.009   0.052   0.046   0.053   0.149   0.076   0.137   0.199   
  0.345   0.274  -0.016   0.007   1.000 
  
   Eigenvalues of Sample Correlation Matrix: 
  
  0.36E+01  0.19E+01  0.11E+01  0.11E+01  0.90E+00  0.78E+00  0.73E+00  
0.62E+00  0.56E+00  0.51E+00  0.49E+00  0.44E+00  0.38E+00 
  
  
  
  
 *************************************** 
 * Exploratory Factor Analysis Details * 
 *************************************** 
  
 o========================================================o 
 | Noniterative Unique Variances, Communalities, and SMCs | 
 o========================================================o 
  
                   Unique 
   Variable       Variance         Communality     SMC 
   --------       --------         -----------     --- 
   Var1             0.723            0.277         0.458 
   Var2             0.607            0.393         0.458 
   Var3             0.710            0.290         0.458 
   Var4             0.715            0.285         0.458 
   Var5             0.641            0.359         0.458 
   Var6             0.821            0.179         0.458 
   Var7             0.586            0.414         0.458 
   Var8             0.783            0.217         0.458 
   Var9             0.558            0.442         0.458 
   Var10            0.842            0.158         0.458 
   Var11            0.709            0.291         0.458 
   Var12            0.916            0.084         0.458 
   Var13            0.890            0.110         0.458 
  
  
 o================================o 
 | OLS  Unrotated Factor Loadings | 
 o================================o 
  
                   Fac1        Fac2 
   Var1           0.455      -0.395 
   Var2           0.693      -0.231 
   Var3           0.490      -0.410 
   Var4           0.569      -0.133 
   Var5           0.334       0.438 
   Var6           0.439       0.077 
   Var7           0.513       0.361 
   Var8           0.507      -0.040 
   Var9           0.469       0.527 
   Var10          0.339       0.294 
   Var11          0.555      -0.199 
   Var12          0.420      -0.074 
   Var13          0.213       0.309 
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 o=========================================o 
 | OLS  Unique Variances and Communalities | 
 o=========================================o 
  
 Variable       Unique Variance      Communality 
 --------       ---------------      ----------- 
 Var1                 0.637               0.363 
 Var2                 0.467               0.533 
 Var3                 0.591               0.409 
 Var4                 0.659               0.341 
 Var5                 0.697               0.303 
 Var6                 0.801               0.199 
 Var7                 0.607               0.393 
 Var8                 0.741               0.259 
 Var9                 0.502               0.498 
 Var10                0.799               0.201 
 Var11                0.653               0.347 
 Var12                0.818               0.182 
 Var13                0.859               0.141 
  
o==================================o 
 | OLS Discrepancy Function Details | 
 o==================================o 
  
F:        0.23695649 
  
 o===========================================o 
 | Corrected ML Discrepancy Function Details | 
 o===========================================o 
  
F1:       0.48266435 
F2:      -0.00055268 
F:        0.48211167 
  
 o=================o 
 | Measures of Fit | 
 o=================o 
  
 Sample discrepancy function value             : 0.48211167 
  
 Population discrepancy function value, Fo       
         Bias adjusted point estimate         : 0.424 
       90 percent confidence interval         : ( 0.354; 0.501) 
  
 Root mean square error of approximation         
 Steiger-Lind RMSEA = SQRT(Fo/DF)                
                       Point estimate         : 0.089 
       90 percent confidence interval         : ( 0.082; 0.097) 
  
 Expected cross-validation index                 
        Point estimate (modified AIC)         : 0.566 
       90 percent confidence interval         : ( 0.496; 0.644) 
  ECVI (modified AIC) for the saturated model : 0.201 
  
 Chi-square test statistic                     :     437.275 
  
 Exceedance Probabilities                         
  Perfect fit (Ho: RMSEA = 0.0)               : 0.000 
  Close fit (Ho: RMSEA <= 0.05)               : 0.000 
  
 Multiplier for obtaining test statistic       :   907.0 
 Degrees of freedom                            :    53 
 Effective number of parameters                :    38 
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 ******************** 
 * Rotation Details * 
 ******************** 
  
 o=====================================o 
 | Row Weights (Not Necessarily Used!) | 
 o=====================================o 
  
  Kaiser weights, Cureton-Mulaik weights, and 
  their products (final Cureton-Mulaik weights) 
  
   Var1           1.660       0.981       1.629 
   Var2           1.369       0.361       0.495 
   Var3           1.564       0.970       1.517 
   Var4           1.712       0.199       0.340 
   Var5           1.817       0.931       1.692 
   Var6           2.244       0.118       0.264 
   Var7           1.595       0.888       1.416 
   Var8           1.965       0.025       0.050 
   Var9           1.417       0.987       1.399 
   Var10          2.228       0.981       2.186 
   Var11          1.696       0.403       0.684 
   Var12          2.345       0.118       0.277 
   Var13          2.667       0.875       2.333 
  
 o==============================o 
 | GEOMIN Rotated Factor Matrix | 
 o==============================o 
  
                   Fac1        Fac2 
   Var1           0.633      -0.189 
   Var2           0.706       0.069 
   Var3           0.672      -0.189 
   Var4           0.540       0.111 
   Var5          -0.043       0.562 
   Var6           0.291       0.259 
   Var7           0.151       0.564 
   Var8           0.427       0.175 
   Var9           0.001       0.706 
   Var10          0.062       0.426 
   Var11          0.575       0.042 
   Var12          0.382       0.105 
   Var13         -0.048       0.387 
  
 GEOMIN Criterion: 1.078065689014995 
  
 o=====================o 
 | Factor Correlations | 
 o=====================o 
  
                   Fac1        Fac2 
   Fac1           1.000 
   Fac2           0.309       1.000 
  
 o================o 
 | CEFA Completed | 
 o================o 
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