The main problem that should be the focus of further research is to prove that there are no nontrivial perfect codes in the Johnson scheme by using the concept of $k$-regular codes.
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# Cocyclic Simplex Codes of Type $\alpha$ Over $\boldsymbol{Z}_{4}$ and $\boldsymbol{Z}_{2^{s}}$ 

Nimalsiri Pinnawala and Asha Rao


#### Abstract

Over the past decade, cocyles have been used to construct Hadamard and generalized Hadamard matrices. This, in turn, has led to the construction of codes-self-dual and others. Here we explore these ideas further to construct cocylic complex and Butson-Hadamard matrices, and subsequently we use the matrices to construct simplex codes of type $\alpha$ over $Z_{4}$ and $Z_{2^{s}}$, respectively.


Index Terms-Butson, cocycle, complex Hadamard, exponent, quaternary, self-orthogonal, simplex codes, trace.

## I. Introduction

Various authors [1], [2], [11], [12] have studied the construction of cocyclic Hadamard and cocyclic generalized Hadamard matrices and the use of these matrices in the construction of cocyclic codes. Here we extend these constructions to obtain cocyclic Butson and cocyclic complex Hadamard matrices. Simplex codes of type $\alpha$ were studied by Gupta [9], but no methods of constructions were given. We use the cocyclic complex and cocyclic Butson-Hadamard matrices to construct simplex codes of type $\alpha$ over $\boldsymbol{Z}_{4}$ and $\boldsymbol{Z}_{2}$, respectively. We assume that the reader is familiar with the basic facts of the theory of Hadamard matrices (see, for example, [15]) and of binary linear codes (see [13]).

If $G$ is a finite group (written multiplicatively with identity 1 ) and $C$ is an Abelian group, a cocycle (over $G$ ) is a set mapping $\psi: G \times G \rightarrow C$ which satisfies

$$
\psi(a, b) \psi(a b, c)=\psi(a, b c) \psi(b, c), \quad \forall a, b, c \in G
$$

A cocycle is normalized if $\psi(1,1)=1$. A cocycle may be represented as a cocyclic matrix $M_{\psi}=[\psi(a, b)]_{a, b \in G}$ once an indexing of the elements of $G$ has been chosen.

Let $C_{p}$ be the multiplicative group of all complex $p$ th roots of unity, $C_{p}=\left\{1, x, x^{2}, \ldots, x^{p-1}\right\}$, where $x=\exp (2 \pi i / p)$ and $p \geq 2$ is an integer. A square matrix $H=\left[h_{i j}\right]$ of order $n$ with elements from $C_{p}$ is called a Butson-Hadamard matrix $(B H(n, p))$ (see [5]) if and only if $H H^{*}=n I, H^{*}$ being the conjugate transpose of $H$ and $I$ the identity matrix of order $n$. When $p=2$ and $n=1,2$ or a multiple of 4, $B H(n, p)$ is a Hadamard matrix.

A complex Hadamard matrix $H$ of order $n$ is a matrix with entries from $\{1, i,-1,-i\}$ that satisfies $H H^{*}=n I$, where $i=\sqrt{-1}$ and $H^{*}$ is the conjugate transpose of $H$. It is conjectured that a complex Hadamard matrix exists for every even order. In [15], it is shown that every complex Hadamard matrix has order 1 or divisible by 2. A complex Hadamard matrix is a special case of a Butson-Hadamard matrix $B H(n, p)$ for $p=4$.

Let $H=\left[h_{i, j}\right]$ be a square matrix over $C_{p}$, where $p$ is a fixed integer $p>2$. The matrix $E=\left[e_{i, j}\right], e_{i, j} \in \boldsymbol{Z}_{p}$, which is obtained from $H=\left[x^{e_{i, j}}\right]=\left[h_{i, j}\right]$, where $x=\exp (2 \pi i / p)$, is called the exponent matrix associated with $H$. The elements of the exponent matrix $E$ lie in the Galois ring $\operatorname{GR}(p, 1)$ (Galois field $\mathrm{GF}(p)$, for $p$ prime), and its row vectors can be viewed as the codewords of a code over the integers modulo $p$.

[^0]In Section II, we introduce the main machinery of Galois rings for the study of $\boldsymbol{Z}_{4}$-codes and the trace map over GR $(4, m)$. In Section III, we define a cocycle for the construction of a complex Hadamard matrix and subsequently we use it for the construction of $\boldsymbol{Z}_{4}$-simplex codes of type $\alpha$. We then extend these results to obtain cocyclic simplex codes over $\boldsymbol{Z}_{2^{s}}$. The Galois ring $\operatorname{GR}\left(2^{s}, m\right)$ and the generalized trace map and codes over $\boldsymbol{Z}_{2}$ s are studied in Section IV. In Section V, we define a cocycle over GR $\left(2^{s}, m\right)$ to construct Butson-Hadamard matrices and use these matrices to create $\boldsymbol{Z}_{2 s}$-simplex codes of type $\alpha$.

## II. The Galois Ring GR $(4, m)$, The Trace Map, and Codes Over $\boldsymbol{Z}_{4}$

Let $h(x)$ be a basic irreducible polynomial of degree $m$ over $\boldsymbol{Z}_{4}$. Consider the residue class ring $Z_{4}[x] /(h(x))$. The residue classes

$$
a_{0}+a_{1} x+\cdots+a_{m-1} x^{m-1}+(h(x))
$$

where $a_{0}, a_{1}, \ldots, a_{m-1} \in \boldsymbol{Z}_{4}$, are all distinct elements of $\boldsymbol{Z}_{4}[x] /(h(x))$. Hence, $\left|\boldsymbol{Z}_{4}[x] /(h(x))\right|=4^{m}$. The ring $\boldsymbol{Z}_{4}[x] /(h(x))$ is called the Galois ring of order $4^{m}$ and is denoted by GR $(4, m)$.
In the Galois ring $\operatorname{GR}(4, m)$ there exists a nonzero element $\zeta$ of order $2^{m}-1$ (take $\zeta=x+(h(x))$, for example), which is a root of a basic primitive polynomial $h(x)$ of degree $m$ over $\boldsymbol{Z}_{4}$ and $\operatorname{GR}(4, m)=\boldsymbol{Z}_{4}[\zeta]$. Moreover, $h(x)$ is the unique monic polynomial of degree $\leq m$ over $\boldsymbol{Z}_{4}$ having $\zeta$ as a root.
Let $\mathcal{T}=\left\{0,1, \zeta, \zeta^{2}, \ldots, \zeta^{2^{m}-2}\right\}$ be the Teichmuller set; then any element $c \in \operatorname{GR}(4, m)$ can be written uniquely as $c=a+2 b$, where $a, b \in \mathcal{T}$. More details can be found in [16].
The Frobenius automorphism over the Galois ring GR $(4, m)$ is defined by

$$
f: \operatorname{GR}(4, m) \rightarrow \operatorname{GR}(4, m), \quad c=a+2 b \rightarrow f(c)=a^{2}+2 b^{2}
$$

and the trace map over $\operatorname{GR}(4, m)$ is defined by

$$
T: \operatorname{GR}(4, m) \rightarrow \boldsymbol{Z}_{4}
$$

$T(c)=c+f(c)+f^{2}(c)+\cdots+f^{m-1}(c), \quad$ for all $c \in \operatorname{GR}\left(4^{m}\right)$.
From the definition of $f$ and $T$ it is clear that $T$ is a nontrivial linear transformation from $\operatorname{GR}(4, m)$ to $\boldsymbol{Z}_{4}$.

Further, let $c \in \operatorname{GR}(4, m)$. Boztaş et al. [4] show that if $c$ is invertible, then as $x$ ranges over GR $(4, m), T(c x)$ takes $0,1,2$, and 3 equally often, i.e., $4^{m-1}$ times and if $c$ is not invertible then as $x$ ranges over GR $(4, m), T(c x)$ takes 0 and 2 equally often, i.e., $2 \cdot 4^{m-1}$ times.

For a positive integer $p$, let $\boldsymbol{Z}_{p}$ be the set of integers modulo $p$, i.e., $Z_{p}=\{0,1,2, \ldots, p-1\}$. The Lee weight of $a \in Z_{p}$ is defined by $W_{L}(a)=\min \{a, p-a\}$. The Lee weight $W_{L}(\boldsymbol{x})$ of $\boldsymbol{x}=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $\boldsymbol{Z}_{p}^{n}$ is defined to be the integral sum of the Lee weight of its components. The Lee distance between $\boldsymbol{x}, \boldsymbol{y} \in \boldsymbol{Z}_{p}^{n}$ is defined as

$$
d_{L}(\boldsymbol{x}, \boldsymbol{y})=W_{L}(\boldsymbol{x}-\boldsymbol{y})
$$

Let $Z_{4}$ be the ring of integers modulo 4 (i.e., $Z_{4}=\{0,1,2,3\}$ ), $n$ be a positive integer, and $Z_{4}^{n}$ be the set of $n$-tuples over $Z_{4}$. i.e.,

$$
Z_{4}^{n}=\left\{\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mid x_{i} \in Z_{4}, \text { for } i=1,2, \ldots, n\right\}
$$

A nonempty subset $C$ of $Z_{4}^{n}$ is called a $Z_{4}$-code (or a quaternary code). $n$ is called the length of the code. $n$-tuples of $C$ are called codewords of $C$. For all $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\boldsymbol{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $Z_{4}^{n}$, if the componentwise addition is defined as
$\left(x_{1}, x_{2}, \ldots, x_{n}\right)+\left(y_{1}, y_{2}, \ldots, y_{n}\right)=\left(x_{1}+y_{1}, x_{2}+y_{2}, \ldots, x_{n}+y_{n}\right)$
then $Z_{4}^{n}$ becomes an additive Abelian group of order $4^{n}$. Any subgroup $C$ of $Z_{4}^{n}$ is called a quaternary linear code, or simply $Z_{4}$-linear code.

As pointed out by Hammons et al. [10], a $\boldsymbol{Z}_{4}$-linear code $C$ containing some nonzero codewords is permutation equivalent to a $\boldsymbol{Z}_{4}$-linear code with a generator matrix of the form

$$
G_{C}=\left[\begin{array}{ccc}
I_{k_{1}} & A & B \\
0 & 2 I_{k_{2}} & 2 D
\end{array}\right]
$$

where $I_{k_{1}}$ and $I_{k_{2}}$ are the identity matrices of order $k_{1}$ and $k_{2}$, respectively, $A$ and $D$ are $\boldsymbol{Z}_{2}$-matrices, and $B$ is a $\boldsymbol{Z}_{4}$-matrix. The code $C$ is an Abelian group of type $4^{k_{1}} 2^{k_{2}}$ and it contains $2^{\left(2 k_{1}+k_{2}\right)}$ codewords. Further, it is a free $\boldsymbol{Z}_{4}$-module if and only if $k_{2}=0$. Parameters of a $Z_{4}$-linear code $C$ are denoted by $\left[n, k, d_{L}\right]$, where $n$ is the length of the code, $k$ is the 2 -dimension of the code, and $d_{L}$ is the minimum Lee distance of the code. For more information on the 2-dimension of a code see [9].
The Gray map is used to form binary codes from $Z_{4}$-codes. Some well-known binary nonlinear codes are images under the Gray map of linear codes over $\boldsymbol{Z}_{4}$. The Gray map is usually denoted by $\phi$, and defined as

$$
\begin{aligned}
\phi: \boldsymbol{Z}_{4} & \rightarrow \boldsymbol{Z}_{2}^{2} \\
0 & \rightarrow 00 \\
1 & \rightarrow 01 \\
2 & \rightarrow 11 \\
3 & \rightarrow 10 .
\end{aligned}
$$

More details on $\boldsymbol{Z}_{4}$-codes can be found in [3], [10], [16], etc.
Let $C$ be a $\boldsymbol{Z}_{4}$-linear code and $d_{H}$ and $d_{L}$ be the minimum Hamming distance and minimum Lee distance of $C$, respectively. In [14], Rains has shown that for any $\boldsymbol{Z}_{4}$-linear code $C$

$$
d_{H} \geq\left\lceil\frac{d_{L}}{2}\right\rceil
$$

If $d_{H}=\left\lceil\frac{d_{L}}{2}\right\rceil$, then $C$ is called a code of type $\alpha$. Otherwise, it is said to be of type $\beta$.

## Definition 2.1: $\boldsymbol{Z}_{4}$-simplex code of type $\alpha$ [9].

Let $G_{m}$ be an $m \times 4^{m}$ matrix over $\boldsymbol{Z}_{4}$ consisting of distinct columns. Inductively $G_{m}$ can be written as

$$
G_{m}=\left[\begin{array}{c|c|c|c}
00 \ldots 0 & 11 \ldots 1 & 22 \ldots 2 & 33 \ldots 3 \\
\hline G_{m-1} & G_{m-1} & G_{m-1} & G_{m-1}
\end{array}\right]
$$

with $G_{1}=[0123]$. The code generated by $G_{m}$, denoted by $S_{m}^{\alpha}$, is called a $\boldsymbol{Z}_{4}$-simplex code of type $\alpha$.
The Gray image of $\bar{S}_{m}^{\alpha}$ is nonlinear for all $m$, where $\bar{S}_{m}^{\alpha}$ is the punctured code of $S_{m}^{\alpha}$ obtained by deleting the zero coordinate [9].

## III. Cocyclic Complex Hadamard Matrices and $\boldsymbol{Z}_{4}$-Simplex Codes of Type $\alpha$

The key focus of this section is the construction of complex Hadamard matrices by using a cocycle and subsequently cocyclic $\boldsymbol{Z}_{4}$-simplex codes of type $\alpha$.

Theorem 3.1: Let $h(x)$ be a basic irreducible polynomial of degree $m$ over $\boldsymbol{Z}_{4}$ and $\operatorname{GR}(4, m)=Z_{4}[x] /(h(x))$. Let $C_{4}=\left\{1, x, x^{2}, x^{3}\right\}$ be the multiplicative group of all complex 4th roots of unity and $T$ be the trace map over $\operatorname{GR}(4, m)$. Then
i) the function

$$
\psi: \operatorname{GR}(4, m) \times \operatorname{GR}(4, m) \rightarrow C_{4}
$$

given by

$$
\psi\left(c_{i}, c_{j}\right)=(x)^{T\left(c_{i} c_{j}\right)}
$$

is a cocycle;
ii) the matrix $H=\left[\psi\left(c_{i}, c_{j}\right)\right]_{c_{i}, c_{j} \in G R(4, m)}$ is a complex Hadamard matrix of order $4^{m}$.
Proof:
i) From the definition of $\psi$ and the properties of the trace map, it is obvious that $\psi$ is a cocycle.
ii) For all $a, b \in \operatorname{GR}(4, m)$, consider the sum

$$
S=\sum_{\forall h \in \operatorname{GR}(4, m)} \psi(a, h) \overline{\psi(b, h)}
$$

where $\overline{\psi(b, h)}$ is the complex conjugate of $\psi(b, h)$. From the properties of the trace map

$$
S=\sum_{\forall h \in \operatorname{GR}(4, m)}(x)^{T((a-b) h)} .
$$

For $a=b, S=4^{m}$, and for $a \neq b, S=0$. Thus, $H$ is a complex Hadamard matrix of order $4^{m}$.
Theorem 3.2: The rows of the matrix $A=\left[T\left(c_{i} c_{j}\right)\right]$ (the exponent matrix associated with $H$ in Theorem 3.1) form a quaternary linear code $\left[n, k, d_{L}\right]=\left[4^{m}, m, 4^{m}\right]$ and it is a $\boldsymbol{Z}_{4}$-simplex code of type $\alpha$. Further $A$ is a free $Z_{4}$-module and a self-orthogonal code.

Proof: Consider the set $\mathcal{K}=\left\{1, \zeta, \zeta^{2}, \ldots, \zeta^{m-1}\right\}$, where $\zeta$ is a root of $h(x)$. It is clear that these elements are linearly independent $m$-tuples in GR $(4, m)$ and are invertible. Further, we know that $\operatorname{GR}(4, m)=\left\langle 1, \zeta, \zeta^{2}, \ldots, \zeta^{m-1}\right\rangle$. Therefore, any element $c_{i} \in \operatorname{GR}(4, m)$ can be written uniquely as

$$
c_{i}=a_{0}+a_{1} \zeta+a_{2} \zeta^{2}+\cdots+a_{m-1} \zeta^{m-1}
$$

where $a_{j} \in Z_{4}, j=0,1,2, \ldots, m-1$ and $i=1,2, \ldots, 4^{m}$.
Now consider the following matrix:

$$
G_{A}=\left[\begin{array}{cc}
T\left(c_{i}\right), & i=1,2, \ldots, 4^{m} \\
T\left(\zeta c_{i}\right), & i=1,2, \ldots, 4^{m} \\
\vdots & \vdots \\
T\left(\zeta^{m-1} c_{i}\right), & i=1,2, \ldots, 4^{m}
\end{array}\right]_{m \times 4^{m}}
$$

Since $1, \zeta, \zeta^{2}, \ldots, \zeta^{m-1}$ are invertible, from the properties of the trace map, each row in $G_{A}$ consists of $0,1,2,3$ equally often (i.e., $4^{m-1}$ times). Further, the rows of the matrix $G_{A}$ are linearly independent and $G_{A}$ generates the matrix $A=\left[T\left(c_{i} c_{j}\right)\right]_{c_{i}, c_{j} \in \operatorname{GR}(4, m)}$. It is obvious that the minimum Lee distance of the code $A$ is $4^{m}$ and hence $A$ is a quaternary linear code with parameters $\left[n, k, d_{L}\right]=\left[4^{m}, m, 4^{m}\right]$. By deleting the all-zero column of $A$ we get the linear quaternary code $A^{*}$ with parameters $\left[4^{m}-1, m, 4^{m}\right]$.

From Definition 2.1, the generator matrix $G_{A}$ is equivalent to that of $G_{m}$, the generator matrix of a $\boldsymbol{Z}_{4}$-simplex code of type $\alpha$. Therefore, the code $A$ is a $Z_{4}$-simplex code of type $\alpha$.
$G_{A}$ has no rows with only 0 's and 2's. Therefore, it should be equivalent to a matrix of the form $G_{A}=\left[\begin{array}{lll}I_{m} & A & B\end{array}\right]$, where $A$ and $B$ are $\boldsymbol{Z}_{2}$ and $\boldsymbol{Z}_{4}$ matrices, respectively. Thus, the code generated by the matrix $G_{A}$ is a free $\boldsymbol{Z}_{4}$-module. In [8], it is shown that $\boldsymbol{Z}_{4}$-simplex codes $S_{m}^{\alpha}$ ( $m \geq 2$ ) are self-orthogonal and, hence, $A$ is a self-orthogonal code.
Further, the binary image of $A^{*}$, which is obtained by deleting the all-zero column of $A$, is a nonlinear $\boldsymbol{Z}_{2}$-code $C=\phi\left(A^{*}\right)$ with parameters $\left(n, M, d_{H}\right)=\left(2 \cdot\left(4^{m}-1\right), 4^{m}, 4^{m}\right)$.

Example 3.3: Consider the basic irreducible polynomial $h(x)=$ $x^{2}+x+1$ over $\boldsymbol{Z}_{4}$. Define the Galois ring GR $(4,2)=\boldsymbol{Z}_{4}[x] /(h(x))$. Let $\zeta$ be a root of $h(x)$. Since $m=2$, the order of $\zeta$ is $2^{2}-1=3$. Therefore, $\zeta^{0}=1, \zeta^{1}=\zeta, \zeta^{2}=3 \zeta+3$ and $\mathcal{T}=\left\{0,1, \zeta, \zeta^{2}\right\}$. $\operatorname{GR}(4,2)=\{c=a+2 b \mid a, b \in \mathcal{T}\}$. Elements of this ring and value of each element under the trace map are given in the Table I.

Consider the set mapping

$$
\psi: \operatorname{GR}(4,2) \times \operatorname{GR}(4,2) \rightarrow C_{4}, \quad \psi\left(c_{i}, c_{j}\right)=(i)^{T\left(c_{i} c_{j}\right)}
$$

TABLE I
Elements of GR $(4,2)$ and Their Values Under the Trace Map

| Element | $c_{i}=a+2 b$ | $T\left(c_{i}\right)$ | $T\left(\zeta c_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| 00 | 0 | 0 | 0 |
| 20 | 2 | 0 | 2 |
| 02 | $2 \zeta$ | 2 | 2 |
| 22 | $2 \zeta^{2}$ | 2 | 0 |
| 10 | 1 | 2 | 3 |
| 30 | $1+2$ | 2 | 1 |
| 12 | $1+2 \zeta$ | 0 | 1 |
| 32 | $1+2 \zeta^{2}$ | 0 | 3 |
| 01 | $\zeta$ | 3 | 3 |
| 21 | $\zeta+2$ | 3 | 1 |
| 03 | $\zeta+2 \zeta$ | 1 | 1 |
| 23 | $\zeta+2 \zeta^{2}$ | 1 | 3 |
| 33 | $\zeta \zeta^{2}$ | 3 | 2 |
| 13 | $\zeta^{2}+2$ | 3 | 0 |
| 31 | $\zeta^{2}+2 \zeta$ | 1 | 0 |
| 11 | $\zeta^{2}+2 \zeta^{2}$ | 1 | 2 |

According to the proof of Theorem 3.1 i), $\psi$ is a cocycle. The matrix

$$
H=\left[\psi\left(c_{i}, c_{j}\right)\right]_{c_{i}, c_{j} \in \operatorname{GR}}^{(4,2)},
$$

is shown in Fig. 1.
By Theorem 3.1 ii), $H H^{*}=4^{2} I_{4^{2} \times 4^{2}}$. i.e., $H$ is a complex Hadamard matrix of order $4^{2}$.

The matrix $A=\left[T\left(c_{i} c_{j}\right)\right]_{\forall c_{i}, c_{j} \in \operatorname{GR}(4,2)}$ (the exponent matrix associated with $H$ ) is shown in Fig. 2.

The rows of the matrix $A$ can be considered as codewords over $\boldsymbol{Z}_{4}$. A generator matrix for this code is

$$
G_{A}=\left[\begin{array}{cl}
T\left(c_{i}\right), & i=1,2, \ldots, 4^{2} \\
T\left(\zeta c_{i}\right), & i=1,2, \ldots, 4^{2}
\end{array}\right]_{2 \times 4^{2}}
$$

i.e.,

$$
G_{A}=\left[\begin{array}{llllllllllllllll}
0 & 0 & 2 & 2 & 2 & 2 & 0 & 0 & 3 & 3 & 1 & 1 & 3 & 3 & 1 & 1 \\
0 & 2 & 2 & 0 & 3 & 1 & 1 & 3 & 3 & 1 & 1 & 3 & 2 & 0 & 0 & 2
\end{array}\right] .
$$

Parameters of this $\boldsymbol{Z}_{4}$-linear code are $\left[4^{2}, 2,4^{2}\right]$. By deleting the all-zero column of $A$ we get $A^{*}$, a $Z_{4}$-linear code with parameters [ $4^{2}-1,2,4^{2}$ ]. It is clear that the generator matrix $G_{A}$ is equivalent to the generator matrix $G_{2}$ of Definition 2.1 and, hence, $A$ is a $\boldsymbol{Z}_{4}$-simplex code of type $\alpha$.

The binary image of $A^{*}$ is a nonlinear $\boldsymbol{Z}_{2}$-code $C=\phi\left(A^{*}\right)$ with parameters $\left(n, M, d_{H}\right)=\left(2 \cdot\left(4^{2}-1\right), 4^{2}, 4^{2}\right)$.

## IV. Galois Ring GR $\left(2^{s}, m\right)$ and Codes Over $\boldsymbol{Z}_{2} s$

Let $\boldsymbol{Z}_{2^{s}}=\left\{0,1,2, \ldots, 2^{s}-1\right\}$ be the ring of integers modulo $2^{s}$. Let $h(x)$ be an irreducible polynomial of degree $m$ over $\boldsymbol{Z}_{2 s}$. Define the Galois ring $\operatorname{GR}\left(2^{s}, m\right)=\boldsymbol{Z}_{2^{s}}[x] /(h(x))$. Let $\zeta=x+(h(x))$. Then $h(\zeta)=0$ and, hence, $\operatorname{GR}\left(2^{s}, m\right)=\boldsymbol{Z}_{2 s}[\zeta]$. Thus, we have $\operatorname{GR}\left(2^{s}, m\right)=\left\langle 1, \zeta, \zeta^{2}, \ldots, \zeta^{m-1}\right\rangle$ and $\left|\operatorname{GR}\left(2^{s}, m\right)\right|=2^{s m}$.

Let $\mathcal{T}=\left\{0,1, \zeta, \ldots, \zeta^{2^{m}-2}\right\}$ be the Teichmuller set. Then any $u \in \mathrm{GR}\left(2^{s}, m\right)$ can be uniquely written as $u=\sum_{i=0}^{s-1} 2^{i} u_{i}$, where $u_{i} \in \mathcal{T}$. Further, $u$ is invertible iff $u_{0} \neq 0$.

Consider the Frobenius automorphism given in [7]

$$
\begin{gathered}
f: \mathrm{GR}\left(2^{s}, m\right) \rightarrow \mathrm{GR}\left(2^{s}, m\right) \\
f(u)=\sum_{i=0}^{s-1} 2^{i} u_{i}^{2}
\end{gathered}
$$

and the trace map

$$
\begin{gathered}
T: \operatorname{GR}\left(2^{s}, m\right) \rightarrow \boldsymbol{Z}_{2 s} \\
T(u)=u+f(u)+f^{2}(u)+\cdots+f^{m-1}(u) .
\end{gathered}
$$

Since $f$ is an automorphism, obviously $T$ is a nontrivial linear transformation.

Also for any $b \in \operatorname{GR}\left(2^{s}, m\right)$, if $b$ is invertible, then as $x$ ranges over GR $\left(2^{s}, m\right), T(x b)$ takes each element of $\boldsymbol{Z}_{2 s}$ equally often, i.e.,

$$
H=\left[\begin{array}{rrrrrrrrrrrrrrrr}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -i & -i & i & i & -i & -i & i & i \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & i & i & -i & -i & i & i & -i & -i \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & i & i & -i & -i & -i & -i & i & i \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -i & -i & i & i & i & i & -i & -i \\
1 & -1 & -1 & 1 & -i & i & i & -i & -i & i & i & -i & -1 & 1 & 1 & -1 \\
1 & -1 & -1 & 1 & -i & i & i & -i & i & -i & -i & i & 1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & i & -i & -i & i & i & -i & -i & i & -1 & 1 & 1 & -1 \\
1 & -1 & -1 & 1 & i & -i & -i & i & -i & i & i & -i & 1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1 & -i & i & -i & i & -1 & 1 & -1 & 1 & -i & i & -i & i \\
1 & -1 & 1 & -1 & -i & i & -i & i & 1 & -1 & 1 & -1 & i & -i & i & -i \\
1 & -1 & 1 & -1 & i & -i & i & -i & 1 & -1 & 1 & -1 & -i & i & -i & i \\
1 & -1 & 1 & -1 & i & -i & i & -i & -1 & 1 & -1 & 1 & i & -i & i & -i
\end{array}\right]
$$

Fig. 1. Cocyclic matrix over $\operatorname{GR}(4,2)$ using the trace map.
$A=\left[\begin{array}{llllllllllllllll}0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\ 0 & 0 & 0 & 0 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 2 & 2 & 2 & 2 & 0 & 0 & 0 & 0 & 2 & 2 & 2 & 2 \\ 0 & 0 & 2 & 2 & 2 & 2 & 0 & 0 & 3 & 3 & 1 & 1 & 3 & 3 & 1 & 1 \\ 0 & 0 & 2 & 2 & 2 & 2 & 0 & 0 & 1 & 1 & 3 & 3 & 1 & 1 & 3 & 3 \\ 0 & 0 & 2 & 2 & 0 & 0 & 2 & 2 & 1 & 1 & 3 & 3 & 3 & 3 & 1 & 1 \\ 0 & 0 & 2 & 2 & 0 & 0 & 2 & 2 & 3 & 3 & 1 & 1 & 1 & 1 & 3 & 3 \\ 0 & 2 & 2 & 0 & 3 & 1 & 1 & 3 & 3 & 1 & 1 & 3 & 2 & 0 & 0 & 2 \\ 0 & 2 & 2 & 0 & 3 & 1 & 1 & 3 & 1 & 3 & 3 & 1 & 0 & 2 & 2 & 0 \\ 0 & 2 & 2 & 0 & 1 & 3 & 3 & 1 & 1 & 3 & 3 & 1 & 2 & 0 & 0 & 2 \\ 0 & 2 & 2 & 0 & 1 & 3 & 3 & 1 & 3 & 1 & 1 & 3 & 0 & 2 & 2 & 0 \\ 0 & 2 & 0 & 2 & 3 & 1 & 3 & 1 & 2 & 0 & 2 & 0 & 3 & 1 & 3 & 1 \\ 0 & 2 & 0 & 2 & 3 & 1 & 3 & 1 & 0 & 2 & 0 & 2 & 1 & 3 & 1 & 3 \\ 0 & 2 & 0 & 2 & 1 & 3 & 1 & 3 & 0 & 2 & 0 & 2 & 3 & 1 & 3 & 1 \\ 0 & 2 & 0 & 2 & 1 & 3 & 1 & 3 & 2 & 0 & 2 & 0 & 1 & 3 & 1 & 3\end{array}\right]$
Fig. 2. The exponent matrix associated with $H$.
$2^{s m-s}$ times and if $b$ is not invertible then, as $x$ ranges over GR $\left(2^{s}, m\right)$, $T(x b)$ takes elements in

$$
\left\{2^{k} t \mid t=0,1,2, \ldots, 2^{s-k}-1, k=1,2, \ldots, s-1\right\}
$$

equally often, i.e., $2^{s m-(s-k)}$ times.
Moving on to codes over $\boldsymbol{Z}_{2^{s}}$, the generator matrix $G$ of any linear code $C$ of length $n$ over $\boldsymbol{Z}_{2 s}$ is equivalent to

$$
\left[\begin{array}{ccccccc}
I_{k_{0}} & A_{0,1} & A_{0,2} & \ldots & \ldots & A_{0, s-1} & A_{0, s} \\
0 & 2 I_{k_{1}} & 2 A_{1,2} & \ldots & \ldots & 2 A_{1, s-1} & 2 A_{1, s} \\
0 & 0 & 2^{2} I_{k_{2}} & 2^{2} A_{2,3} & \ldots & 2^{2} A_{2, s-1} & 2^{2} A_{2, s} \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 2^{s-1} I_{k_{s-1}} & 2^{s-1} A_{s-1, s}
\end{array}\right] .
$$

Here the $A_{i, j}$ are matrices over $\boldsymbol{Z}_{2}$. Note that $C$ is a free $\boldsymbol{Z}_{2 s}$-module if and only if $k_{i}=0$ for all $i=1,2, \ldots, s-1$ ([6]).

The Gray map can be generalized to construct binary codes from codes over $Z_{2}$ s [7].

Let $s$ be any positive integer, $u$ any element of $Z_{2} s$, and $\sum_{i=1}^{s} 2^{i-1} u_{i}$ its binary expansion ( $u_{i}=0,1$ ). The image of $u$ by the generalized Gray map is the following Boolean function on $Z_{2}^{s-1}$ :

$$
G(u):\left(y_{1}, y_{2}, \ldots, y_{s-1}\right) \rightarrow u_{s}+\sum_{i=1}^{s-1} u_{i} y_{i}
$$

where $\left(y_{1}, y_{2}, \ldots, y_{s-1}\right) \in Z_{2}^{s-1}$.
Definition 4.1: $\boldsymbol{Z}_{2 s}$-simplex code of type $\alpha$ [9].
Let $G_{m}$ be an $m \times 2^{s m}$ matrix over $\boldsymbol{Z}_{2}$ defined inductively by the expressions at the bottom of the page.

The code generated by $G_{m}$ is called the $\boldsymbol{Z}_{2 s}$-simplex code of type $\alpha$ and is denoted by $S_{m}^{\alpha}$.
Let $\bar{C}=\overline{S_{m}^{\alpha}}$ be the punctured code of $S_{m}^{\alpha}$, which is obtained by deleting the zero coordinate. The Gray image of $\bar{C}$ under the generalized Gray map of 2 -basis is a $\left[2^{s-1}\left(2^{s m}-1\right), s m, 2^{s(m+1)-2}\right]$ binary linear code.

## V. Cocyclic Butson-Hadamard Matrices and $\boldsymbol{Z}_{2 s}$-Simplex Codes of Type $\alpha$

Here we define a cocycle over the Galois ring GR $\left(2^{s}, m\right)$ and construct Butson-Hadamard matrices $H_{2} s m$ of order $2^{s m}$. The exponent matrix of $H_{2} s m$ is a simplex code of type $\alpha$ over the integers modulo $2^{s}$. The proofs of the following two theorems are very similar to those of Theorems 3.1 and 3.2.

Theorem 5.1: Let $C_{2} s=\left\{1, x, x^{2}, \ldots, x^{2^{s}-1}\right\}$ be the set of all complex $\left(2^{s}\right)$ th roots of unity and and $\mathrm{GR}\left(2^{s}, m\right)$ be the Galois ring of order $2^{s m}$. Consider the set mapping

$$
\begin{gathered}
\psi: \operatorname{GR}\left(2^{s}, m\right) \times \operatorname{GR}\left(2^{s}, m\right) \rightarrow C_{2} s \\
\psi(a, b)=(x)^{T(a b)}
\end{gathered}
$$

Then
i) $\psi$ is a cocycle,
ii) $M_{\psi}=[\psi(a, b)]_{\forall a, b \in \operatorname{GR}\left(2^{s}, m\right)}$ is a Butson-Hadamard matrix of order $2^{s m}$.

$$
\begin{aligned}
G_{1} & =\left[0,1,2, \ldots, 2^{s}-1\right] \\
G_{m} & =\left[\begin{array}{c|c|c|c}
00 \ldots 0 & 11 \ldots 1 & \ldots & \left(2^{s}-1\right)\left(2^{s}-1\right) \ldots\left(2^{s}-1\right) \\
\hline G_{m-1} & G_{m-1} & \ldots & G_{m-1}
\end{array}\right] .
\end{aligned}
$$

Theorem 5.2: If $A=[T(a b)]_{\forall a, b \in \operatorname{GR}\left(2^{s}, m\right)}$ is the exponent matrix associated with $M_{\psi}$ in Theorem 5.1, then the rows of $A$ form a simplex code of type $\alpha$ over $\boldsymbol{Z}_{2 s}$.

## VI. Conclusion

In this correspondence, we introduced a cocycle over the Galois ring $\operatorname{GR}(4, m)$ for the construction of complex Hadamard matrices and a cocycle over the Galois ring $\operatorname{GR}\left(2^{s}, m\right)$ for the construction of Butson-Hadamard matrices. Subsequently, we used these matrices for the construction of simplex codes of type $\alpha$ over $\boldsymbol{Z}_{4}$ and $\boldsymbol{Z}_{2^{s}}$, respectively.
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## Code Construction on Fiber Products of Kummer Covers

Hiren Maharaj


#### Abstract

We show that Riemann-Roch spaces of divisors from fiber products of Kummer covers of the projective line, which are invariant with respect to the Galois group, decompose as a direct sum of Riemann-Roch spaces of divisors of the projective line. Consequently, one obtains explicit bases and good upper bounds for the minimum distance of the resulting Goppa codes. This correspondence is a generalization of the work of Xing.


Index Terms—Algebraic-geometry codes, fiber products of Kummer covers, geometric Goppa codes.

## I. Introduction and Main Results

Motivated by applications in coding theory much work has been done, using a variety of techniques, on the construction of curves with many points over finite fields (see [4], [8]). Specifically, in [1]-[3], [5], [7] such curves are constructed using Kummer covers or fiber products of Kummer covers of the projective line. Recall that a collection of all functions defined on a curve, whose poles with pole order upperbounded by a prescribed set of corresponding fixed integers (specified by a divisor) forms a vector space called a Riemann-Roch space. In this correspondence, it is shown how to obtain explicit bases for a large class of Riemann-Roch spaces from these curves by exhibiting the space as a direct sum of Riemann-Roch spaces of divisors of the projective line. In this section, we state the main results and the proofs are given in Section II. In order to illustrate the application of this work to code construction, in Section III we work two examples in detail. There we indicate how to derive upper bounds on the minimum distance of the corresponding Goppa codes.

Henceforth, we use the language of algebraic function fields (of a single variable) as in [6]. For example, we denote the set of places of a function field $F$ by $\mathbb{P}(F)$. To state our first result, we need the following definition. Let $F^{\prime} / F$ be a finite extension of algebraic function fields. Any divisor of $F^{\prime}$ can be written in the form

$$
G=\sum_{R \in \mathbb{P}(F)} \sum_{\left.Q \in \mathbb{P}^{( } F^{\prime}\right), Q \mid R} a_{Q} Q
$$

where the $a_{Q}$ are integers such that $a_{Q}=0$ for almost all $Q \in \mathbb{P}\left(F^{\prime}\right)$. We define the restriction of $G$ to $F$, denoted $\left.G\right|_{F}$, to be the following divisor of $F$ :

$$
\left.G\right|_{F}:=\sum_{R \in \mathbb{P}(F)} \min \left\{\left\lfloor\frac{a_{Q}}{e(Q \mid R)}\right\rfloor: Q \mid R\right\} R .
$$

Next we assume $F^{\prime} / F$ is a Kummer extension of degree $n>1$ so that we can write $F^{\prime}=F(y)$ where $y^{n} \in F$.

Theorem 2.2: Let $G$ be a divisor of $F^{\prime}$ which is invariant with respect to $\operatorname{Gal}\left(F^{\prime} / F\right)$. Then

$$
\mathcal{L}(G)=\bigoplus_{i=0}^{n-1} \mathcal{L}\left(\left.(G+i(y))\right|_{F}\right) y^{i}
$$

Thus, $\mathcal{L}(G)$ can be decomposed as a direct sum of Riemann-Roch spaces of $F$. In the case that $F$ is the rational function field, explicit
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