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D. Barrios Rolánía,a 1 A. Branquinho b,2,*
A. Foulquié Moreno c,3

aFac. Informática, Univ. Politécnica de Madrid, 28660 Boadilla del Monte, Spain
bCMUC, Department of Mathematics, University of Coimbra, Largo D. Dinis,
3001-454 Coimbra, Portugal.
cUniversidade de Aveiro, Campus de Santiago 3810, Aveiro, Portugal

Abstract

High-order non symmetric difference operators with complex coefficients are considered. The correspondence between dynamics of the coefficients of the operator defined by a Lax pair and its resolvent function is established. The method of investigation is based on the analysis of the moments for the operator. The solution of a discrete dynamical system is studied. We give explicit expressions for the resolvent function and, under some conditions, the representation of the vector of functionals, associated with the solution for the integrable systems.
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1 Introduction and notation

1.1 Vector orthogonality

For a fixed $p \in \mathbb{Z}^+$, let us consider the sequence $\{P_n\}$ of polynomials given by the recurrence relation

$$\begin{align*}
    xP_n(x) &= P_{n+1}(x) + a_{n-p+1}P_{n-p}(x), \quad n = p, p+1, \ldots \\
    P_i(x) &= x^i, \quad i = 0, 1, \ldots, p
\end{align*}$$

(1)

where we assume $a_j \neq 0$ for each $j \in \mathbb{N}$. For $m \in \mathbb{N}$ and $n = mp + i, i = 0, 1, \ldots, p-1$, we can write

$$\begin{align*}
    xP_{mp}(x) &= P_{mp+1}(x) + a_{(m-1)p+1}P_{(m-1)p}(x) \\
    &\vdots \\
    xP_{(m+1)p-1}(x) &= P_{(m+1)p}(x) + a_{mp}P_{mp-1}(x).
\end{align*}$$

This is, denoting $B_m(x) = \left(P_{mp}(x), P_{mp+1}(x), \ldots, P_{(m+1)p-1}(x)\right)^T$, $A = \begin{pmatrix} 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \end{pmatrix}$, $B = \begin{pmatrix} 0 & 1 & \cdots & \cdots \\ \cdots & \cdots & \ddots & \cdots \\ \cdots & \cdots & \cdots & 0 \\ 0 & \cdots & \cdots & 0 \end{pmatrix}$, and $C_m = \text{diag} \{a_{(m-1)p+1}, a_{(m-1)p+2}, \ldots, a_{mp}\}$, we can rewrite (1) as

$$x B_m(x) = A B_{m+1}(x) + B B_m(x) + C_m B_{m-1}(x), \quad m \in \mathbb{N},$$

(2)

with initial conditions $B_{-1} = (0, \ldots, 0)^T$, $B_0(x) = (1, x, \ldots, x^{p-1})^T$.

Let $P$ be the vector space of polynomials with complex coefficients. It is well known that, given the recurrence relation (1), there exist $p$ linear moment functionals $u^1, \ldots, u^p$ from $P$ to $\mathbb{C}$ such that for each $s \in \{0, 1, \ldots, p-1\}$ the following orthogonality relations are satisfied,

$$u^i[x^j P_{mp+s}(x)] = 0 \quad \text{for} \quad \begin{cases} j = 0, 1, \ldots m, \quad i = 1, \ldots, s \\ j = 0, 1, \ldots m-1, \quad i = s+1, \ldots, p \end{cases}$$

(3)

For details see [7, Th. 3.2], see also [5,8]. In all the following, for each sequence $\{a_n\}$ in (1) we denote by $u^1, \ldots, u^p$ a fixed set of moment functionals verifying (3).
We consider the space $\mathcal{P}^p = \{(q_1, \ldots, q_p)^T : q_i \text{ polynomial}, i = 1, \ldots, p\}$ and the space $\mathcal{M}_{p \times p}$ of $(p \times p)$-matrices with complex entries. From the existence of the functionals $u^1, \ldots, u^p$, associated with the recurrence relation (1), we can define the function $W : \mathcal{P}^p \rightarrow \mathcal{M}_{p \times p}$ given by

$$W \begin{pmatrix} q_1 \\ \vdots \\ q_p \end{pmatrix} = \begin{pmatrix} u^1[q_1] \ldots u^p[q_1] \\ \vdots \ldots \vdots \\ u^1[q_p] \ldots u^p[q_p] \end{pmatrix}. \quad (4)$$

In particular, for $m, j \in \{0, 1, \ldots\}$ we have

$$W (x^j \mathcal{B}_m) = \begin{pmatrix} u^1[x^j P_{mp}(x)] \ldots u^p[x^j P_{mp}(x)] \\ \vdots \ldots \vdots \\ u^1[x^j P_{(m+1)p-1}(x)] \ldots u^p[x^j P_{(m+1)p-1}(x)] \end{pmatrix}$$

and the orthogonality conditions (3) can be reinterpreted as

$$W(x^j \mathcal{B}_m) = 0, \quad j = 0, 1, \ldots, m - 1. \quad (5)$$

For a fixed regular matrix, $M \in \mathcal{M}_{p \times p}$, we define the function

$$U : \mathcal{P}^p \rightarrow \mathcal{M}_{p \times p}$$

such that

$$U \begin{pmatrix} q_1 \\ \vdots \\ q_p \end{pmatrix} = W \begin{pmatrix} q_1 \\ \vdots \\ q_p \end{pmatrix} M , \quad (6)$$

being $W$ given in (4). Briefly, we write

$$U = WM. \quad (7)$$

We say that $U$, given by (6) and (7), is a vector of functionals defined by the recurrence relation (2). In this case, we say that $\{\mathcal{B}_m\}$ is the sequence of vector polynomials orthogonal with respect to $U$.

More generally speaking, for any set $\{v^1, \ldots, v^p\}$ of linear functionals defined in the space $\mathcal{P}$ of polynomials, it is possible to define a function $U : \mathcal{P}^p \rightarrow \mathcal{M}_{p \times p}$ like (6). It is done in the following definition.
Definition 1 The function $U : \mathcal{P}^p \rightarrow M_{p \times p}$ given by

$$
U \begin{pmatrix} q_1 \\ \vdots \\ q_p \end{pmatrix} = 
\begin{pmatrix} v^1[q_1] \ldots v^p[q_1] \\ \vdots \ldots \vdots \\ v^1[q_p] \ldots v^p[q_p] \end{pmatrix} M_U
$$

for each $(q_1, \ldots, q_p)^T \in \mathcal{P}^p$ is called vector of functionals associated with the linear functionals $v^1, \ldots, v^p$ and with the regular matrix $M_U \in M_{p \times p}$.

It is easy to see that, for any vector of functionals $U$, the following properties are verified:

$$
U(Q_1 + Q_2) = U(Q_1) + U(Q_2), \quad \text{for } Q_1, Q_2 \in \mathcal{P}^p, 
$$

$$
U(MQ) = M U(Q), \quad \text{for } Q \in \mathcal{P}^p \text{ and } M \in M_{p \times p}.
$$

In our case, if $U$ is a vector of functionals defined by the recurrence relation (2), then $U$ is associated with the moment functionals $u^1, \ldots, u^p$ defined by the recurrence relation (1). Therefore, the orthogonality conditions (5) are verified for $U$. This is,

$$
U(x_j B_m) = 0, \quad j = 0, 1, \ldots, m - 1.
$$

Using (8), (9) and the recurrence relation (2) we deduce

$$
U(x^m B_m) = U \left( x^{m-1} A B_{m+1} + x^{m-1} B B_m + x^{m-1} C_m B_{m-1} \right) 
= A U \left( x^{m-1} B_{m+1} \right) + B U \left( x^{m-1} B_m \right) + C_m U \left( x^{m-1} B_{m-1} \right).
$$

Then, from (10), $U(x^m B_m) = C_m U \left( x^{m-1} B_{m-1} \right)$ and, iterating,

$$
U(x^m B_m) = C_m C_{m-1} \cdots C_1 U(B_0),
$$

where $U(B_0) = W(B_0) M_U$ and

$$
W(B_0) = \begin{pmatrix} u^1[1] & \ldots & u^p[1] \\ \vdots & \ddots & \vdots \\ u^1[x^{p-1}] & \ldots & u^p[x^{p-1}] \end{pmatrix}
$$

(see (4)). In the sequel we assume that $W(B_0)$ is a regular matrix. Then, the vector of functionals $U$ associated with the linear functionals $u^1, \ldots, u^p$ and with the matrix $(W(B_0))^{-1}$ verifies

$$
U(x_j B_m) = \Delta_m \delta_{mj}, \quad m = 1, 2, \ldots, \quad j = 0, 1, \ldots, m,
$$

$$
\Delta_m = C_m C_{m-1} \cdots C_1, \quad U(B_0) = I_p.
$$
At the same time, given $(q_1, \ldots, q_p)^T \in \mathcal{P}^p$, for each $i = 1, \ldots, p$ we can write
\[ q_i(x) = \sum_{k=1}^{p} \alpha_{ik}^0 P_{k-1}(x) + \sum_{k=1}^{p} \alpha_{ik}^1 P_{p+k-1}(x) + \cdots + \sum_{k=1}^{p} \alpha_{ik}^m P_{mp+k-1}(x), \quad \alpha_{ik}^j \in \mathbb{C}, \]
where $m = \max\{m_1, \ldots, m_p\}$ and $\deg(q_i) \leq (m_i + 1)p - 1$ (we understand $\alpha_{ik}^j = 0$ when $j > m_i$). In other words,
\[ (q_1, \ldots, q_p)^T = \sum_{j=0}^{m} D_j \mathcal{B}_j, \]
being $D_j = (\alpha_{ik}^j) \in \mathcal{M}_{p \times p}$, $j = 0, \ldots, m$. Then, due to (8) and (9), we have that $U : \mathcal{P}^p \rightarrow \mathcal{M}_{p \times p}$ is determined by (13). In the following, for each sequence $\{a_n\}$ defining the sequence of polynomials $\{P_n\}$ in (1), we denote by $U$ this fixed vector of functionals.

We will use the vectorial polynomials
\[ \mathcal{P}_i = \mathcal{P}_i(x) = (x^{ip}, x^{ip+1}, \ldots, x^{(i+1)p-1})^T, \quad i = 0, 1, \ldots. \]
(In particular, note that $\mathcal{P}_0 = \mathcal{B}_0$.) Also, for each vector of functionals $\mathcal{V}$ we will use the matrices $\mathcal{V}(\mathcal{P}_i)$. As in the scalar case (i.e. $p = 1$), we can define the moments associated with the vector of functionals $\mathcal{V}$.

Definition 2 For each $m = 0, 1, \ldots$, the matrix $\mathcal{V}(x^m \mathcal{P}_0)$ is called moment of order $m$ for the vector of functionals $\mathcal{V}$.

1.2 Connection with operator theory

If $\{a_n\}$ is a bounded sequence, then the infinite $(p + 2)$-band matrix
\[ J = \begin{pmatrix} 0 & 1 & \vdots & \vdots & \vdots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & 1 \\ a_1 & 0 & \cdots & 0 & 1 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ a_p & 0 & \cdots & 0 & 1 \end{pmatrix} \]
induces a bounded operator in $\ell^2$ with regard to the standard basis. In this case, we denote in the same way the operator and its matricial representation.
When \( J \) is a bounded operator, then \( \{ z : |z| > \|J\| \} \) is contained in the resolvent set. In this case we have

\[
(zI - J)^{-1} = \sum_{n \geq 0} \frac{J^n}{z^{n+1}}, \quad |z| > \|J\|
\]  

(15)

(see [9, Th. 3, p. 211]). Being \( e_0 = (I_p, 0_p, \ldots)^T \), we define the \((p \times p)\)-matrix

\[
R_J(z) = \langle (zI - J)^{-1} e_0, e_0 \rangle = \sum_{n \geq 0} \frac{\langle J^n e_0, e_0 \rangle}{z^{n+1}}, \quad |z| > \|J\|, 
\]

(16)

where we denote by \( \langle Me_0, e_0 \rangle \), for an infinite matrix \( M \), the finite matrix given by the formal product \( e_0^T M e_0 \), this is, the \((p \times p)\)-matrix formed by the first \( p \) rows and the first \( p \) columns of \( M \).

If we rewrite the matrix \( J \) given in (14) as a blocked matrix,

\[
J = \begin{pmatrix}
    B & A \\
    C_1 & B & A \\
    C_2 & B & A \\
    \vdots & \ddots & \ddots \\
\end{pmatrix},
\]

then another way to express (2) is

\[
J \begin{pmatrix}
    B_0 \\
    B_1 \\
    \vdots
\end{pmatrix} = x \begin{pmatrix}
    B_0 \\
    B_1 \\
    \vdots
\end{pmatrix}. 
\]

Analogously, we have

\[
J^n \begin{pmatrix}
    B_0 \\
    B_1 \\
    \vdots
\end{pmatrix} = x^n \begin{pmatrix}
    B_0 \\
    B_1 \\
    \vdots
\end{pmatrix}, \quad n \in \mathbb{N}, 
\]

(17)

being

\[
J^n = \begin{pmatrix}
    J_{11}^n & J_{12}^n & \cdots \\
    J_{21}^n & J_{22}^n & \cdots \\
    \vdots & \vdots & \ddots \\
\end{pmatrix}
\]

an infinite blocked matrix and \( J_{ij}^n \) the \((p \times p)\)-block corresponding with the \( i \) row and the \( j \) column. In particular, the numerators on the right hand side of (16) are \( J_{11}^n e_0^T J^n e_0 \).
Our main goal is to study the Bogoyavlenski lattice,

\[
\dot{a}_n(t) = a_n(t) \left[ \sum_{i=1}^{p} a_{n+i}(t) - \sum_{i=1}^{p} a_{n-i}(t) \right]
\]  \hspace{1cm} (18)

being, here and in the sequel, \(a_j = 0\) when \(j \leq 0\) (see [3,4]). This dynamical system was analyzed in [8] in the case \(a_m(t) > 0, m \in \mathbb{N}\). We know (see [2]) that (18) can be rewritten in Lax pair form,

\[
\dot{J} = [J, M], \quad M = J^{p+1},
\]  \hspace{1cm} (19)

where \(J = J(t)\) is given by (14) for the sequence \(\{a_n(t)\}\). Here, \([J, M] = JM - MJ\) is the commutator of \(J\) and \(M\), and \(J^{p+1}\) is the infinite matrix \((\gamma_{ij})_{i,j}\) whose entry in the \(i\)-row and the \(j\)-column is \(\gamma_{ij} = 0, i \leq j\) and \(\gamma_{ij} = \beta_{ij}, i > j\), being \(J^{p+1} = (\beta_{ij})_{i,j}\) the \((p+1)\)-power of \(J\).

1.3 The main results

For each \(t \in \mathbb{R}\) we consider the vector of functionals \(U = U_t\) defined by the recurrence relation (2) when the sequence \(\{a_n(t)\}\) is used. This is,

\[
U_t = W_t (W_t(B_0))^{-1},
\]

where \(W_t\) is given by (4) for the functionals \(u^1_t, \ldots, u^p_t\). We are interested in to study the evolution of \(R_J(z)\) and the vector of functionals \(U_t\). Our main result is the following.

**Theorem 1** Assume that the sequence \(\{a_n(t)\}, n \in \mathbb{N}\), is bounded, i.e. there exists \(M \in \mathbb{R}_+\) such that \(|a_n(t)| \leq M\) for all \(n \in \mathbb{N}\) and \(t \in \mathbb{R}\), and \(a_n(t) \neq 0\) for all \(n \in \mathbb{N}\) and \(t \in \mathbb{R}\). Let \(U = U_t\) be the vector of functionals associated with the recurrence relation (2). Then, the following conditions are equivalent:

(a) \(\{a_n(t)\}\) is a solution of (18).

(b) For each \(m, k = 0, 1, \ldots,\) we have

\[
\frac{d}{dt} U \left( x^k P_m \right) = U \left( x^{k+1} P_{m+1} \right) - U \left( x^k P_m \right) U \left( x P_1 \right).
\]  \hspace{1cm} (20)

(c) For each \(k = 0, 1, \ldots,\) we have

\[
\frac{d}{dt} R_J(z) = R_J(z) \left[ z^{p+1} I_p - U(x P_1) \right] - \sum_{k=0}^{p} z^{p-k} U \left( x^k P_0 \right)
\]  \hspace{1cm} (21)

for all \(z \in \mathbb{C}\) such that \(|z| > \|J\|\).
When the conditions (a), (b), or (c) of Theorem 1 hold, then we can obtain explicitly the resolvent function in a neighborhood of \( z = \infty \). We summarize this fact in the following result.

**Theorem 2** Under the conditions of Theorem 1, if \( \{a_n(t)\} \) is a solution of (18) we have

\[
\mathcal{R}_J(z) = -e^{zp+1} S(z) e^{-\int J^{p+1}_{11} dt} \tag{22}
\]

for each \( z \in \mathbb{C} \) such that \( |z| > \|J\| \), where \( S(z) = (s_{ij}(z)) \) is the \((p \times p)\)-matrix defined by

\[
s_{ij}(z) := \sum_{k=0}^{p} z^{p-k} \int (J_{11}^k)_{ij} e^{-z^{p+1} \int (J^{p+1}_{11})_{ij} dt}, \quad i, j = 1, \ldots, p, \tag{23}
\]

and \((J^p_{11})_{ij}\) represents the entry corresponding to the row \( i \) and the column \( j \) in the \((p \times p)\)-block \( J^p_{11}\).

Now we give a possible representation for the vector of functionals associated with the solution for the integrable systems (18). Using the above notation, we denote by \( \mathcal{U}_0 \) the vector of functionals defined by the recurrence relation (2) for the sequence \( \{a_n(0)\} \). Then, \( \mathcal{U}_0 \) is associated with the moment functionals \( u^1_0, \ldots, u^p_0 \) defined by (1) and verifying (3) (for \( t = 0 \)). We define the linear functionals \( e^{zp+1} u^i_0, i = 1, \ldots, p \), as

\[
(e^{zp+1} u^i_0)[x^j] = \sum_{k \geq 0} \frac{t^k}{k!} u^i_0[x^{(p+1)k+j}], \quad j = 0, 1, \ldots \tag{24}
\]

In particular, if \( J(0) \) is a bounded operator, then since [6, Th. 4, pag. 191] we know that

\[
|u^i_0[x^{(p+1)k+j}]| \leq m_{ij} \|J(0)\|^{(p+1)k}
\]

and the sum in the right-hand side of (24) is well defined. Then, in this case we have defined the vector of functionals, for all \( \{q_1, \ldots, q_p\} \in \mathcal{P}^p \) by

\[
(e^{zp+1} \mathcal{U}_0) \begin{pmatrix} q_1 \\ \vdots \\ q_p \end{pmatrix} = \begin{pmatrix} (e^{zp+1} u^1_0)[q_1] & \cdots & (e^{zp+1} u^p_0)[q_1] \\ \vdots & \ddots & \vdots \\ (e^{zp+1} u^1_0)[q_p] & \cdots & (e^{zp+1} u^p_0)[q_p] \end{pmatrix} (\mathcal{W}(\mathcal{B}_0))^{-1},
\]

where \( \mathcal{W}(\mathcal{B}_0) \) is given in (12).

**Theorem 3** Let \( \mathcal{U} = \mathcal{U}_t \) be the vector of functionals associated with the recurrence relation (2), and with the sequence of vector polynomials \( \{\mathcal{B}_m\} \). If we have

\[
\mathcal{U}_t = \mathcal{W}_t (\mathcal{W}_t(\mathcal{B}_0))^{-1}, \quad \text{with} \quad \mathcal{W}_t = e^{zp+1} \mathcal{U}_0,
\]

then the sequence \( \{a_n(t)\} \), defined by (11), verify (18).
The rest of the paper is devoted to proving Theorems 1, 2, and 3. In section 2 we prove Theorem 1. (a) $\iff$ (b) is proved in subsection 2.1 and (b) $\iff$ (c) is proved in subsection 2.2. We dedicate section 3 to the proof of Theorem 2 and, finally, in section 4 we prove Theorem 3.

In the sequel we assume the conditions of theorems 1 and 2, i.e. in (14) we have a bounded matrix with entries $a_n(t), n \in \mathbb{N}$, such that $a_n(t) \neq 0, n \in \mathbb{N}, t \in \mathbb{R}$.

2 Proof of Theorem 1

2.1 Evolution of the moments

In the following auxiliar result we determine the expression of the moment $U(P_n) = U(x^n P_0)$ in terms of the matrix $J$.

Lemma 1 For each $n = 0, 1, \ldots$ we have $U(x^n P_0) = e_0^T J^n e_0$.

**PROOF.** We know that $U(P_0) = I_p$ (see (13)), then the moment of order 0 is $U(P_0) = e_0^T J^0 e_0$.

From (17), $\sum_{i \geq 1} J^n_{i1} B_{i-1} = x^n B_0$. Then, using (8), (9) and (13),

$$U(x^n B_0) = \sum_{i \geq 1} J^n_{i1} U(B_{i-1}) = J^n_{11},$$

as we wanted to prove.

We need to analyze the matrix $J^n$ and, in particular, the block $J^n_{11}$. We define

$$f_i := (0, \ldots, 0, 1, 0, \ldots), \quad i \in \mathbb{N}.$$

Then, for each $n \in \mathbb{N}$ the formal product $J^n f_i$ is the $i$-th column of matrix $J^n$.

As in the case of $a_j$, we will assume $f_i = 0$ when $i \leq 0$.

Lemma 2 With the above notation, for each $i \in \mathbb{N}$ and $m = 0, 1, \ldots$ we have

$$J^m f_i = \sum_{k=0}^m A_{i,k}^{(m)} f_{i+k(p+1)-m}, \quad (25)$$
where

\[ A^{(m)}_{i,0} = 1, \quad A^{(m)}_{i,k} = \sum_{0 \leq j_0 \leq \ldots \leq j_k \leq m-k} \left( \prod_{r=0}^{k-1} a_{i+rp-j_r} \right), \quad k = 1, \ldots, m. \]  

(26)

**PROOF.** We proceed by induction on \(m\).

Firstly, for \(m = 1\) we know

\[ J f_i = f_{i-1} + a_i f_{i+p}, \quad i = 1, 2, \ldots \]  

(see (14)). Then, comparing (25) and (27) we deduce

\[ A^{(1)}_{i,0} = 1 \quad \text{and} \quad A^{(1)}_{i,1} = a_i, \quad \text{for} \ i \in \mathbb{N} \]

and, consequently, (25) holds.

Now, we assume that (25) is verified for a fixed \(m \in \mathbb{N}\). Then, for \(i \in \mathbb{N}\),

\[
J^{m+1} f_i = \sum_{k=0}^{m} A^{(m)}_{i,k} \left( f_{i+k(p+1)-m} + a_i f_{i+k(p+1)-m} \right) \\
= \sum_{k=0}^{m} A^{(m)}_{i,k} f_{i+k(p+1)-(m+1)} + \sum_{k=1}^{m+1} A^{(m)}_{i,k-1} a_i f_{i+k(p+1)-(m+1)} \\
= \sum_{k=0}^{m+1} A^{(m+1)}_{i,k} f_{i+k(p+1)-(m+1)}, \quad i = 1, 2, \ldots.
\]

Comparing the coefficients of \( f_{i+k(p+1)-(m+1)} \) in the above expression,

\[
A^{(m+1)}_{i,k} = A^{(m)}_{i,k} + a_i f_{i+k(p+1)-(m+1)} A^{(m)}_{i,k-1} = \sum_{0 \leq j_0 \leq \ldots \leq j_k \leq m-k} \left( \prod_{r=0}^{k-1} a_{i+rp-j_r} \right) \\
+ \sum_{0 \leq j_0 \leq \ldots \leq j_{k-2} \leq m-k+1} \left( \prod_{r=0}^{k-2} a_{i+rp-j_r} \right) a_{i+(k-1)(p+1)-m}, \quad (28)
\]

where we are taking \( A^{(m)}_{i,m+1} = A^{(m)}_{i,-1} = 0 \). But

\[
\sum_{0 \leq j_0 \leq \ldots \leq j_{k-2} \leq m-k+1} \left( \prod_{r=0}^{k-2} a_{i+rp-j_r} \right) a_{i+(k-1)(p+1)-m} \\
= \sum_{0 \leq j_0 \leq \ldots \leq j_k \leq m-k+1} \left( \prod_{r=0}^{k-1} a_{i+rp-j_r} \right) - \sum_{0 \leq j_0 \leq \ldots \leq j_{k-1} \leq m-k} \left( \prod_{r=0}^{k-1} a_{i+rp-j_r} \right).
\]
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Then, substituting in (28) we arrive at (25) in \(m + 1\).

**Remark 1** The coefficients \(A_{i,k}^{(m)}\) have just been defined only for \(m, i \in \mathbb{N}\) and \(k = 0, 1, 2, \ldots, m\). In the sequel, we will take \(A_{i,k}^{(m)} = 0\) for \(k > m\), \(k < 0\), or \(i \leq 0\).

**Remark 2** In [2] the moments of the operator \(J\) were defined as

\[
S_{kj} = \langle J^{(p+1)k+j-1}f_j, f_1 \rangle, \quad k \geq 0, \quad j = 1, 2, \ldots, p.
\]

Then, only the first row of \(U^{(p+1)k+j-1}P_0\) was used there. With our notation, these vectorial moments are

\[
S_{kj} = A_{j,k}^{((p+1)k+j-1)}
\]

(see [2, Th. 1, pag. 492]). As a consequence of Lemma 2, the so called genetic sums associated to the sequence \(\{a_n\}\) can be expressed using (26). From this we have

\[
\sum_{i_1=1}^{j} a_{i_1} \sum_{i_2=1}^{i_1+p} a_{i_2} \cdots \sum_{i_k=1}^{i_{k-1}+p} a_{i_k} = \sum_{0 \leq j_0 \leq \cdots \leq j_{k-1} \leq kp+j-1} \left( \prod_{r=0}^{k-1} a_{j+r-p-j_r} \right)
\]

In other words, Lemma 2 extends the concepts of genetic sums and vectorial moments to the concept of matricial moments.

The next auxiliar result is used to prove the equivalence between (a) and (b) in Theorem 1. Moreover, this lemma has independent interest. In fact, the next result permits the inverse problem to be solved, restoring \(J\) from the resolvent operator (see (14) and (15)).

**Lemma 3** For \(m, i, k \in \mathbb{N}\) we have

\[
A_{i,k}^{(m)} - A_{i-1,k}^{(m-1)} = a_i A_{i+p,k-1}^{(m-1)}.
\]

**PROOF.** Using (25), \(A_{i,k}^{(m)} - A_{i-1,k}^{(m-1)}\)

\[
= \sum_{0 \leq j_0 \leq \cdots \leq j_{k-1} \leq m-k} \left( \prod_{r=0}^{k-1} a_{i+r-p-j_r} \right) - \sum_{0 \leq j_0 \leq \cdots \leq j_{k-1} \leq m-k-1} \left( \prod_{r=0}^{k-1} a_{i-1+r-p-j_r} \right)
\]

\[
= \sum_{0 \leq j_0 \leq \cdots \leq j_{k-1} \leq m-k} \left( \prod_{r=0}^{k-1} a_{i+r-p-j_r} \right) - \sum_{1 \leq j_0 \leq \cdots \leq j_{k-1} \leq m-k} \left( \prod_{r=0}^{k-1} a_{i+r-p-j_r} \right)
\]

\[
= \sum_{0 \leq j_1 \leq \cdots \leq j_{k-1} \leq m-k} a_i \left( \prod_{r=1}^{k-1} a_{i+r-p-j_r} \right),
\]

and so we get the desired result.
Now, we are ready to determine the main block of $J^n$.

**Lemma 4**

$$J_{11}^{p+1} = \text{diag}\{a_1, a_1 + a_2, \ldots, a_1 + \cdots + a_p\}. \quad (30)$$

**PROOF.** It is sufficient to consider (25) for $m = p + 1$. In this case, the entries of column $J^{p+1}f_i$ corresponding to the first $p$ rows are given by the coefficients $A_{i,k}^{(p+1)}$ when $k$ is such that $i + k(p + 1) - (p + 1) \leq p$, this is, $k = 1$.

As a consequence of the above expression, we have

$$e_0^T J^{p+1} e_0 = O_p. \quad (31)$$

We are going to prove $(a) \Rightarrow (b)$ in Theorem 1. Assume that $\{a_n(t)\}$ is a solution of (18). Consequently, (19) is verified. In the same way that in [1, p. 236], it is easy to see

$$\frac{d}{dt} J^n = J^n M - M J^n.$$

Then,

$$e_0^T \left( \frac{d}{dt} J^n \right) e_0 = e_0^T J^n M e_0 - e_0^T M J^n e_0. \quad (32)$$

Let $m, k \in \{0, 1, \ldots\}$ be. For $n = mp + k$, from Lemma 1, and using the fact that $x^{mp} P_0 = P_m$, we can write

$$e_0^T \left( \frac{d}{dt} J^n \right) e_0 = \frac{d}{dt} U(x^k P_m). \quad (33)$$

Moreover, using again Lemma 1, in the right-hand side of (20) we have

$$e_0^T J^{(m+1)p+k+1} e_0 - \left( e_0^T J^{mp+k} e_0 \right) \left( e_0^T J^{p+1} e_0 \right). \quad (34)$$

In other words, because of (32)-(34) it is sufficient to prove

$$e_0^T J^n M e_0 - e_0^T M J^n e_0 = e_0^T J^{(m+1)p+k+1} e_0 - \left( e_0^T J^{mp+k} e_0 \right) \left( e_0^T J^{p+1} e_0 \right). \quad (35)$$

Consider $J^n$ as a blocked matrix. As was established in the proof of Lemma 1, we denote by $J^n_{ij}$ the $(p \times p)$-block corresponding with the $i$ row and the $j$ column, and we use similar notation for $M$. Using (31), in the left-hand side of (35) we have:

i) $e_0^T M J^n e_0 = M_{11} J^n_{11} = \left( J^{p+1}_{11} \right)_{11} J^n_{11} = 0_p,$ because $M$ is a quasi-triangular matrix, this is, the blocks $M_{ij} = 0_p$ when $i \leq j$.  
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\( e_0^T J^m Me_0 = e_0^T J^m J_{-1}^p e_0 = J_{11}^n \left( J_{-1}^n \right)_{11} + \sum_{j \geq 2} J_{1j}^n \left( J_{-1}^p \right)_{j1} = \sum_{j \geq 1} J_{1j}^n \left( J_{-1}^p \right)_{j1}. \)

Then,
\[
e_0^T J^m Me_0 - e_0^T M J^p e_0 = \sum_{j \geq 2} J_{1j}^n \left( J_{-1}^p \right)_{j1} = \sum_{j \geq 1} J_{1j}^n J_{j1}^p. \tag{36}
\]

In the right hand side of (35),
\[
e_0^T J^{(m+1)p+k+1} e_0 - (e_0^T J^{mp+k} e_0) (e_0^T J^{p+1} e_0) = -J_{11}^n J_{11}^{p+1} + J_{11}^{n+p+1} = -J_{11}^n J_{11}^{p+1} + \sum_{j \geq 1} J_{1j}^{n+p+1} = \sum_{j \geq 2} J_{1j}^n J_{j1}^p
\]
and (20) is proved.

To show \((b) \Rightarrow (a)\) we need to know the derivatives of coefficients \(A^{(m)}_{i,k}\). From the expression given in (25) for \(J^m f_i\), the \(i\)-th column of \(J^m\), we denote by \((J^m f_i)_{p}\) the vector in \(\mathbb{C}^p\) given by the first \(p\) entries in this column, this is,
\[
(J^m f_i)_{p} := \sum_{k=0}^{m} A^{(m)}_{i,k} f_{i+k(p+1)-m}. \tag{37}
\]
Furthermore, as we saw in Lemma 1, another way to write (20) is
\[
\dot{J}_{11}^m = J_{11}^{n+p+1} - J_{11}^n J_{11}^{p+1}. \tag{38}
\]
The rest of the proof of \((b) \Rightarrow (a)\) is an immediate consequence of the following auxiliary result.

**Lemma 5** Assume that (20) holds. Then we have:

- For \(i, k, m \in \mathbb{N}\) such that \(1 \leq i + k(p+1) - m \leq p\),
  \[
  \dot{A}^{(m)}_{i,k} = -(a_{i-p+1} + \cdots + a_i) A^{(m)}_{i,k} - A^{(m+1)}_{i-p,k+1} + A^{(m+p+1)}_{i,k+1} \tag{39}
  \]
- (18) holds for each \(n \in \mathbb{N}\).

**PROOF.** We proceed by induction on \(i\) and \(n\), proving (39) and (18) simultaneously.

1.- Firstly, we shall prove (39) for \(i \in \{1, 2, \ldots, p\}\). From (37), the derivative of the first \(p\) entries in \(J^m f_i\) are given by
\[
\sum_{k=0}^{m} A^{(m)}_{i,k} f_{i+k(p+1)-m}. \tag{40}
\]
Moreover, \( J^{p+1}_{i1} \) is a diagonal block (see (30)). Then, the \( i \)-th column of \( J^n_{11} J^{p+1}_{i1} \) is \((a_1 + \cdots + a_i) (J^m f_i)_p\). Since (38),

\[
\sum_{k=0}^{m} A_{i,k}^{(m)} f_{i+k(p+1)-m} = \left( J^{m+p+1} f_i \right)_p - (a_1 + \cdots + a_i) (J^m f_i)_p
\]

\[
= \sum_{k=0}^{m+p+1} A_{i,k}^{(m+p+1)} f_{i+k(p+1)-m-p-1} - (a_1 + \cdots + a_i) \sum_{k=0}^{m} A_{i,k}^{(m)} f_{i+k(p+1)-m}.
\]

In the right hand side of (40) there is no term corresponding to \( k = m+1, \ldots, m+p \), because in these cases \( i+k(p+1) - m > p \). Then,

\[
\sum_{k=0}^{m} A_{i,k}^{(m)} f_{i+k(p+1)-m} = \sum_{k=0}^{m} \left[ A_{i,k+1}^{(m+p+1)} - (a_1 + \cdots + a_i) A_{i,k}^{(m)} \right] f_{i+k(p+1)-m}
\]

and comparing the coefficients of \( f_{i+k(p+1)-m} \) we deduce

\[
A_{i,k}^{(m)} = A_{i,k+1}^{(m+p+1)} - (a_1 + \cdots + a_i) A_{i,k}^{(m)},
\]

which is (39).

2.- We assume that there exists \( r \in \mathbb{N} \) such that (39) is verified for each \( i = (r-1)p + 1, \ldots, rp \). We will show that, under this premise, (18) is verified, also, for each \( n = i = (r-1)p + 1, \ldots, rp \).

Take \( k = 1 \) and \( m = rp+1 \) in (39). Then, \( 1 \leq i+k(p+1)-m = i-(r-1)p \leq p \) and we have

\[
A_{i,1}^{(rp+1)} = -(a_{r,p+1} + \cdots + a_{i}) A_{i,1}^{(rp+1)} - A_{i,p,2}^{(rp+2)} + A_{i,2}^{((r+1)p+2)},
\]
Moreover, taking
\[ \sum_{j=0}^{rp} a_{i-j} = -(a_{i-p+1} + \cdots + a_i) \sum_{j=0}^{rp} a_{i-j} - A^{(rp+2)}_{i-p,2} + A^{((r+1)p+2)}_{i,2}. \] (41)

this is,
\[ \sum_{j=0}^{rp} a_{i-j} = -(a_{i-p} + \cdots + a_{i-1}) \sum_{j=0}^{rp} a_{i-j} - A^{(rp+1)}_{i-p-1,2} + A^{((r+1)p+1)}_{i-1,2}, \]

this is,
\[ \sum_{j=1}^{rp} a_{i-j} = -(a_{i-p} + \cdots + a_{i-1}) \sum_{j=1}^{rp} a_{i-j} - A^{(rp+1)}_{i-p-1,2} + A^{((r+1)p+1)}_{i-1,2}. \] (42)

Subtracting (41) and (42), and taking into account (29), we arrive at
\[ \dot{a}_i = a_i \left[ (a_{i+1} + \cdots + a_{i+p}) - (a_{i-1} + \cdots + a_{i-p}) \right], \]
which is (18) in \( n = i \).

3.- Finally, we prove that if there exists \( s \in \mathbb{N} \) such that (39) and (18) are verified for \( n = i, 1, 2, \ldots, sp \), then (39) is verified also for \( i + p \).

Take \( i \in \mathbb{N} \) in the above conditions. Let \( k, m \in \mathbb{N} \) be such that
\[ 1 \leq i + (k+1)(p+1) - (m+1) = (i-1) + (k+1)(p+1) - m \leq p. \] (43)

Taking derivatives in (29),
\[ \dot{a}_i A^{(m)}_{i+p,k} + a_i \dot{A}^{(m)}_{i+p,k} = \dot{A}^{(m+1)}_{i,k+1} - \dot{A}^{(m)}_{i-1,k+1}. \]

Therefore, from (39) and (18),
\[ a_i \dot{A}^{(m)}_{i+p,k} = -a_i \left[ (a_{i+1} + \cdots + a_{i+p}) - (a_{i-1} + \cdots + a_{i-p}) \right] A^{(m)}_{i+p,k} - a_{i-p} A^{(m+1)}_{i,k+1} - (a_{i-p+1} + \cdots + a_i) A^{(m-1)}_{i,k+1} + (a_{i-p} + \cdots + a_{i-1}) A^{(m)}_{i-1,k+1} + a_i A^{(m+p+1)}_{i+p,k+1} \]
\[ = -a_i (a_{i+1} + \cdots + a_{i+p}) A^{(m)}_{i+p,k} - a_i A^{(m+1)}_{i,k+1} + a_i A^{(m+p+1)}_{i+p,k+1}. \]

Then, we arrive at (39) for \( i + p \).

We have verified (39) for \( i + p \) when \( i = 1, \ldots, sp \) is such that (43) holds. But (43) can be rewritten as
\[ 1 \leq (i + p) + k(p+1) - m \leq p. \]
2.2 Resolvent operator and moments

We are going to prove the equivalence between (b) and (c) in Theorem 1. Firstly, we assume that (20) is verified and we will show (21).

From Lemma 1 and (16),
\[
R_J(z) = \sum_{n \geq 0} \frac{e_0^T J^n e_0}{z^{n+1}} = \sum_{k=0}^{p-1} \left( \sum_{m \geq 0} \frac{U(x^k P_m)}{z^{mp+k+1}} \right), \quad |z| > \|J\|. \tag{44}
\]

We define
\[
R_J^{(k)}(z) := \sum_{m \geq 0} \frac{U(x^k P_m)}{z^{mp+k+1}}, \quad k = 0, 1, \ldots.
\]

Then, from (44)
\[
R_J(z) = \sum_{k=0}^{p-1} R_J^{(k)}(z), \quad |z| > \|J\|,
\]

and using (20)
\[
\frac{d}{dt} R_J(z) = \sum_{k=0}^{p-1} \sum_{m \geq 0} \frac{U(x^{k+1} P_{m+1}) - U(x^k P_m) U(x P_1)}{z^{mp+k+1}}
\]
\[
= \sum_{k=0}^{p-1} \sum_{m \geq 0} \frac{U(x^{k+1} P_{m+1})}{z^{mp+k+1}} - R_J(z) U(x P_1), \tag{45}
\]

where
\[
\sum_{m \geq 0} \frac{U(x^{k+1} P_{m+1})}{z^{mp+k+1}} = z^{p+1} \sum_{m \geq 0} \frac{U(x^{k+1} P_{m+1})}{z^{(m+1)p+(k+1)+1}}
\]
\[
= z^{p+1} \left[ R_J^{(k+1)}(z) - \frac{U(x^{k+1} P_0)}{z^{k+2}} \right] = z^{p+1} R_J^{(k+1)}(z) - z^{p-k-1} U(x^{k+1} P_0).
\]

Substituting in (45),
\[
\frac{d}{dt} R_J(z)
\]
\[
= -R_J(z) U(x P_1) + \sum_{k=0}^{p-1} R_J^{(k+1)}(z) - z^{p-k-1} U(x^{k+1} P_0)
\]
\[
= -R_J(z) U(x P_1) + z^{p+1} \left[ R_J(z) + R_J^{(p)}(z) - R_J^{(0)}(z) \right]
\]
\[
- \sum_{k=0}^{p-1} z^{p-k-1} U(x^{k+1} P_0), \tag{46}
\]
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where it is easy to see that
\[
\mathcal{R}_j^{(p)}(z) = \mathcal{R}_j^{(0)}(z) - \frac{U(P_0)}{z}.
\]

From this we arrive at (21).

In the second place, we prove \((c) \Rightarrow (b)\) in Theorem 1. For \(z \in \mathbb{C}\) such that \(|z| > \|J\|\) we have

\[
z^{p+1}\mathcal{R}_j(z) = \sum_{k=0}^{p-1} \sum_{m \geq 0} \frac{U(x^k P_m)}{z^{(m-1)p+k}} - \sum_{m \geq 2} \frac{U(P_m)}{z^{(m-1)p}} + \sum_{k=1}^{p-1} \sum_{m \geq 1} \frac{U(x^k P_m)}{z^{(m-1)p+k}}.
\]

From this and the fact that
\[
U(P_{j+1}) = U(x^j P_j), \quad j = 0, 1, \ldots,
\]
we obtain

\[
z^{p+1}\mathcal{R}_j(z) = \sum_{k=0}^{p} \frac{U(x^k P_0)}{z^{p+k}} + \sum_{m \geq 0} \frac{U(P_{m+2})}{z^{(m+1)p+1}} + \sum_{k=1}^{p-1} \sum_{m \geq 0} \frac{U(x^k P_{m+1})}{z^{mp+k}}
\]

\[
= \sum_{k=0}^{p} \frac{U(x^k P_0)}{z^{p+k}} + \sum_{k=1}^{p} \sum_{m \geq 0} \frac{U(x^k P_{m+1})}{z^{mp+k}} + \sum_{k=0}^{p-1} \sum_{m \geq 0} \frac{U(x^{k+1} P_{m+1})}{z^{mp+k+1}}.
\]

Then, in the right-hand side of (21) we have

\[
\mathcal{R}_j(z) \left[ z^{p+1} I_p - U(x P_1) \right] - \sum_{k=0}^{p} z^{-k} U(x^k P_0)
\]

\[
= -\mathcal{R}_j(z) U(x P_1) + \sum_{k=0}^{p-1} \sum_{m \geq 0} \frac{U(x^{k+1} P_{m+1})}{z^{mp+k+1}}
\]

and, consequently,

\[
\frac{d}{dt} \mathcal{R}_j(z) = \sum_{k=0}^{p-1} \sum_{m \geq 0} \frac{U(x^{k+1} P_{m+1}) - U(x^k P_m) U(x P_1)}{z^{mp+k+1}}
\]
(see (44)). Moreover, taking derivatives in (44) we have

\[
\frac{d}{dt} R_J(z) = \sum_{k=0}^{p-1} \sum_{m \geq 0} \left( x^k P_m \right) \frac{d}{z^{mp+k+1}}. 
\]  

Comparing (47) and (48) in \(|z| > \|J\|\) we arrive at (20), as we wanted to show.

3 Proof of Theorem 2

Let \(\{a_n(t)\}\) be a solution of (18). In this section we assume that the conditions of Theorem 1 are verified. Therefore, (21) holds. Using this fact, we shall prove Theorem 2, obtaining a new expression for \(R_J(z)\). We remark that the right hand side of (22) is completely known, being the \((p \times p)\)-blocks used in (23) given by Lemma 2. In particular, \(J_{11}^{p+1}\) is explicitly determined in Lemma 4.

Note that \(U(xP_1) - z^{p+1}I_p = U(xP_1) - z^{p+1}I_p\) is a diagonal matrix (see Lemma 1 and (30)). Then, writing

\[
R_J(z) = \begin{pmatrix}
r_{11}(z) & \cdots & r_{1p}(z) \\
\vdots & \ddots & \vdots \\
r_{n1}(z) & \cdots & r_{pp}(z)
\end{pmatrix},
\]

due to (21) we have

\[
\frac{d}{dt} r_{ij}(z) = \left[ z^{p+1} - (J_{11}^{p+1})_{jj} \right] r_{ij}(z) - \sum_{k=0}^{p} z^{p-k} \left( J_{11}^{k} \right)_{ij}, \quad i, j = 1, 2, \ldots, p, \quad (49)
\]

where \((J_{11}^{m})_{ij}\) denotes the entry corresponding to the row \(s\) and the column \(j\) of matrix \(J_{11}^{m}\). It is well known that the solution of (49) is

\[
r_{ij}(z) = -e^{z^{p+1}t} e^{-\int (J_{11}^{p+1})_{jj} \, dt} \left[ \sum_{k=0}^{p} z^{p-k} \int (J_{11}^{k})_{ij} e^{-z^{p+1}t} e^{\int (J_{11}^{p+1})_{jj} \, dt} \, dt \right].
\]

So, if we take

\[
s_{ij} := \sum_{k=0}^{p} z^{p-k} \int (J_{11}^{k})_{ij} e^{-z^{p+1}t} e^{\int (J_{11}^{p+1})_{jj} \, dt} \, dt, \quad S := (s_{ij})_{i,j=1}^{p},
\]

we can express \(R_J(z)\) as the product of a diagonal matrix by the matrix \(S\). This means we have proved (22).
4 Proof of the Theorem 3

Consider the matrix
\[ S_0 = \left( e^{x^{p+1} t} U_0(B_0) \right)^{-1} \] (50)
and let \( U_t = \left( e^{x^{p+1} t} U_0 \right) S_0 \) be the vector of functionals in the conditions of Theorem 3. We will prove that this vector of functionals verify (20). For \( k, m = 0, 1, \ldots \), we know
\[ U_t \left( x^k P_m \right) = \left( e^{x^{p+1} t} U_0 \right) \left( x^k P_m \right) S_0 . \] (51)

Because of \( S_0 S_0^{-1} = I_p \) we have
\[ \frac{dS_0}{dt} = -S_0 \frac{dS_0^{-1}}{dt} S_0 . \] (52)

Moreover, from (24) and (50),
\[ \frac{dS_0^{-1}}{dt} = \begin{pmatrix} (e^{x^{p+1} t} u_0^1[x^{p+1}]) & \cdots & (e^{x^{p+1} t} u_0^p[x^{p+1}]) \\ \vdots & \ddots & \vdots \\ (e^{x^{p+1} t} u_0^p[x^{2p}]) & \cdots & (e^{x^{p+1} t} u_0^p[x^{2p}]) \end{pmatrix} = \left( e^{x^{p+1} t} U_0 \right) \left( x^1 \right) . \] (53)

Then, taking derivatives in (51), and taking into account (52) and (53),
\[
\frac{d}{dt} U_t \left( x^k P_m \right) = \left[ \frac{d}{dt} \left( e^{x^{p+1} t} U_0 \right) \left( x^k P_m \right) \right] S_0 - \left( e^{x^{p+1} t} U_0 \right) \left( x^k P_m \right) S_0 \frac{dS_0^{-1}}{dt} S_0
\]
\[ = \left( e^{x^{p+1} t} U_0 \right) \left( x^{k+1} P_{m+1} \right) S_0 - U_0 \left( x^k P_m \right) S_0 \left( e^{x^{p+1} t} U_0 \right) \left( x^1 \right) S_0
\]
\[ = U_t \left( x^{k+1} P_{m+1} \right) - U_t \left( x^k P_m \right) U_t \left( x^1 \right)
\]
and (20) holds.

Now, using the hypothesis we get from Theorem 1 that the sequence \( \{a_n(t)\} \), defined by (11) with \( U_t(B_0) = I_p \), verify (18).
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