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Chapter 1

Introduction

All of the more than 60 million [1] known chemical substances are built from no more than 118
smaller building blocks called chemical elements or atoms. By combining different atoms into
different structures, matter with a vast variety of distinctive properties can be made. Just like
Lego bricks, relatively few building blocks are sufficient to provide an astronomical versatility
of products.

Zooming in on atoms, we see that all of the 118 known chemical elements are made of just
three different fundamental particles: the electron, the up-quark and the down-quark. The
quarks arrange themselves into protons and neutrons, which make up the nucleus of an atom,
and the electrons form a cloud that surrounds the nucleus. By looking at smaller and smaller
distances, the 60 million different forms of matter are reduced to just three fundamental building
blocks.

In particle physics, the scientific discipline that investigates the smallest, most fundamental
building blocks of matter, the guiding principle therefore is: when going to smaller and smaller
distance scales, which corresponds to higher and higher energy scales, nature becomes simpler
and simpler. The smaller the distance scale and the higher the energy, the less different forms
of matter and the more symmetry nature has. It is therefore believed that nature is most easily
described by a simple high energy theory that describes nature on very small distance scales,
out of which all the low energy and large scale phenomena can be derived.

In their quest to study nature at higher and higher energy and thus smaller and smaller
distance scales, particle physicists have built particle accelerators, that speed up particles to
very high energies, to let them collide head on. Progress in particle physics has been relying
on the ever-increasing collision energy (and size) of these accelerators. Figure 1.1 provides an
overview of recent electron-positron and hadron colliders (the latter collide either protons with
protons or protons with anti-protons).

Hadron colliders have traditionally been the machines that deliver the highest energetic
collisions. Electron-positron colliders are limited in their center of mass energy in a circular ac-
celerator by the loss of energy per turn through synchrotron radiation and in a linear accelerator
by the limited length. Hadron colliders do not suffer as severely from this synchrotron radiation,
as the energy loss per unit time is inversely proportional to the mass of the accelerated particle
to the fourth power and the proton is approximately 2000 times as heavy as an electron. The
energy frontier has, therefore, mostly been set by hadron colliders and is set at this moment by
CERN’s Large Hadron Collider (LHC).

On the other hand, electron-positron colliders provide the cleanest data. Electrons and

1
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Figure 1.1: The center of mass energy of electron-positron
(blue circles) and hadron (red squares) colliders as a function
of the year of first operation.

positrons are fundamental particles and well understood within the Standard Model (SM) of
particle physics. The proton, on the contrary, is a bound state of quarks held together by the
strong interaction, which is described by Quantum Chromo Dynamics (QCD). This theory is
too complicated to solve analytically and can only be handled within a certain approximation
scheme that is called perturbation theory. Unfortunately, perturbation theory breaks down at
the energy scales where quarks form bound states and thus the exact structure of a proton
cannot be calculated. As a result, it is impossible, at this time at least, to calculate from first
principles the chance that a proton-proton collision will end in a given final state, e.g., in 4
protons, 2 anti-protons, 8 neutral pions and a muon pair. This chance is related to what is
called an exclusive cross section. In fact, it is not even possible to calculate from first principles
an inclusive cross section (for example the chance that at least a muon pair is created in the
collision). These problems make it much harder to interpret data from a proton-proton collider
than from an electron-positron collider and the latter has therefore been the preferred choice for
precision experiments, whereas the first is preferred for the discovery of new particles, where
maximal collision energy is desired.

At this moment, the only high-energy colliders that are running are CERN’s LHC (Figure
1.2) and Brookhaven National Laboratory’s Relativistic Heavy Ion Collider (RHIC) (Figure
1.3), which are both proton-proton colliders. The LHC holds the world record for highest
collision energy (

√
s = 8 TeV), whereas RHIC (

√
s = 0.5 TeV) is the only machine that has the

ability to collide polarized protons. To interpret the results of these proton-proton colliders, it is
necessary to compare the experimental data to theoretical predictions, which will be the subject
of this thesis. To be able to make predictions, the proton is usually treated as a collection of
partons (quarks, anti-quarks and gluons) each moving collinearly with the proton and carrying
a fraction x of its momentum. The number of partons carrying a specific fraction of the proton’s
momentum is described by so called parton distribution functions, which, as they cannot be
calculated, have to be measured. This is the way most theoretical predictions are made today.

There are, however, many observables that are sensitive to the transverse motion of the
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Figure 1.2: Large Hadron Collider at CERN: the world’s most powerful particle
collider, viewed from inside the tunnel (left) and an aerial view (right).

Figure 1.3: Relativistic Heavy Ion Collider at Brookhaven National Laboratory: the
only place in the world where polarized protons can be collided, viewed from inside
the tunnel (left) and an aerial view (right).

partons inside the proton. An example is the transverse momentum distribution of the produced
particles. To describe such an observable well at all scales, we need to go beyond the collinear
approximation, which is more specifically the subject of this thesis. The theory needed for this,
Transverse Momentum Dependent (TMD) factorization, has been developed (and improved)
over the years and will be discussed in Chapter 2.

The inclusion of the transverse motion of the partons in a proton gives rise to interesting
‘new’ QCD effects such as, for example, the Sivers, worm-gear and Boer-Mulders effect. These
are all effects due to spin-momentum correlations and described by their own distribution func-
tions. For example, the Sivers function describes an asymmetry in the transverse momentum
distribution of quarks with respect to the proton’s transverse spin (see Figure 1.4). The worm-
gear distribution expresses a correlation between the quark’s helicity and the angle between its
transverse momentum and the proton’s transverse spin (see Figure 1.5). Also for gluons there
are new correlation functions, such as the linearly polarized gluon distribution, that describes the
linear polarization of the gluon field as a function of the gluon’s transverse momentum in an un-
polarized proton (see Figure 1.6). To put it briefly, there are many new effects that are absent in
the collinear treatment, of which we will investigate a couple we think might be experimentally
relevant.
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Figure 1.4: The Sivers effect describes a transverse momentum
distribution that is anti-symmetric with respect to the proton’s
spin direction.

Figure 1.5: The worm-gear effect describes a correlation between
the quark chirality and the angle between its transverse momen-
tum and the proton’s transverse spin direction.

What might be relevant, for example, is the linear polarization of gluons inside an unpolar-
ized hadron as the Standard Model Higgs boson is mainly produced from gluons at the LHC. We
will investigate the consequences of this polarization in Chapter 5. It is found that the transverse
momentum distribution of scalar and pseudoscalar bosons produced through gluon-gluon fusion
is modified in distinctive ways. This is an interesting result as the transverse momentum distri-
bution of the newly found boson at the LHC might thus tell us whether it can be the Standard
Model Higgs boson or it has to be some pseudoscalar boson predicted by physics beyond the
SM.

TMD effects could therefore help in the search for physics beyond the SM, but they can also
be mistaken for it. For example, double transverse spin asymmetries in W boson production,
which can be investigated at RHIC, are zero within the SM using the collinear treatment, but
nonzero once transverse momentum dependent effects are taken into account. Another source
of these spin asymmetries could be the mixing of a hypothetical WR boson, with the ordinary
W boson, that happens, for example, in so called Left-Right models. TMD and beyond the
SM effects thus give rise to the same signatures in the data and can be mistaken for each
other. We will therefore estimate the double transverse spin asymmetries that arise in W boson

Figure 1.6: The linearly polarized gluon distribution describes the
difference in gluon field polarization in the direction of the gluons
transverse momentum and the direction perpendicular to it.
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production as a result of TMD effects in Chapter 3. The same TMD effects form a background
for transversity measurements using the Drell-Yan process, for which we will also give numerical
predictions.

The fact that double transverse spin asymmetries in W boson production are sensitive to a
possible mixing of the ordinary W boson with a hypothetical WR boson led us to investigate the
possibility of measuring or bounding this mixing using spin asymmetries at RHIC. Given the
best model independent bounds from the particle data group on the right-handed coupling of
theW boson to the light quarks, at that time, it was concluded that RHIC could set competitive
bounds if design goals would be met. In the meantime better bounds can be extracted from
the literature, which will be explained in Chapter 4. Updated numerical predictions for the
asymmetries at RHIC and possible future higher energy polarized colliders will be given.

The work and results of this thesis will be summarized in Chapter 6.
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Chapter 2

Factorized description of pp → V X

With factorization in hadronic collisions we mean the process of separating a high-energy scat-
tering cross section into a calculable part and a part that needs to be measured. This latter
part describes the structure of the hadron, which inevitably is a low-energy observable that falls
outside the paradigm of perturbative QCD. The calculable part can be calculated using standard
perturbative methods and used to test the high-energy model of your choice. In this thesis we
will focus on inclusive W , Z and Higgs boson production from proton-proton collisions (usually
followed by a decay) which we will refer to as pp→ V X.

In obtaining a factorized description, we have to treat (anti-) quark gluon scattering, quark–
antiquark annihilation and gluon-gluon fusion separately. Of these, only the latter two will be
relevant in this thesis and are discussed separately in the remaining two sections of this chapter.

2.1 Quark–antiquark annihilation

Within the context of quantum field theory, the leading order αs contribution from quark–
antiquark annihilation to the pp → V X hadronic scattering matrix element can be written
as

Mδ4(P1 + P2 − PX − q) =

∫
d4k

(2π)4
d4p

(2π)4

∫
d4ξ2 d

4ξ1 δ
4(p+ k − q) eik · ξ2 eip · ξ1×

Hij(p, k, q)
〈
X
∣∣Ψi(ξ2)Ψj(ξ1)

∣∣P1, S1, P2, S2
〉
, (2.1)

where H is the leading order qq̄ → V scattering amplitude. We assume that the matrix element
〈
X
∣∣Ψi(ξ2)Ψj(ξ1)

∣∣P1, S1, P2, S2
〉

factorizes into two separate matrix elements 〈X2|Ψi(ξ2)|P2, S2〉 and 〈X1|Ψj(ξ1)
∣∣P1, S1

〉
, that

describe a transition between an initial state with an incoming proton with momentum Pi and
spin Si and a final state containing the hadronic remnant Xi. The pp→ V X scattering matrix
element can within that approximation be written as

Mδ4(P1 + P2 − PX1 − PX2 − q) =

∫
d4k

(2π)4

∫
d4ξ2 e

ik · ξ2〈X2

∣∣Ψi(ξ2)
∣∣P2, S2

〉
×

∫
d4p

(2π)4

∫
d4ξ1 e

ip · ξ1〈X1

∣∣Ψj(ξ1)
∣∣P1, S1

〉
δ4(p + k − q)Hij(p, k, q), (2.2)

7
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Figure 2.1: Diagrammatic representation of factorization of the
quark–antiquark annihilation contribution to the pp → V X scat-
tering matrix element.

which is depicted diagrammatically in Figure 2.1. In principle, the quark operator Ψ should
also have a label indicating the quark flavor, u, d or s, but we will suppress this index for the
sake of clarity. In the hypothetical situation that there would be no strong interaction and the
initial state would consist of just a quark and an antiquark, the transition matrix elements would
reduce simply to the spinors u and v, i.e.,

∫
d4ξ2 e

ik · ξ2〈X2

∣∣Ψi(ξ2)
∣∣P2, S2

〉
→ vi(k) δ

4(P2 − k),
∫

d4ξ1 e
ip · ξ1〈X1

∣∣Ψj(ξ1)
∣∣P1, S1

〉
→ uj(p) δ

4(P1 − p) (2.3)

and the matrix element would have the form familiar from Quantum Electro-Dynamics (QED),

Mδ4(P1 + P2 − q) = vi(k)Hij(p, k, q)uj(p) δ
4(P1 + P2 − q). (2.4)

Using the expression for the pp → V X matrix element, we can write the cross section for
inclusive V production as

dσ

dR =
(2π)4

2S

∑

X1,X2

∫
d3PX1

(2π)32EPX1

d3PX2

(2π)32EPX2

|M|2δ4(P1 + P2 − PX1 − PX2 − q)

=
(2π)4

2S

∫
d4k

(2π)4
d4k′

(2π)4

∑

X2

∫
d3PX2

(2π)32EPX2

∫
d4ξ2 d

4η2 e
ik · ξ2−ik′ · η2×

〈
P2, S2

∣∣Ψk(η2)
∣∣X2

〉〈
X2

∣∣Ψi(ξ2)
∣∣P2, S2

〉
×

∫
d4p

(2π)4
d4p′

(2π)4

∑

X1

∫
d3PX1

(2π)32EPX1

∫
d4ξ1 d

4η1 e
ip · ξ1−ip′ · η1×

〈
P1, S1

∣∣Ψl(η1)
∣∣X1

〉〈
X1

∣∣Ψj(ξ1)
∣∣P1, S1

〉
δ4(p+ k − q)Hij(p, k, q)H

∗
kl(p, k, q), (2.5)

where the n-particle phase space element is defined as

dR ≡
n∏

i=1

d3qi

(2π)3 2Eqi

. (2.6)

The expression for the cross section is depicted diagrammatically in Figure 2.2. The next step
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p
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q
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H
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k′
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Figure 2.2: Diagrammatic representation of the quark–antiquark
annihilation contribution to the pp→ V X cross section.

is to use the fact that the projection on all possible remnant states X, is nothing but the unit
operator, i.e.,

∑

X

∫
d3PX

(2π)32EPX

|X〉〈X| = 1. (2.7)

Replacing the sum over remnant states in the expression for the cross section, we get

dσ

dR =
(2π)4

2S

∫
d4k

(2π)4
d4k′

(2π)4

∫
d4ξ2 d

4η2 e
ik · ξ2−ik′ · η2 〈P2, S2

∣∣Ψk(η2)Ψi(ξ2)
∣∣P2, S2

〉
×

∫
d4p

(2π)4
d4p′

(2π)4

∫
d4ξ1 d

4η1 e
ip · ξ1−ip′ · η1 〈P1, S1

∣∣Ψl(η1)Ψj(ξ1)
∣∣P1, S1

〉
×

δ4(p+ k − q)Hij(p, k, q)H
∗
kl(p, k, q). (2.8)

We now got rid of the transition matrix elements between an incoming proton and an unknown
final state X in favor of an ‘ordinary’ matrix element of two quark fields between a well-defined
proton state, which we will refer to as a quark correlator.

The following simplifying step will be based on the fact that the matrix element should be
translation invariant. In other words, the matrix element should only depend on the difference
of the positions of the quark fields, so

∫
d4ξ d4η eip · ξ−ip′ · η 〈P, S

∣∣Ψl(η)Ψj(ξ)
∣∣P, S

〉

=

∫
d4(ξ + η) d4(ξ − η) e

i
2
(p+p′) · (ξ−η)+ i

2
(p−p′) · (ξ+η)

〈
P, S

∣∣Ψl(η)Ψj(ξ)
∣∣P, S

〉

=

∫
d4(ξ − η) e

i
2
(p+p′) · (ξ−η)δ4(p − p′) (2π)4

〈
P, S

∣∣Ψl(η)Ψj(ξ)
∣∣P, S

〉

= δ4(p− p′) (2π)4
∫
d4ξ eip · ξ

〈
P, S

∣∣Ψl(0)Ψj(ξ)
∣∣P, S

〉
. (2.9)

Inserting this simplified form of the quark correlator into the expression for the cross section,



10 Chapter 2. Factorized description of pp→ V X

we get

dσ

dR =
(2π)4

2S

∫
d4k

(2π)4

∫
d4ξ2 e

ik · ξ2 〈P2, S2|Ψk(0)Ψi(ξ2)|P2, S2〉Hij(p, k, q)H
∗
kl(p, k, q)×

∫
d4p

(2π)4

∫
d4ξ1 e

ip · ξ1 〈P1, S1
∣∣Ψl(0)Ψj(ξ1)

∣∣P1, S1
〉
δ4(p+ k − q)

=
(2π)4

2S

∫
d4k d4p δ4(p+ k − q)Tr

[
H(p, k, q)Φ(p, P1, S1)H

∗(p, k, q)Φ(k, P2, S2)
]
,

(2.10)

where, in the last step, we have defined the quark and antiquark correlators, Φ and Φ, as

Φij(k, P, S) ≡
1

(2π)4

∫
d4ξ eik · ξ 〈P, S

∣∣Ψi(ξ)Ψj(0)
∣∣P, S

〉
,

Φij(k, P, S) ≡
1

(2π)4

∫
d4ξ eik · ξ 〈P, S

∣∣Ψi(0)Ψj(ξ)
∣∣P, S

〉
. (2.11)

The function Φij(k, P, S) is called a fully unintegrated quark correlator. In most applications
one can work with partially integrated correlators, because the incoming partons are almost
collinear to the incoming hadrons and therefore

k ·P1 ≫ p ·P1,

p ·P2 ≫ k ·P2. (2.12)

This hierarchy allows us to approximate the delta function as

δ4(p + k − q) = P1 ·P2 δ
(
(p+ k − q) ·P1

)
δ
(
(p + k − q) ·P2

)
δ2(pT + kT − qT )

≃ P1 ·P2 δ(k ·P1 − q ·P1) δ(p ·P2 − q ·P2) δ
2(pT + kT − qT ). (2.13)

After insertion of the approximated delta function and rewriting the phase space element as
∫

d4p =
1√

(P1 ·P2)2 −M2
1M

2
2

∫
d(p ·P1) d(p ·P2) d

2pT ≃ 2

S

∫
d(p ·P1) d(p ·P2) d

2pT (2.14)

one can write the cross section in terms of partially integrated correlation functions Φ(x,pT , P, S)
and Φ(x,pT , P, S),

dσ

dR =
(2π)4

S2

∫
d(k ·P1) d(p ·P2) d

2pT d2kT δ(k ·P1 − q ·P1) δ(p ·P2 − q ·P2)×

δ2(pT + kT − qT )Tr
[
H(p, k, q)Φ(x1,pT , P1, S1)H

∗(p, k, q)Φ(x2,kT , P2, S2)
]
,

=
(2π)4

S2

∫
dx1 dx2 d

2pT d2kT δ

(
x1 −

q ·P2

P1 ·P2

)
δ

(
x2 −

q ·P1

P1 ·P2

)
δ2(pT + kT − qT )

Tr
[
H(p, k, q)Φ(x1,pT , P1, S1)H

∗(p, k, q)Φ(x2,kT , P2, S2)
]
, (2.15)

in which we have defined

x1 ≡
p ·P2

P1 ·P2
,

x2 ≡
k ·P1

P1 ·P2
. (2.16)
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The x1 and x2 integrations can also be performed to remove the delta functions, i.e.,

dσ

dR =
(2π)4

S2

∫
d2pT d2kT δ

2(pT + kT − qT )×

Tr
[
H(p, k, q)Φ(x1,pT , P1, S1)H

∗(p, k, q)Φ(x2,kT , P2, S2)
]
, (2.17)

with the correlators now evaluated at x1 = q ·P2

P1 ·P2
and x2 = q ·P1

P1 ·P2
. The partially integrated

correlation function is defined as

Φij(x,pT , P, S) ≡
∫
d(p ·P )Φij(p, P, S)

=

∫
d(ξ ·P )d2ξT

(2π)3
eip · ξ

〈
P, S

∣∣Ψi(ξ)Ψj(0)
∣∣P, S

〉∣∣∣
LF
, (2.18)

where, in the right-hand side, the momentum p is parameterized as

p =
x(P ·P ′)2 −M2(p ·P )

(P ·P ′)2 −M4
P + pT +

[(p ·P )− xM2]P ·P ′

(P ·P ′)2 −M4
P ′, (2.19)

in which P ′ is an arbitrary vector not collinear to P that sets the transverse direction and can
be taken as the momentum of the opposite proton or as P ′ = (P 0,−P). In the second line of
Eq. (2.18) the fields should be evaluated at the light-front, which is specified by

ξ ·P ′ = ξ ·P M2

P ·P ′ . (2.20)

Although the appearance of P ′ in the parameterization of the momentum, the correlator does
not explicitly depend on it as

p · ξ = xP · ξ + pT · ξT , (2.21)

it only sets the direction of the transverse plane. In the limit of vanishing proton mass the
momentum parameterization simply reduces to

p = xP + pT +
p ·P
P ·P ′P

′ (2.22)

and the light-front condition becomes ξ ·P ′ = 0.
The correlator in Eq. (2.18) is also referred to as a Transverse Momentum Dependent (TMD)

correlation function, because it depends on the parton’s transverse momentum pT , in contrast
to the so called collinear correlation function, which will be introduced in the next section.

Collinear case

If one is only interested in the total cross section for the process PP → V X and not in the
differential cross section dσ/d2qT , then one can write the cross section in terms of collinear cor-
relation functions. Suppose we consider the production of some final state with four momentum
q not necessarily on-shell. The phase space for such a process is given by

dR =
d4q

(2π)4
=

1

2(2π)4
dQ2dY d2qT , (2.23)
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where Q ≡
√
q2, Y is the forward rapidity and qT the transverse momentum of the final state.

The qT integrated cross section, differential in only Q and Y , can be given as

dσ

dQ2dY
=

1

2(2π)4

∫
d2qT

dσ

dR

=
1

2S2
Tr

[
H0

[∫
d2pT Φ(x1,pT , P1, S1)

]
H∗

0

[∫
d2kT Φ(x2,kT , P2, S2)

]]

=
1

2S2
Tr
[
H0Φ(x1, P1, S1)H

∗
0 Φ(x2, P2, S2)

]
, (2.24)

where H0 is the first order term in the collinear expansion of the hard matrix element,

H = H0 +H1 ·qT + qT ·H2qT + · · · , (2.25)

and Φ(x, P, S) is called a collinear correlation function and is defined by

Φij(x, P, S) ≡
∫

d2pT Φij(x,pT , P, S)

=

∫
d(ξ ·P )

2π
ei x ξ ·P 〈P, S

∣∣Ψi(ξ)Ψj(0)
∣∣P, S

〉∣∣∣
ξ ·P ′=ξT=0

. (2.26)

The collinear correlator only depends on the longitudinal momentum fraction x and not on the
transverse momentum of the parton.

The convergences of the series in Eq. (2.25) is determined by the available energy scales in
the hard part. For Drell-Yan (pp → γX → ℓℓ̄X) the only compensating scale is Q and higher
order terms are therefore suppressed by factors qT/Q. In other processes the convergence might
be worse, e.g., in W boson production in specific kinematical ranges, the suppression might be
as small as qT/ΓW , where ΓW is the width of the W boson. We will encounter this effect in
Chapter 3. Higher order terms in the collinear expansion can also be included, which will lead
to an expression involving pT weighted correlation functions.

Another regime of validity of the collinear approximation is high-qT vector boson production.
The large transverse momentum of the vector boson is generated by hard gluon radiation from
an incoming parton, which is a higher order correction to the hard scattering amplitude. In that
case the total transverse momentum of the final state is not observed (one integrates over the
gluon transverse momentum), which can be used to remove the delta function. Furthermore, all
the scales in the hard part are large (qT ∼ Q≫M), which makes it possible to expand the hard
part in 1/Q and 1/qT , of which the leading terms will not contain any pT or kT dependence and
so those integrations can be performed, leading to an expression in terms of collinear correlators.

2.1.1 Inclusion of the gauge link

In the last section we derived an expression for the quark–antiquark annihilation contribution to
the pp→ V X cross section, factorized into a calculable hard part and two correlation functions,
which parameterize the unknown low energy (soft) physics which we cannot calculate. In the
derivation, we only took the leading order diagram, without any additional gluons coming from
the soft part. One should, however, sum all diagrams with additional gluons, a couple of which
are shown in figure 2.3. Note that the momentum transfer in the additional gluons is not
necessarily large and one can thus not discard those diagrams on the basis of being higher



2.1 Quark–antiquark annihilation 13

p

k

P1

P2

H

P2

P1

H∗
k

p

+
p

k

P1

P2

H

P2

P1

H∗
k

p

+

p

k

P1

P2

H

P2

P1

H∗
k

p

+
p

k

P1

P2

H

P2

P1

H∗
k

p

+ · · ·

Figure 2.3: Diagrams with additional gluons that need to be included in the quark–
antiquark annihilation channel in pp→ V X.

order in αs. On the contrary, a diagram as in Figure 2.4 would be considered a higher order
αs correction to the hard scattering matrix element. In principle, every diagram in Figure 2.3
enters with its own matrix element, involving two quark fields and one or more gluon fields
between the proton states. It is shown [2, 3, 4, 5], that the sum of all diagrams exponentiates

p

k

P1

P2

H

P2

P1

H∗
k

p

Figure 2.4: Example of a higher order αs correction to the hard
scattering matrix element in the quark–antiquark annihilation
channel in pp→ V X.
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and can be written as1

dσDY ∼ Tr

[
Φ(x1,pT , P1, S1)U

[n]
− [p2]H

∗ U [n]
−

†
[p1] Φ(x2,kT , P2, S2)U

[n]
− [p2]H U

[n]
−

†
[p2]

]

=

∫
d
(
p1 ·P1

)
d
(
p2 ·P2

)
d4ξ1 d

4 ξ2 e
ip1 · ξ1 eip2 · ξ2×

Tr
[〈
P1, S1

∣∣Ψ(ξ1)Ψ(0)
∣∣P1, S1

〉
U

[T ]
2[∞T ,0T ] U

[n]
2[−∞,0]H

∗ U [n]
1[0,−∞]U

[T ]
1[0T ,∞T ]×

〈
P2, S2

∣∣Ψ(0)Ψ(ξ2)
∣∣P2, S2

〉
U

[T ]
1[∞T ,ξ1T ] U

[n]
1[−∞,ξ1]

H U
[n]
2[ξ2,−∞]U

[T ]
2[ξ2T ,∞T ]

]
, (2.27)

where U
[n]
i[a,b] is a gauge connection, defined by

U
[n]
i[a,b] ≡ P exp

(
−ig

∫ b ·Pi

a ·Pi

d(η ·Pi)A
n
i (η)

)
. (2.28)

The gauge connection U
[n]
i[a,b] has the path of the integral along the n-direction, which is an

(approximately) light-like vector conjugate to Pi. The transverse part of the gauge connection,

U
[T ]
i[a,b], has its path along the transverse direction from a to b. The gauge connections contain

gluon field operators Aµ
i , which should be placed within one of the two correlators to be mean-

ingful. Here it is the i index on Aµ
i , that indicates that the field operator should be placed

within correlator
〈
Pi, Si

∣∣ . . .
∣∣Pi, Si

〉
. Note that Aµ

i = Aµ
iaT

a and can, therefore, not simply be
moved through the color trace into the right correlator. The symbol P in the connection means
path ordered product, just like the ordinary time ordering symbol, but now with ordering along
the path. The trace in Eq. (2.27) has to be taken over both Dirac and color indices. Eq. (2.27)
takes into account the effect of all the additional gluons shown diagrammatically in figure 2.5
that contribute to leading order in 1/Q, where Q is the hard scale of the process. The expression

P1

P2

H

P2

P1

H∗

U
[n]†
−

U
[n]†
−U

[n]
−

U
[n]
−

Φ1(x1,pT )

Φ̄2(x2,kT )

[−∞, ξ1]

[ξ2,−∞] [−∞, 0]

[0,−∞]

Figure 2.5: Diagram representing the sum of all additional gluon
contributions in terms of the gauge connections U .

in Eq. (2.27) still consists of infinitely many different correlation functions, which are all gauge

1We use the notation of Ref. [5].
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dependent. However, Eq. (2.27) can be cast into a much simpler form by applying the gauge

transformation V (ξ) ≡ U [−]
[0,ξ], where U [−]

[0,ξ] is a gauge link, defined by

U [±]
[0,ξ] ≡ P exp

(
−ig

∫ ξ

0
dzµA

µ(z)

)
, (2.29)

in which the path should be taken as is indicated in figure 2.6. The hard part H commutes with

Ξ
±

Ξ T

Ξ
±

Ξ T

Figure 2.6: The gauge link path for U [−]
[0,ξ] (left) and U [+]

[0,ξ] (right).

both the gauge links and connections, because it is proportional to a unit matrix in color space
whereas the gauge links and connections are proportional to the unit matrix in Dirac space.
After performing the gauge transformation and using the commutation relation, we can write
the cross section as

dσDY ∼
∫

d
(
p1 ·P1

)
d
(
p2 ·P2

)
d4ξ1 d

4 ξ2 e
ip1 · ξ1 eip2 · ξ2×

Tr

[
〈
P1

∣∣U [−]
[0,ξ1]

Ψ(ξ1)Ψ(0)
∣∣P1

〉
H∗ U [−]

[0,∞T ]U
[T ]
2[∞T ,0T ] U

[n]
2[−∞,0]U

[n]
1[0,−∞] U

[T ]
1[0T ,∞T ] U

[−]
[∞T ,0]︸ ︷︷ ︸

A
〈
P2

∣∣Ψ(0)Ψ(ξ2)U [−]
[ξ2,0]

∣∣P2

〉
H

U [−]
[0,∞T ]

U
[T ]
1[∞T ,ξ1T ] U

[n]
1[−∞,ξ1]

U [−]
[ξ1,0]

U [−]
[0,ξ2]

U
[n]
2[ξ2,−∞]U

[T ]
2[ξ2T ,∞T ]U

[−]
[∞T ,0]︸ ︷︷ ︸

B

]
, (2.30)

which looks worse than what we started with, but is in fact much simpler: the composite gauge
links A and B, which are shown in figure 2.7, both start and stop at the same point and contain
no loops, i.e., they are equal to unity. Using the fact that A = B = 1, we can write the cross

Figure 2.7: Structure of the composite gauge links A (left) and B (right) in Eq. (2.30).
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section as

dσDY ∼
∫

d
(
p1 ·P1

)
d
(
p2 ·P2

)
d4ξ1 d

4 ξ2 e
ip1 · ξ1 eip2 · ξ2×

Tr
[〈
P1

∣∣U [−]
[0,ξ1]

Ψ(ξ1)Ψ(0)
∣∣P1

〉
H∗ 〈P2

∣∣Ψ(0)Ψ(ξ2)U [−]
[ξ2,0]

∣∣P2

〉
H
]
, (2.31)

which now has the right gauge link within both matrix elements. A correlator with the right
gauge link is color gauge invariant, which one can see by inserting the unit operator, 1 = U †U ,
with U a general gauge transformation, between all the operators in the matrix element, i.e.,

〈
P, S

∣∣U [−]
[0,ξ]Ψ(ξ)Ψ(0)

∣∣P, S
〉
=
〈
P, S

∣∣U † UU [−]
[0,ξ]U

† UΨ(ξ)Ψ(0)U † U
∣∣P, S

〉
. (2.32)

The proton state is color gauge invariant and, therefore,

U
∣∣P, S

〉
=
∣∣P, S

〉
,

〈
P, S

∣∣U † =
〈
P, S

∣∣. (2.33)

Furthermore, we know the gauge transformation properties of the link and quark fields,

UU [−]
[0,ξ]U

† = V (0)U [−]
[0,ξ]V

†(ξ),

UΨ(ξ) = V (ξ)Ψ(ξ),

Ψ(0)U † = Ψ(0)V †(0), (2.34)

where V (ξ) is the gauge transformation at space-time point ξ in the fundamental representation.
We can thus write

〈
P, S

∣∣U [−]
[0,ξ]Ψ(ξ)Ψ(0)

∣∣P, S
〉
=
〈
P, S

∣∣V (0)U [−]
[0,ξ] V

†(ξ)V (ξ)︸ ︷︷ ︸
=1

Ψ(ξ)Ψ(0)V †(0)
∣∣P, S

〉

= V (0)
〈
P, S

∣∣U [−]
[0,ξ]Ψ(ξ)Ψ(0)

∣∣P, S
〉
V †(0), (2.35)

which, in turn, implies that

〈
P, S

∣∣U [−]
[0,ξ]Ψ(ξ)Ψ(0)

∣∣P, S
〉
∝ 1c. (2.36)

The trace in Eq. (2.31) can be split into a Dirac and color trace, of which the color trace can
be split further, because of the correlators being proportional to the unit matrix in color space,
i.e., we use the identity Trc[1c1c] =

1
Nc

Trc[1c]Trc[1c], to write

dσDY ∼ 1

Nc
TrD

[
Trc

[∫
d
(
p1 ·P1

)
d4ξ1 e

ip1 · ξ1 〈P1

∣∣U [−]
[0,ξ1]

Ψ(ξ1)Ψ(0)
∣∣P1

〉]
H∗×

Trc

[∫
d
(
p2 ·P2

)
d4 ξ2 e

ip2 · ξ2〈P2

∣∣Ψ(0)Ψ(ξ2)U [−]
[ξ2,0]

∣∣P2

〉]
H

]

=
1

Nc
TrD

[
Φ[−](x1,pT , P1, S1)H

∗ Φ
[−]

(x2,kT , P2, S2)H
]
. (2.37)
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The final factorized expression we have arrived at, by including all the additional gluon ex-
changes, thus reads

dσ

dR =
(2π)4

S2

∫
d2pT d2kT δ

2(pT + kT − qT )×
1

Nc
TrD

[
Φ[−](x1,pT , P1, S1)H

∗ Φ
[−]

(x2,kT , P2, S2)H
]
, (2.38)

which has exactly the same form as the naive calculation in Eq. (2.17), but with the gauge-variant
quark correlator replaced by a gauge invariant quark correlator with gauge link,

Φ
[−]
ij (x,pT , P, S) ≡

∫
d(ξ ·P )d2ξT

(2π)3
eip · ξ Trc

[〈
P, S

∣∣U [−]
[0,ξ]Ψi(ξ)Ψj(0)

∣∣P, S
〉∣∣∣

n · ξ=0

]

=

∫
d(ξ ·P )d2ξT

(2π)3
eip · ξ

〈
P, S

∣∣Ψj(0)U [−]
[0,ξ]Ψi(ξ)

∣∣P, S
〉∣∣∣

n · ξ=0
. (2.39)

There are still “subtleties” in the definition of the TMD correlator not discussed here, such
as regularization of UV, IR and rapidity divergences. One can get rid of the latter one, by tilting
the direction n of the gauge link to be not exactly on the light cone. The correlator gets in that
case a dependence on the amount of tilt ζ = (p ·n)2/n2, which serves as a rapidity cut-off on
the gluons that are included in Figure 2.5. A full discussion on the operator definition of the
TMD quark correlator is beyond the scope of this thesis, so for more information we refer to
[6, 7, 8, 9, 10, 11, 12, 13].

Taking the subtleties in the operator definition into account, Eq. (2.39) gives a prescription
to calculate the TMD correlator using lattice QCD, as has been done in, e.g., [14, 15]. Another
way to handle the correlator is to parameterize the most general structure it can have, in terms
of a limited set of distribution functions. These unknown functions are then considered as input,
to be fitted from experimental data. This last route is the most common one and leads to the
most accurate predictions. In section 2.2 the TMD correlation function is parameterized in
terms of TMD distribution functions.

Process dependence

The quark correlator in Eq. (2.39), that has to be used for electroweak boson production in pp

collisions, comes with the gauge link U [−]
[0,ξ], which has its path running through minus infinity,

as specified in Fig. 2.6. As it turns out to be, different processes need correlators with different
gauge link paths. For example, in the process of Semi Inclusive Deep Inelastic Scattering (SIDIS)
one has to use the Φ[+](x,pT ) correlator [3, 4, 5], which has its link running through plus infinity
(see figure 2.6). This process dependence is, in principle, a breaking of universality, because both
correlators are, a priori, different. However, one can relate the two correlators by time reversal
combined with parity inversion. To do so, add the unit operator2 in the form of (PT )−1(PT ),
where P is the parity inversion operator and T the time reversal operator, between all operators

2Due to the anti-unitary character of T , this will in fact produce the complex conjugate of the matrix element.
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in the matrix element, i.e.,

Φ[−](x,pT , P, S) =

∫
d(ξ ·P )d2ξT

(2π)3
eip · ξ

〈
P, S

∣∣U [−]
[0,ξ]Ψ(ξ)Ψ(0)

∣∣P, S
〉∣∣∣

n · ξ=0

=

(∫
d(ξ ·P )d2ξT

(2π)3
e−ip · ξ 〈P, S

∣∣(PT )−1 (PT )U [−]
[0,ξ](PT )−1 ×

(PT )Ψ(ξ)(PT )−1 (PT )Ψ(0)(PT )−1 (PT )
∣∣P, S

〉∣∣∣
n · ξ=0

)∗

(2.40)

Due to the fact that QCD is parity and time reversal invariant, the PT operation turns a proton
state into a proton state, but with opposite spin, i.e.,

PT
∣∣P, S

〉
=
∣∣P,−S

〉
. (2.41)

The transformation rules for the field operators are given by

(PT )Ψ(ξ)(PT )−1 = γ0γ1γ3Ψ(−ξ),
(PT )Ψ(0)(PT )−1 = Ψ(0)γ3γ1γ0. (2.42)

The PT operation transforms a spatial coordinate as ξ → −ξ and, therefore, the gauge link
behaves as

(PT )U [−]
[0,ξ](PT )−1 = U [+]

[0,−ξ], (2.43)

which has now its path running through plus infinity (see figure 2.6). Combining all those
ingredients, we end up with

Φ[−](x,pT , P, S) = γ0γ1γ3 Φ[+](x,pT , P,−S)∗ γ3γ1γ0, (2.44)

which is a direct relation between the correlator one has to use in pp→ V X and the correlator
one has to use in SIDIS. Using this relation, measurements of the correlator in SIDS can be used
to make predictions for vector boson production and vice versa.

Collinear case with link

If one is only interested in the total cross section, one can again use an expression in terms of
collinear correlators,

dσ

dQ2dY
=

1

2(2π)4

∫
d2qT

dσ

dR

∼= 1

2S2Nc
TrD

[
H0

[∫
d2pT Φ[−](x1,pT , P1, S1)

]
H∗

0

[∫
d2kT Φ

[−]
(x2,kT , P2, S2)

]]

∼= 1

2S2Nc
TrD

[
H0Φ(x1, P1, S1)H

∗
0 Φ(x2, P2, S2)

]
, (2.45)



2.2 Parameterization of the quark correlator 19

where Φ(x, P, S) is the collinear correlator, defined by

Φ(x, P, S) ≡
∫

d2pT Φ[±](x,pT , P, S),

=

∫
d(ξ ·P )

2π
ei x ξ ·P Trc

[〈
P, S

∣∣U[0,ξ]Ψ(ξ)Ψ(0)
∣∣P, S

〉∣∣∣
n · ξ=ξT=0

]
. (2.46)

The fields in the collinear correlator are evaluated at n · ξ = ξT = 0, i.e., at zero transverse sep-
aration. Without transverse separation, the collinear correlator does not need a ± superscript:

the two different gauge links U [+]
[0,ξ] and U [−]

[0,ξ] in the TMD correlator, reduce to the same collinear
gauge link U[0,ξ] when ξT = 0. The reduction to a collinear gauge link is illustrated in Figure 2.8.
Because the collinear correlator has the same gauge link for SIDIS and pp → V X, there is no
process dependence in the correlator. The total cross section of both processes can be described
with the same set of distribution functions.

Ξ
±

Ξ T

Ξ
±

Ξ T

−→
Ξ
±

Figure 2.8: Both the plus and minus gauge link U [±]
[0,ξ] (left) reduce to the same collinear gauge

link U[0,ξ] (right).

2.2 Parameterization of the quark correlator

In this section we will parameterize the quark correlation function with the most general struc-
ture that is allowed by the transformation properties we can infer from the matrix element
structure. First of all, let us insert unit operators into the matrix element definition of the TMD
correlator of the form Λ-1Λ, where Λ is an arbitrary Lorentz transformation. This results in

Φ[±](x,pT , P, S) =

∫
d(p ·P ) d4ξ

(2π)4
eip · ξ

〈
P, S

∣∣Λ-1

︸ ︷︷ ︸〈
P ′,S′

∣∣
ΛU [±]

[0,ξ]Λ
-1

︸ ︷︷ ︸
U [±]
[0,Λξ]

ΛΨ(ξ)︸ ︷︷ ︸
Λ1/2Ψ(Λξ)

Ψ(0)Λ-1

︸ ︷︷ ︸
Ψ(0)Λ−1

1/2

Λ
∣∣P, S

〉
︸ ︷︷ ︸∣∣P ′,S′

〉

=

∫
d(p′ ·P ′)

d4ξ

(2π)4
eip

′ · ξ Λ 1
2

〈
P ′, S′∣∣U [±]

[0,ξ]Ψ(ξ)Ψ(0)
∣∣P ′, S′〉Λ-1

1
2
, (2.47)

where Λ 1
2
is the relevant spinor representation of the Lorentz transformation, and so

Φ[±](x,pT , P, S) = Λ 1
2
Φ[±](x,p′

T , P
′, S′)Λ-1

1
2
. (2.48)

This last relation implies that the correlator consists of the vectors at hand, P , p and S, dotted
into γ matrices, possibly combined with γ5 and scalar terms.
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Another relation comes from the transformation properties of the matrix element under a
Hermitian conjugation,

Φ[±](x,pT , P, S)
† =

∫
d(p ·P ) d4ξ

(2π)4
e−ip · ξ 〈P, S

∣∣U [−]
[0,ξ]Ψ(ξ)Ψ(0)

∣∣P, S
〉†

=

∫
d(p ·P ) d4ξ

(2π)4
e−ip · ξ 〈P, S

∣∣Ψ†
(0)︸ ︷︷ ︸

γ0Ψ(0)

Ψ†(ξ)︸ ︷︷ ︸
Ψ(ξ)γ0

U [−]
[0,ξ]

†

︸ ︷︷ ︸
U [−]
[ξ,0]

∣∣P, S
〉

=

∫
d(p ·P ) d4ξ

(2π)4
e−ip · ξ γ0

〈
P, S

∣∣U [−]
[0,−ξ]Ψ(−ξ)Ψ(0)

∣∣P, S
〉
γ0, (2.49)

and, therefore,

Φ[±](x,pT , P, S)
† = γ0 Φ[±](x,pT , P, S) γ

0, (2.50)

which implies that one can limit oneself to real-valued distribution functions.
The use of parity symmetry can further restrict the parameterization,

Φ[±](x,pT , P, S) =

∫
d(p ·P ) d4ξ

(2π)4
eip · ξ

〈
P, S

∣∣P-1

︸ ︷︷ ︸〈
P̄ ,−S̄

∣∣
PU [±]

[0,ξ]
P-1

︸ ︷︷ ︸
U [±]

[0,ξ̄]

PΨ(ξ)︸ ︷︷ ︸
γ0Ψ(ξ̄)

Ψ(0)P-1

︸ ︷︷ ︸
Ψ(0)γ0

P
∣∣P, S

〉
︸ ︷︷ ︸∣∣P̄ ,−S̄

〉

=

∫
d(p̄ · P̄ ) d4ξ

(2π)4
eip̄ · ξ γ0

〈
P̄ ,−S̄

∣∣U [±]
[0,ξ]Ψ(ξ)Ψ(0)

∣∣P̄ , S̄
〉
γ0, (2.51)

where P̄ ≡ (P 0,−P) and so

Φ[±](x,pT , P, S) = γ0Φ[±](x,−pT , P̄ ,−S̄) γ0, (2.52)

which implies, e.g., that a term like γ5 /P is forbidden, whereas /S cannot come without a γ5 or
epsilon tensor.

Sudakov decomposition

The quark momentum p will be decomposed along the directions of the (almost) light-like vectors
P and n and into a transverse piece orthogonal to P and n. The normalization of the n vector
can be chosen freely, but we choose it to be normalized according to n ·P = M2, where M is
the proton mass, because then the decomposition

p = xP + pT +

(
p ·P
M2

− x

)
n, (2.53)

is such that both light-like directions have order 1 coefficients. In the process of Drell-Yan
scattering, the vector

n =
M2P ′

P ·P ′ , (2.54)

where P ′ is the momentum of the opposite proton, satisfies our requirements. The reason for
doing this decomposition, is that we want to be able to rank all the possible different terms in
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the correlator according to their importance in the high energy limit. We can now parameterize
the correlator instead of with P and p (with basically equal size), with P , pT and n, which,
when contracted with the opposite correlator, produce terms with a clear ordering in size. The
possible contractions, ordered according to their size, are

P ·P ′ ∼ S,

pT · kT ∼M2,

P ·n′ ∼ P ′ ·n ∼ n ·n′ ∼ M4

S
. (2.55)

This ordering allows one to judge the importance of different terms in the parameterization of
the correlator. For convenience, we will also separate the spin of the proton into a component
along the proton direction and one perpendicular to it,

S = λ
P

M
+ ST − λ

n

M
, (2.56)

such that P ·S = 0 and S2 = −λ2+λ2 n2

M2 +S
2
T
∼= −λ2+S2

T , where λ is the helicity of the proton
and ST its transverse spin.

2.2.1 TMD correlator

The most general structure we can write down for the transverse momentum dependent corre-
lator in Eq. (2.39), given the constraints in Eq. (2.48), (2.50) and (2.52), is

Φq[±](x,pT ) =
1

2

{
f
q[±]
1 (x,p2

T )/P + f
⊥q[±]
1T (x,p2

T )
ǫµνρσγ

µP νpρTS
σ
T

M
+ g

q[±]
1s (x,pT )γ5 /P

+ h
q[±]
1T (x,p2

T )
γ5[/ST , /P ]

2
+ λh

⊥q[±]
1L (x,p2

T )
γ5[/p

T
, /P ]

2M

+ h
⊥q[±]
1T (x,p2

T )

(
pT ·STγ5[/p

T
, /P ]

2M2
− p2

Tγ5[/ST , /P ]

4M2

)

+ h
⊥q[±]
1 (x,p2

T )
i[/p

T
, /P ]

2M

}
+

1

2

{
eq[±](x,p2

T )M + f⊥q[±](x,p2
T )/pT

− f
q[±]
T (x,p2

T )
ǫµνρσP

µnνγρSσ
T

M
− λf

⊥q[±]
L (x,p2

T )
ǫµνρσP

µnνγρpσT
M2

− eq[±]
s (x,pT )iγ5M + g

′q[±]
T (x,p2

T )γ5/STM + g⊥q[±]
s (x,pT )γ5/kT

+ h
⊥q[±]
T (x,p2

T )
γ5[/ST , /pT

]

2
+ hq[±]

s (x,pT )
γ5[/P , /n]

2M

+ hq[±](x,p2
T )
i[/P , /n]

2M

}
+ · · · (2.57)

where we have defined

gq1s(x,pT ) ≡ λgq1L(x,p
2
T ) + gq1T (x,p

2
T )

pT ·ST

M
(2.58)
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and similarly for g⊥s , hs and es. The quark flavor index on the correlator, which was suppressed,
has now been made explicit. The antiquark correlator Φ is parameterized in exactly the same
way, but has an antiquark index on the distribution functions, e.g., f q̄1 .

The terms in the first curly brackets are called leading twist or twist-2 terms, because they
will produce the largest terms in the cross section according to the ordering in Eq. (2.55).
The terms in the second pair of curly brackets are called next-to-leading twist or twist-3 terms,
because they can only produce the next-to-largest terms in the ordering of Eq. (2.55).

Interpretation of the distribution functions

The parameterization of the quark correlator has been done in Dirac space, which does not allow
a very straightforward interpretation of the distribution functions. A more convenient choice
for this is the spin basis, i.e., we like to find the quark production matrix C,

Φ(p) = uα(p)Cαβ ū
β(p) δ(p2), (2.59)

that decomposes the correlator into the basis spanned by uα(p), where α = L,R for the chiral
basis

γ5 uR,L
χ (p) = ±uR,L

χ (p) (2.60)

or α = ± for the transverse spin basis

ŝT u
±
T (p) = ±1

2
u±T (p) (2.61)

where the transverse spin operator is defined as

ŝT ≡ 1

2
γ5/s

T
, (2.62)

with the transverse spin vector defined as (in light-cone coordinates s = [s−, s+, sT ])

sT ≡ [0, 0, cos φsT , sinφsT ]. (2.63)

The TMD correlator reads, in terms of the production matrix,

Φ(x,pT ) =

∫
d(p ·P )uα(p)Cαβ ū

β(p) δ(p2),

=
P+

2p+
uα(x,pT )Cαβ(x,pT ) ū

β(x,pT ). (2.64)

We could create an explicit representation of each basis in Dirac space to project out the elements
of C, but it is more convenient to work with the projection operators

Pκ
T ≡ 1

p0
uκT (p)u

κ
T (p)

† =
1 + κγ5/s

T

2
,

PR,L
χ ≡ 1

p0
uR,L
χ (p)uR,L

χ (p)† =
1± γ5

2
. (2.65)
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The spinors are normalized according to

ūα(p)uβ(p) = 2mδαβ ,

uα(p)†γ0uβ(p) = ūα(p)γ0uβ(p) = 2p0 δαβ , (2.66)

so we can project out the elements of the quark production matrix C on the transverse basis
using

Cκκ′(x,pT )
2 =

1

2(P+)2
Tr
[
Pκ

T Φ(x,pT ) γ
0 Pκ′

T Φ(x,pT ) γ
0
]
. (2.67)

and likewise for the chiral basis. In the basis where the quark production matrix is diagonal it
reads

C(x,pT ) = P (x,pT )
1

2

(
1 + P(x,pT ) 0

0 1− P(x,pT )

)
, (2.68)

with P (x,pT ) the probability of finding a quark with momentum fraction x and transverse
momentum pT and P(x,pT ) the degree of polarization at x and pT . Writing all the contributions
from the different distribution functions in their diagonal basis, the correlator reads

Φ(x,pT ) =

(
f1(x,p

2
T ) +

|pT ||ST |
M

sin(φpT
− φST

)f⊥1T (x,p
2
T )

)
uχ

(
1
2 0
0 1

2

)
uχ

+

(
λ g1L(x,p

2
T ) +

pT ·ST

M
g1T (x,p

2
T )

)
uχ

(
1
2 0
0 −1

2

)
uχ

+

(
|ST |h1T (x,p2

T )−
p2

T |ST |
2M2

h⊥1T (x,p
2
T )

)
uST

(
1
2 0
0 −1

2

)
uST

+

(
λ|pT |
M

h⊥1L(x,p
2
T ) +

|pT |pT ·ST

M2
h⊥1T (x,p

2
T )

)
upT

(
1
2 0
0 −1

2

)
upT

+
|pT |
M

h⊥1 (x,p
2
T )up′

T

(
1
2 0
0 −1

2

)
up′

T
, (2.69)

where the transverse spin direction of uST
is the direction of ST , for upT

it is the direction of
pT and for up′

T
it is orthogonal to pT .

From the expansion in Eq. (2.69) it becomes clear how the naming convention of the distri-
bution functions is chosen. The distribution functions describing unpolarized quarks (diagonal
in any basis) are denoted by f and distributions describing longitudinally polarized quarks (di-
agonal in the chiral basis) are denoted by a g. The distribution functions denoted by a h are
diagonal in a transverse basis of which the direction is shown in Figure 2.9 and 2.10. A subscript
L or T indicates that the distribution is only relevant for longitudinal or transverse proton po-
larization and a subscript 1 indicates that is leading twist. The leading twist TMD distribution
functions, together with their common names, are summarized in Table 2.1.

From the condition that P ≤ 1 one can derive the following upper bounds on the polarized
distribution functions,

|g1L(x,p2
T )|, |h1T (x,p2

T )| ≤ f1(x,p
2
T ),

|f⊥1T (x,p2
T )|, |g1T (x,p2

T )|, |h⊥1L(x,p2
T )|, |h⊥1 (x,p2

T )| ≤
M

pT

f1(x, p
2
T ),

|h⊥1T (x,p2
T )| ≤

M2

p2T
f1(x, p

2
T ). (2.70)
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TMDs quark polarization

U L T

U f1 TMD PDF h⊥1 Boer-Mulders

nucleon L g1L helicity h⊥1L worm-gear

polarization T f⊥1T Sivers g1T worm-gear h1T transversity
h⊥1T pretzelosity

Table 2.1: Table of leading twist TMD distribution functions and their common names.
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Figure 2.9: Direction of quark polarization due to h⊥q
1L (left) and h⊥q

1 (right) as a
function of the transverse momentum of the quark.

Process dependence

The parameterizations of the plus (SIDIS) and minus (DY) correlator in Eq. (2.57) can be related
by the use of Eq. (2.44). After inserting the two parameterizations and using

γ0γ1γ3(γµ)∗γ3γ1γ0 = γµ,

γ0γ1γ3(γ5γ
µ)∗γ3γ1γ0 = −γ5γµ,

γ0γ1γ3(σµν)∗γ3γ1γ0 = σµν

γ0γ1γ3(γ5σ
µν)∗γ3γ1γ0 = −γ5σµν , (2.71)
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Figure 2.10: Direction of quark polarization due to hq1T (left) and h⊥q
1T (right) as a

function of the transverse momentum of the quark for a proton polarized in the y-
direction.

the following relations between the distribution functions can be derived,

fDY
1 (x,p2

T ) = fSIDIS
1 (x,p2

T ),

gDY
1L (x,p2

T ) = gSIDIS
1L (x,p2

T ),

gDY
1T (x,p2

T ) = gSIDIS
1T (x,p2

T ),

hDY
1T (x,p2

T ) = hSIDIS
1T (x,p2

T ),

h⊥DY
1L (x,p2

T ) = h⊥SIDIS
1L (x,p2

T ),

h⊥DY
1T (x,p2

T ) = h⊥SIDIS
1T (x,p2

T ),

f⊥DY
1T (x,p2

T ) = −f⊥SIDIS
1T (x,p2

T ),

h⊥DY
1 (x,p2

T ) = −h⊥SIDIS
1 (x,p2

T ), (2.72)

i.e., all the plus and minus distributions are equal, except the Sivers function f⊥1T and Boer-
Mulders function h⊥1 , which are related by a minus sign. We can, therefore, drop all the
DY/SIDIS superscripts, except for the Sivers and Boer-Mulders functions, for which one has
to specify whether they have been obtained from a SIDIS or DY experiment. Note that pro-
cesses other than SIDIS or DY (including more general vector boson production) might need
different gauge links that cannot be related to these ones, see, e.g., [16].

2.2.2 Collinear correlator

The parameterization of the collinear correlator in Eq. (2.46) can be obtained in the same way
as the TMD correlator in Eq. (2.57), except for the fact that we cannot use pT . The most general
structure fulfilling the constraints in Eq. (2.48), (2.50) and (2.52) is
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Φq(x) =
1

2

{
f q1 (x)/P + λgq1(x)γ5 /P + hq1(x)

γ5[/ST , /P ]

2

}

+
1

2

{
eq(x)M + gqT (x)γ5/STM + λhqL(x)

γ5[/P , /n]

2M
− λeqL(x)iγ5

− f qT (x)
ǫµνρσP

µnνγρSσ
T

M
+ hq(x)

γ5[/P , /n]

2M

}
+ · · · , (2.73)

where again the first and second pair of curly brackets contain the leading and next-to-leading
twist terms respectively. The antiquark correlator is parameterized in the same way, but with
distribution functions carrying antiquark indices, e.g., f q̄1 . The leading twist distributions are the
Parton Distribution Function (PDF) f q1 (x), the helicity distribution gq1(x) and the transversity
distribution hq1(x), which can be related to the TMDs (up to renormalization) by

f q1 (x) =

∫
d2pT f

q
1 (x,p

2
T ),

gq1(x) =

∫
d2pT g

q
1L(x,p

2
T ),

hq1(x) =

∫
d2pT

[
hq1T (x,p

2
T )−

p2
T

2M2
h⊥q
1T (x,p

2
T )

]
. (2.74)

2.2.3 Evolution

At next-to-leading order in a perturbative expansion in the strong coupling constant, collinear
divergences will appear in the hard scattering matrix element H. The divergences can be
absorbed into the ‘bare’ parton distribution functions, as to arrive at renormalized distribution
functions. Like the renormalization of coupling constants, also finite parts of the next-to-leading
order corrections can be absorbed (see Figure 2.11), at the cost of introducing a scale dependence
in the distribution functions. Just as there are different renormalization schemes, one also has
different factorization schemes leading to different definitions of the hard part and distribution
functions. The way we have defined the distribution functions (as parameterization of specific
matrix elements) corresponds to the MS factorization scheme [17]. The factorization scale
dependence of the renormalized collinear parton distribution functions is governed by the Gribov-
Lipatov-Altarelli-Parisi evolution equation [18, 19]. Complete TMD factorization, including
evolution of the TMD distribution functions is also established [20, 21, 22, 23, 10, 11].

f1(x, µ)f1(x)

Figure 2.11: Diagram with additional real gluon emission that can be absorbed into
the definition of the PDF.
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2.3 Gluon-gluon fusion

The gluon-gluon fusion contribution to the inclusive production of a colorless final state V from
a proton-proton collision is shown diagrammatically in Figure 2.12. The cross section for this

H H∗

A
µ
b (ξ1) Aν

c (η1)

∝ δab ∝ δcd

Aλ
a(ξ2) Aκ

d(η2)

p p′

k′k

Figure 2.12: Diagrammatic representation of the gluon-gluon fusion con-
tribution to the pp→ V X cross section.

process can be written as

dσ

dR =
(2π)4

2S

∫
d4k

(2π)4
d4k′

(2π)4
d4p

(2π)4
d4p′

(2π)4
δ4(p + k − q)×

Trc8

[
Φµν
g (p, p′, P1, S1)H

∗
νκΦ

λκ
g (k, k′, P2, S2)Hµκ

]

=
(2π)4

2S

∫
d4k

(2π)4
d4k′

(2π)4
d4p

(2π)4
d4p′

(2π)4
δ4(p + k − q)×

1

8
Trc8

[
Φµν
g (p, p′, P1, S1)

]
Trc8

[
Φλκ
g (k, k′, P2, S2)

]
HµλH

∗
νκ, (2.75)

where we have defined the gluon correlator as

Φµν
bc (p, p

′, P, S) ≡
∫

d4ξ d4η eip · ξ−ip′ · η〈P, S
∣∣Aν

c (η)A
µ
b (ξ)

∣∣P, S
〉
. (2.76)

The color trace of the correlator can be written as

Trc8
[
Φµν(p, p′, P, S)

]
= δabΦµν

ab (p, p
′, P, S)

=

∫
d4ξ d4η eip · ξ−ip′ · η 2Trc

[〈
P, S

∣∣Aν(η)Aµ(ξ)
∣∣P, S

〉]

=

∫
d4ξ d4η

eip · ξ−ip′ · η

(p ·n)(p′ ·n)2Trc
[〈
P, S

∣∣∂nAν(η) ∂nAµ(ξ)
∣∣P, S

〉]
,

(2.77)

where the last step is for future convenience. Using translation invariance of the matrix element,
we can write

Trc8
[
Φµν(p, p′, P, S)

]
= δ4(p− p′) (2π)8 Trc8 [Φ

µν(p, P, S)] , (2.78)
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where

Trc8 [Φ
µν(p, P, S)] ≡ 1

(2π)4 (p ·n)2
∫

d4ξ eip · ξ 2Trc
[〈
P, S

∣∣∂nAν(0) ∂nAµ(ξ)
∣∣P, S

〉]
. (2.79)

The overall delta function can again be approximated as in Eq. (2.12) to (2.16), such that we can
write the cross section in terms of

∫
d(p ·P ) integrated correlators. In the end the gluon-gluon

fusion contribution to the pp → V X cross section is written in a factorized form similar to the
quark–antiquark annihilation contribution in Eq. (2.17),

dσ

dR =
(2π)4

S2

1

8

∫
d2pT d2kT δ

2(pT + kT − qT )×

Trc8
[
Φµν
g (x1,pT , P1, S1)

]
Trc8

[
Φλκ
g (x2,kT , P2, S2)

]
HµλH

∗
νκ, (2.80)

where the TMD correlator is defined as

Trc8
[
Φµν
g (x,pT , P, S)

]
=

∫
d(ξ ·P ) d2ξT
(p ·n)2(2π)3 e

ip · ξ 2Trc
[〈
P, S

∣∣∂nAν(0) ∂nAµ(ξ)
∣∣P, S

〉]
ξ ·n=0

(2.81)

and should be evaluated at x1 =
q ·P2

P1 ·P2
and x2 =

q ·P1

P1 ·P2
.

2.3.1 Inclusion of the gauge link

Just as in the quark–antiquark annihilation case, we should still include the contributions from
additional gluon exchanges between the incoming legs and the soft parts, i.e.,

+ + + + · · ·

Kinematically these diagrams are, of course, the same as in the quark antiquark annihilation
case, but also the color structure can again be written as a trace, provided that the gauge fields
are in the adjoint representation. The sum of all diagrams can, therefore, again be written in
an exponentiated form,

dσ ∼ Trc8

[
Φµν
g (x1,pT , P1, S1)U

[n]
− [p2]U

[n]
−

†
[p1] Φ

λκ
g (x2,kT , P2, S2)U

[n]
− [p2]U

[n]
−

†
[p2]

]
HµλH

∗
νκ.

(2.82)

The links in Eq. (2.82) can, just as in the quark–antiquark annihilation case, be eliminated

by an appropriate gauge transformation, V (ξ) ≡ U [−]
[0,ξ], where U [−]

[0,ξ] is a gauge link, defined by

U [±]
[0,ξ] ≡ P exp

(
−ig

∫ ξ

0
dzµA

µ(z)

)
, (2.83)
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in which the path should be taken as is indicated in figure 2.6. After the gauge transformation,
the links are removed from the trace, i.e.,

dσ ∼ Trc8

[
Φµν[−]
g (x1,pT , P1, S1)Φ

λκ[−]
g (x2,kT , P2, S2)

]
HµλH

∗
νκ,

=
1

8
Trc8

[
Φµν[−]
g (x1,pT , P1, S1)

]
Trc8

[
Φλκ[−]
g (x2,kT , P2, S2)

]
HµλH

∗
νκ, (2.84)

but the correlators are modified. This modification is due to the fact that the A field transforms
under a gauge transformation as

Aµ → i

g
U [−]
[0,ξ]D

µ U [−]
[ξ,0] (2.85)

and, therefore, the combination ∂+Aµ transforms as

∂nAµ(ξ) → ∂n
(
U [−]
[0,ξ]A

µ(ξ)U [−]
[ξ,0]

)
+
i

g
∂n
(
U [−]
[0,ξ] ∂

µ U [−]
[ξ,0]

)

= U [−]
[0,ξ]

[
− igAn(ξ)Aµ(ξ) + igAµ(ξ)An(ξ) + ∂n(Aµ(ξ))

]
U [−]
[ξ,0]

+ U [−]
[0,ξ]

[
An(ξ)∂µ − ∂µ(An(ξ)) −An(ξ)∂µ

]
U [−]
[ξ,0]

= U [−]
[0,ξ] F

nµ(ξ)U [−]
[ξ,0], (2.86)

where Fµν is the gluon field strength tensor. The modified correlator, which we define to always
include the color trace, thus reads

Φµν[−,−]
g (x,pT , P, S) ≡

∫
d(ξ ·P ) d2ξT
(p ·n)2(2π)3 e

ip · ξ 2Trc
[〈
P, S

∣∣Fnν(0)U [−]
[0,ξ] F

nµ(ξ)U [−]
[ξ,0]

∣∣P, S
〉]

LF
.

(2.87)

The correlator with gauge link is again a gauge invariant quantity, which could be calculated
with lattice QCD or other models, or parameterized in terms of distribution functions. Param-
eterization of the gluon TMD correlator will be done in Section 2.4.1.

The factorized expression for the gluon-gluon fusion contribution to pp → V X , including
all the leading extra gluon exchanges, thus reads in terms of gauge invariant gluon field strength
correlators with link,

dσ

dR =
(2π)4

S2

1

8

∫
d2pT d2kT δ

2(pT + kT − qT )×

Φµν[−,−]
g (x1,pT , P1, S1)Φ

λκ[−,−]
g (x2,kT , P2, S2)HµλH

∗
νκ, (2.88)

with x1 =
q ·P2

P1 ·P2
and x2 =

q ·P1

P1 ·P2
.

Process dependence

The gauge invariant gluon correlator comes, in general, with two ± superscripts, because it
contains two gauge links, which could have different paths. For the case of gluon fusion, two
minus links should be used, but other processes need different gauge links. The SIDIS process,
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e.g., will need the Φ
µν[+,+]
g correlator. Following the same reasoning as in Section 2.1.1, the

Φ
µν[−,−]
g and Φ

µν[+,+]
g correlators can be related by a PT transformation. The field strength

tensor F is invariant under this operation and, therefore, we come to the conclusion that

Φµν[−,−]
g (x,pT , P, S) = Φµν[+,+]

g (x,pT , P,−S)∗. (2.89)

This relation between the ++ and −− correlator can again be used to relate the distribution
functions that have to be used in SIDIS to the functions that have to be used in gluon-gluon
fusion. There are, however, also processes that need +− correlators, which are not related
to the ++ and −− correlators. The +− correlator should thus be parameterized in terms of
independent distribution functions and universality is partially lost.

Collinear case

Just as for the quark–antiquark annihilation channel, one can write the qT integrated cross
section in terms of collinear correlation functions,

dσ

dQ2dY
=

1

2(2π)4

∫
d2qT

dσ

dR
∼= 1

16S2

[∫
d2pT Φµν[−,−]

g (x1,pT , P1, S1)

][∫
d2kT Φλκ[−,−]

g (x2,kT , P2, S2)

]
H0

µλH
0∗
νκ

∼= 1

16S2
Φµν
g (x1, P1, S1)Φ

λκ
g (x2, P2, S2)H

0
µλH

0∗
νκ (2.90)

where H0 is the first order term in the collinear expansion of the hard matrix element,

Hµν = H0
µν +H1

µν ·qT + qT ·H2
µνqT + · · · , (2.91)

and Φµν
g (x, P, S) is the collinear correlation function defined by

Φµν
g (x, P, S) ≡

∫
d2pT Φµν[±,±]

g (x,pT , P, S),

=

∫
d(ξ ·P )
2π(p ·n)2 e

i x ξ ·P 2Trc
[〈
P, S

∣∣Fnν(0)U[0,ξ] F
nµ(ξ)U[ξ,0]

∣∣P, S
〉]

ξ ·n=ξT=0
.

(2.92)

Both plus and minus gauge links reduce to the same collinear gauge link (see Figure 2.8), just
as for quarks. The collinear correlator does not need superscripts indicating the link direction
and is not process dependent. In section 2.4.2, the collinear correlator will be parameterized in
terms of distribution functions.

The convergences of the series in Eq. (2.91) is again determined by the available energy scales
in the hard part. If the only compensating scale is Q, the higher order terms are suppressed
qT/Q. The correction terms in the collinear expansion can also be included, which will lead
to expressions involving integrations of pT weighted TMD correlation functions, which are in
general process dependent [16].

2.4 Parameterization of the gluon correlator

In this section we will parameterize the gluon correlation function with the most general structure
that is allowed by the transformation properties we can infer from the matrix element structure.
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2.4.1 TMD correlator

We will again make use of a Sudakov decomposition, but with a slightly different normalization
for the n vector

n =
P ′

P ·P ′ , (2.93)

such that the gluon momentum and proton spin read

p = xP + pT +
(
p ·P − xM2

)
n,

S = λ
P

M
+ ST − λMn. (2.94)

Due to the anti-symmetric nature of the field strength tensor, the gluon correlator contracted
with the n vector should be zero, i.e., Φnµ

g (x,pT ) = Φµn
g (x,pT ) = 0, which means that the

correlator can only have transverse components at leading twist. The parameterization should,
therefore, only contain combinations of pT , ST and the transverse tensors defined by

gµνT ≡ gµν − Pµnν − P νnµ,

ǫµνT ≡ ǫµνρσPρnσ. (2.95)

To exclude certain terms in the parameterization, we can again use symmetry properties of the
matrix element. For example, Hermitian conjugation of the matrix element tells us that

Φµν[−,−]
g (x,pT , P, S)

† =
∫

d(p ·P ) d4ξ
(2π)4(p ·n)2 e

−ip · ξ 2Trc
[〈
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[0,ξ] F

nµ(ξ)U [−]
[ξ,0]

∣∣P, S
〉]†

=

∫
d(p ·P ) d4ξ
(2π)4(p ·n)2 e

−ip · ξ 2Trc
[〈
P, S

∣∣U [−]
[0,ξ] F

nµ(ξ)U [−]
[ξ,0]F

nν(0)
∣∣P, S

〉]

=

∫
d(p ·P ) d4ξ
(2π)4(p ·n)2 e

−ip · ξ 2Trc
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〉]

=

∫
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[0,ξ]F

nν(ξ)
∣∣P, S

〉]

= Φνµ[−,−]
g (x,pT , P, S), (2.96)

and parity inversion implies
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g (x,pT , P, S) =

∫
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(2π)4(p ·n)2 e
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=

∫
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[0,ξ] F
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〉]
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gµν (x,−pT , P̄ ,−S̄)

∣∣
n→n̄

. (2.97)

The n→ n̄ in the last relation implies that

gµνT → gµνT ,

ǫµνT → −ǫµνT , (2.98)
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in the parameterization. The most general parameterization3 of the gluon TMD correlator,
consistent with the previously derived constraints, is given by

Φµν
g (x,pT , P, S) =

1

2x

{
− gµνT f g1 (x,p

2
T ) +

(
pµTp

ν
T

M2
+ gµνT

p2
T

2M2

)
h⊥g
1 (x,p2

T ) + iǫµνT λ gg1L(x,p
2
T )

+ iǫµνT

pT ·ST

M
gg1T (x,p

2
T ) + gµνT

ǫpTST
T

M
f⊥g
1T (x,p2

T )

− ǫ
pT {µ
T S

ν}
T + ǫ

ST {µ
T p

ν}
T

4M
hg1T (x,p

2
T )−

ǫ
pT {µ
T p

ν}
T

2M2
h⊥g
1L (x,p

2
T )

− ǫ
pT {µ
T p

ν}
T

2M2

pT ·ST

M
h⊥g
1T (x,p

2
T )

}
+ higher twist, (2.99)

where higher twist stands for all terms that are proportional to Mnµ, which, after contraction
with the hard part, can only give M2/S suppressed contributions to the cross section.

In principle all distribution functions carry an index indicating the type of gauge link in
the correlator. However, using Eq. (2.89), we conclude that the first four distribution functions
are equal in both the [+,+] (used in SIDIS) and [−,−] (used in gluon fusion) correlator and
therefore do not need a specification of the link structure. The last four distribution functions
differ in sign between the [+,+] and [−,−] correlator. A parameterization of these functions
should therefore always specify whether it describes SIDIS or gluon fusion.

The naming of the distribution functions is chosen such that the f functions describe unpo-
larized gluons, the g functions circular polarization and the h functions linear polarization. The
direction of the linear polarization, as a function of the gluonic transverse momentum, is shown
in Figure 2.13 to 2.16. The plots are made with the particular h function at its maximal value,
saturating the polarization at all values of pT . The bounds on the distribution functions are

∣∣gg1L(x,p
2
T )
∣∣ ≤ f g1 (x,p

2
T ),

1

4

∣∣hg1T (x,p
2
T )
∣∣,
∣∣f⊥g

1T (x,p2
T )
∣∣,
∣∣gg1T (x,pT )

∣∣ ≤ M

pT

f g1 (x,p
2
T ),

1

2

∣∣h⊥g
1 (x,p2

T )
∣∣, 1
4

∣∣h⊥g
1L (x,p

2
T )
∣∣ ≤ M2

p2T
f g1 (x,pT ),

∣∣h⊥g
1T (x,p

2
T )
∣∣ ≤ 4M3

p3T
f g1 (x,p

2
T ). (2.100)

3We use the parameterization proposed in [24] and the naming convention introduced in [25].
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Figure 2.13: The effect of h⊥g
1 on the gluon polarization inside a proton, for h⊥g

1 > 0 (left) and

h⊥g
1 < 0 (right).
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Figure 2.14: The effect of hg1T on the gluon polarization inside a proton, for hg1T > 0 (left) and
hg1T < 0 (right). The y direction is set by the transverse spin direction ST .
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Figure 2.15: The effect of h⊥g
1L on the gluon polarization inside a proton, for λh⊥g

1L > 0 (left)

and λh⊥g
1L < 0 (right).
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Figure 2.16: The effect of h⊥g
1T on the gluon polarization inside a proton, for h⊥g

1T > 0 (left)

and h⊥g
1T < 0 (right). The y direction is set by the transverse spin direction ST . The degree of

polarization is indicated by the length of the bar, i.e., a cross indicates no polarization.
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2.4.2 Collinear correlator

The gluon collinear correlator as defined in Eq. (2.92) can be parameterized as

Φµν
g (x, P, S) =

1

2x

{
− gµνT f g1 (x) + iǫµνT λ gg1L(x)

}
+ higher twist. (2.101)

Note that there is no equivalent of the quark transversity distribution for gluons. Other common
names for the distribution functions are g(x) = f g1 (x) and ∆g(x) = gg1L(x).

2.5 Summary

In this chapter we have given a factorized description of the process pp → V X, where V is an
arbitrary colorless final state. The intrinsic transverse momentum of the proton constituents is
not neglected, such that the cross section, differential in the transverse momentum of V , can
be described correctly also at low values of qT . In the remainder of this thesis we will use this
factorized description to predict spin asymmetries in W boson production both in the Standard
Model and beyond. We will also use the framework to predict the effect of the partonic transverse
motion on Higgs production and show that it, in principle, can be used to distinguish scalar
from pseudoscalar particles.
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Chapter 3

Standard Model TMD effects in
p↑p↑ → V X

3.1 Introduction

Within the collinear treatment of hadronic collisions, there can only be a correlation between
the parton’s polarization and that of the parent hadron. An unpolarized hadron consists of un-
polarized partons. Also, a transversely polarized proton does not carry longitudinally polarized
partons and vice versa.

This naive description works for total cross sections, but not necessarily for more differential
cross sections as argued in the previous Chapter. A more complete treatment includes partonic
transverse momentum in the description, which opens up the possibility of momentum-spin
correlations. These can be correlations between the partonic momentum and the hadronic spin,
between the partonic spin and partonic momentum, but also combinations. All correlations are
described by in total 8 TMD distribution functions, which are summarized in Table 2.1.

An example TMD distribution is the Sivers function [26], which describes an asymmetry in
the transverse momentum distribution of quarks with respect to the proton’s transverse spin
(displayed schematically in Figure 3.1). The effects of the Sivers function were first observed in
Semi-Inclusive Deep Inelastic Scattering (SIDIS) [27, 28, 29] and will be studied inW production
at RHIC from single transversely polarized proton-proton collisions as well, with the goal of
measuring the predicted sign difference between the Sivers function for SIDIS and DY [30, 31].

Figure 3.1: The Sivers effect describes a transverse momentum
distribution that is anti-symmetric with respect to the proton’s
spin direction.

Another example is the Worm-Gear (WG) distribution g1T [32], which expresses a corre-
lation between the quark’s helicity and the angle between its transverse momentum and the
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proton’s transverse spin (displayed schematically in Figure 3.2). Data on double transverse spin
asymmetries ALT that receive contributions from the WG effect has become available only very
recently [33, 34] and indicates that g1T for the up-quark is not small [34].

Figure 3.2: The worm-gear effect describes a correlation between
the quark chirality and the angle between its transverse momen-
tum and the proton’s transverse spin direction.

These TMD distributions can have a variety of observable effects in transversely polarized
proton collisions. To investigate polarization effects one usually considers spin asymmetries,
e.g., the single transverse spin asymmetry

AT ≡ dσ↑ − dσ↓

dσ↑ + dσ↓
, (3.1)

or the double transverse spin asymmetry

ATT ≡ dσ↑↑ − dσ↑↓ − dσ↓↑ + dσ↓↓

dσ↑↑ + dσ↑↓ + dσ↓↑ + dσ↓↓
. (3.2)

We will focus here on double transverse spin asymmetries in vector boson production, i.e., in
Drell-Yan (pp → γ∗X → ℓ+ℓ−X) and in W boson production with a leptonic decay (pp →
WX → ℓνℓX).

Measuring the double transverse spin asymmetry ATT inW boson production is in the future
physics program of BNL’s Relativistic Heavy Ion Collider (RHIC) [35] with the aim of finding
physics Beyond the SM (BSM). Within the SM this spin asymmetry is zero at leading twist
collinear factorization [36], because the W boson only couples to chiral left-handed quarks. A
non-zero transverse spin asymmetry would indicate a mixed left- and right-handed coupling and
thus BSM physics.

In the leptonic decay of a W boson, the neutrino goes unobserved making it very difficult
to accurately determine the W boson’s transverse momentum. It is therefore unlikely that
ATT (qT ) will be measured, but instead an asymmetry differential in the charged lepton transverse
momentum ATT (lT ). For ATT (lT ) it is possible to do a collinear expansion and express it in terms
of collinear correlators. Higher order terms in the collinear expansion are in [35] dismissed on
the basis of an expected M2/M2

W suppression, where M is the hadronic scale and MW the W
boson mass.

Within the framework of TMD factorization the worm-gear and Sivers contribution to
ATT (qT ) in W production was calculated in [37, 38], where it was found that the TMD and
BSM effects give rise to asymmetries with different angular dependencies and thus can be sep-
arated from each other. These calculations use angles defined in the so called Collins-Soper
(CS) frame, but in a realistic situation it is unlikely that this frame can be determined as it is
necessary to accurately determine the W boson’s transverse momentum for this.

We will therefore calculate1 the double spin asymmetries inW boson production as a function

1This Chapter is based on [39] and [40].
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of the charged lepton momentum and azimuthal angle as measured in the laboratory frame,
integrated over the neutrino momentum as that is the observable that actually can be measured.
As it turns out, both BSM physics and TMD effects give rise to the same angular dependency if
angles are measured in the lab frame. Besides that, we find that the asymmetries can be much
larger than expected on the basis of the collinear higher twist suppression argument.

Using realistic assumptions for the Sivers and worm-gear distributions, we find that the
asymmetries are below what could be measured at RHIC and thus do not form a real background
for BSM studies. We stress, however, that even though qT is not observed and we can thus make
a collinear expansion, the higher order corrections are not suppressed byM2/M2

W and one should
thus be very careful with dismissing TMD effects on the basis of not observing qT .

In contrast to W boson production, there is a double transverse spin asymmetry in the
Drell-Yan process within the SM using collinear factorization. The DY double transverse spin
asymmetry is proportional to the transversity distribution, more specifically it is of the form

ATT ∝ cos
(
2φℓS

) [
hq1(x1)h

q̄
1(x2) + x1 ↔ x2

]
, (3.3)

where φℓS is the angle between the lepton plane and the spin plane as shown in Figure 3.3 and
it is planned to be measured at RHIC as a way to determine the transversity distribution [35].

One can also measure ATT (qT ), which is the double transverse spin asymmetry at measured
qT . The asymmetry as a function of qT has been studied in Ref. [41] using a Collins-Soper-
Sterman resummation approach (resumming large logs logn qT/Q to extend the collinear fac-
torization regime down to small values of qT , but neglecting intrinsic transverse momentum),
showing it to be maximally of order 5% and fairly flat in qT up to a few GeV. At measured qT
there will however be contributions from transverse momentum dependent effects.

Going beyond the collinear approximation, the leptons are not back-to-back anymore and
one has to use another definition of the angle. Defining φℓS as the angle between the momentum
of one of the leptons and the spin plane as measured in the lab frame, there will again be
contributions to ATT from TMD effects with the same angular dependency as the contribution
from transversity. We will calculate these contributions to see whether TMD effects will pose
a substantial background for transversity measurements using spin asymmetries measured as a
function of the lepton angle measured in the lab frame.

Figure 3.3: The azimuthal angle φℓS is defined as the angle between the lepton plane
and the spin plane. In the presence of partonic transverse momentum, the leptons
are not back-to-back and do not form a plane with the beam axis and one has to
use a more precise definition.
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3.2 Drell-Yan and W boson production in TMD factorization

q

q′

q

q′

P2, S2

P1, S1

P2, S2

P1, S1

µ ν

Φq
1 (p, P1, S1)

Φq′

2 (k, P2, S2)

Figure 3.4: Leading diagram in Drell-Yan and W boson production.

In both processes we have to deal with vector-boson production from hadron-hadron colli-
sions, with a subsequent leptonic decay. The cross section for such a process has its leading
contribution coming from quark–antiquark annihilation diagram shown in Fig. 3.4. Using the
factorization expression in Eq. (2.38) we can write the leading contribution to the cross section
as

dσ

dR =
(2π)4

3S2

∑

q,q′

∫
d2pT d2kT δ

2(pT + kT − qT )×

TrD

[
Φ[−]q(x1,pT , P1, S1)V

ν
qq′ Φ

[−]q̄′
(x2,kT , P2, S2)V

′µ
qq′

]
DµρD

∗
νσL

ρσ + (1 ↔ 2), (3.4)

in which V µ
qq′ is the vector-boson–quark interaction vertex (primed implies complex conjugated

coupling strength), Dµν is the vector boson propagator,

Lρσ = Tr
[
V ρ
l
/̄lV ′σ

l /l
]

(3.5)

is the lepton tensor and

dR =
d3~l

(2π)32El

d3~̄l

(2π)32El̄

(3.6)

is the dilepton phase space element. We will define a spin flip symmetric and antisymmetric
cross section by

dσS

dR ≡ 1

4

(
dσ↑↑

dR +
dσ↑↓

dR +
dσ↓↑

dR +
dσ↓↓

dR

)
,

dσA

dR ≡ 1

4

(
dσ↑↑

dR − dσ↑↓

dR − dσ↓↑

dR +
dσ↓↓

dR

)
. (3.7)

3.3 Parameterization of the Sivers and worm-gear function

As often done, for our phenomenological studies we will assume factorization between kT and x
dependence in the distribution functions, with a Gaussian dependence on kT . The unpolarized
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TMD PDF f q1 (x, kT ) will thus read

f q1 (x, kT ) =
1

π〈k2T 〉
e−k2T /〈k2T 〉f q1 (x), (3.8)

where f q1 (x) is the collinear parton distribution function, for which we use the global fit from
[42]. Such a Gaussian dependence on kT has been shown to work very well [43]. We will use the
value of the width,

〈k2T 〉 = 0.25 GeV2, (3.9)

found by [44] based on the Cahn effect in unpolarized SIDIS. Although this value may differ
from the 〈k2T 〉 in Drell-Yan, the deviation is not expected to matter for our purposes and to fall
within the error in the estimates we will consider.

In SIDIS there are clear experimental observations of the asymmetries that would arise from
the Sivers effect, offering strong support for the latter effect. Within that picture the current
experimental data allows for a determination of the Sivers function for both the u and d quarks
and antiquarks. In the recent extraction obtained by [45], the Sivers function for SIDIS is
parameterized as

f⊥q
1T (x, kT ) = −Nq(x)h

′(kT )f
q
1 (x, kT ) (3.10)

with

h′(kT ) =
√
2e
Mp

M1
e−k2T /M2

1 ,

Nq(x) = Nqx
αq (1− x)βq

(αq + βq)
αq+βq

α
αq
q β

βq
q

.
(3.11)

The numerical values found in the extraction are M2
1 = 0.34 GeV2 for the flavor independent

width of the distribution and the numbers in Table 3.1 for the parameters in the flavor dependent
function that describes the x dependence. The resulting Sivers function is plotted in Figure 3.5.
The current knowledge of the Sivers function at small x is limited, but the single spin asymmetry
measurements at RHIC will certainly improve this. For the moment, we take what is known
until a better determination will be available. Taking into account the error bars in [45] we come
to the rough estimate that the effect of the Sivers function, as will be calculated in Section 3.4
and 3.5, could be maximally enhanced by an order of magnitude. As said before, the sign of the
Sivers function for Drell-Yan is supposed to be opposite to the one for SIDIS, however in the
double Sivers effect this has no influence.

u ū d d̄

αq 0.73 0.79 1.08 0.79
βq 3.46 3.46 3.46 3.46
Nq 0.35 0.04 -0.9 -0.4

Table 3.1: Numerical values for the parameters in the Sivers function from [45].

A determination of the worm-gear function, based on fits of experimental data, is not avail-
able. Data on double transverse spin asymmetries ALT that receive contributions from the WG
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Figure 3.5: Plots of the Sivers function as extracted by [45] as a function of x (left) and kT

(right). The upper bound is as given in Eq. (2.70).

effect has become available only very recently [33, 34]. Recent measurements on 3He indicate
that g1T for the up-quark is not small [34].

Given the fact that experimental extractions of the WG function are not available, we will
employ a model for this function. Both the bag model [46] and the spectator model [47] agree
quite well with a Gaussian approximation of the transverse momentum dependence for not too
large values of the transverse momentum. We will therefore use a Gaussian Ansatz, which allows
us to express the transverse momentum dependent distribution as

gq1T (x,kT ) =
2M2

p

π〈k2T 〉2WG

e−k2T /〈k2T 〉
WG g

q(1)
1T (x), (3.12)

in terms of its first transverse moment g
q(1)
1T (x), which is defined as [48]

g
q(1)
1T (x) ≡

∫
d2kT

k2T
2M2

p

gq1T (x, kT ). (3.13)

For the width we will take a value in accordance with the bag model

〈k2T 〉WG
= 0.71〈k2T 〉. (3.14)

For the first moment, we will use a Wandzura-Wilczek (WW) type approximation [48, 49, 50]
to express it in terms of the known helicity distribution g1(x) by

g
q(1)
1T (x) ≈ x

∫ 1

x
dy

gq1(y)

y
. (3.15)

For numerical estimates of this function the DSSV helicity distribution [51] will be used. The
resulting worm-gear function is plotted in Figure 3.6. Deviations from the WW approximation
can be considered [52], but the WW distribution is in fair agreement with the bag model, the
spectator model, the light cone constituent quark model [53] and the light cone quark-diquark
model [54]. Furthermore, a recent determination of target transverse spin asymmetries in SIDIS
[55] is consistent with the theoretical prediction based on the WW type approximation of [56].

With all these ingredients the lowest Mellin moment g
q(0,1)
1T ≡

∫
dxg

q(1)
1T (x) of the first transverse
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moment g
q(1)
1T (x) can be calculated. We find g

u(0,1)
1T = 0.091 and g

d(0,1)
1T = −0.026. This is in

excellent agreement with the evaluation on the lattice (at the scale 1.6 GeV): g
u(0,1)
1T = 0.1055(66)

and g
d(0,1)
1T = −0.0235(38) from Ref. [57]. All this gives us confidence that the estimates below

are sufficiently realistic.
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Figure 3.6: Plots of the worm-gear function obtained using the WW approximation in Eq.
(3.15) as a function of x (left) and kT (right). The upper bound is as given in Eq. (2.70).

3.4 Spin asymmetries in the Drell-Yan process

In the Drell-Yan process the virtual photon produces a lepton and anti-lepton, both of which can
be detected. This allows a full determination of all the kinematic variables, such that one can
transform to the Collins-Soper frame [58]. In that frame a double transverse spin asymmetry
that depends on the lepton azimuthal angle can come solely from the transversity distribution,
which makes this observable very suitable for an extraction of this distribution function from
ATT (qT ). If one analyzes the lepton angular distribution in the lab frame, however, there can be
a residual asymmetry coming from double Sivers and WG effects for the following reason. The
Sivers and WG function both cause the photon transverse momentum and the proton spins to
be correlated. When the virtual photon decays, the decay products are more inclined to move
in the direction of the parent particle which, in turn, causes the direction of the decay products
to be also correlated with the proton spin directions, albeit diluted.

In order to estimate the error that one would possibly make in the extraction of the transver-
sity distributions from ATT (qT ) by not measuring the lepton angle φℓ in the CS frame, we will
calculate the double transverse spin asymmetries as a function of φℓ measured in the laboratory
frame coming from the Sivers and WG functions.

In the following analysis we will work towards an asymmetry differential in the photon’s
momentum squared Q2, transverse momentum length qT , and rapidity Y ≡ 1

2 log q
+/q−. The

other kinematic variables, which will be integrated over, are φq, which is the azimuthal angle of
qT , and y, which is defined as y ≡ l−/q−. The final kinematic variable is the direction of the
lepton transverse momentum φℓ in the lab frame, which in the end will be integrated over with
particular weights to select out the different contributions to the spin asymmetries. Rewriting
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the phase space element into these lab frame coordinates, we get

dR =
QqT

4(2π)6
dqT dφq dφℓ dQ dY dy

(
1 +

qT cos(φℓ − φq)√
Q2 1−y

y − q2T sin2(φℓ − φq)

)
, (3.16)

such that the cross section we are interested in reads

dσS,A

dQdqTdφℓdY
=

∫
dy dφq

qTQ

4(2π)6

(
1 +

qT cos(φℓ − φq)√
Q2 1−y

y − q2T sin
2(φℓ − φq)

)
dσS,A

dR , (3.17)

where dσ/dR is to be calculated according to Eq. (3.4). The vertices and propagator are, for
the Drell-Yan process, given by

V ν
qq′ = ieqeγ

νδqq′ ,

V ρ
l = −ieγρ,

Dµν = −igµν/Q2. (3.18)

Furthermore, the lepton (l) and anti-lepton (l̄) momentum 4-vectors are specified in the lab
frame by (in light cone notation q = [q−, q+,qT ])

l =

[
1√
2

√
y

1− y
e−Y

√
(1− y)l2T + yl̄2T ,

1√
2

√
1−y
y l2Te

Y

√
(1− y)l2T + yl̄2T

, lT cosφℓ, lT sinφℓ

]
,

l̄ =

[
1√
2

√
1− y

y
e−Y

√
(1− y)l2T + yl̄2T ,

1√
2

√
y

1−y l̄
2
T e

Y

√
(1− y)l2T + yl̄2T

,

qT cosφq − lT cosφℓ, qT sinφq − lT sinφℓ

]
, (3.19)

where

lT = qTy cos(φℓ − φq) +
√
Q2y(1− y)− q2Ty

2 sin2(φℓ − φq). (3.20)

The light cone momentum fractions are in terms of the lab-frame coordinates given by

x1,2 = e±Y

√
Q2 + q2T

S
. (3.21)

Having all these ingredients the cross section can be calculated using Eq. (3.4). The kT , pT

and y integrals are performed, after which the resulting expression is expanded in powers of
qT/Q except for the Gaussian in the distributions, which delivers the high qT suppression, and
the expression for x1,2 in the distribution functions. The expansion in qT allows us to perform
the φq integration analytically. After having done the φq integration we obtain the following
approximate expression for the symmetric cross section,

dσS

dqTdQdφℓdY
=
∑

q

4α2e2qqT

9〈k2T 〉QS
e−q2T /2〈k2T 〉F q

1 (x1, x2), (3.22)



3.4 Spin asymmetries in the Drell-Yan process 45

which is accurate up to leading order in O(qT/Q). We have defined the following combination
of distribution functions,

F q
1 (x1, x2) ≡ f q1 (x1)f

q̄
1 (x2) + f q1 (x2)f

q̄
1 (x1). (3.23)

The symmetric cross section, integrated over φℓ, is plotted as function of the three remaining
variables in Fig. 3.7.
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Figure 3.7: Differential cross section for the Drell-Yan process at RHIC energy
√
s = 500 GeV.

For the antisymmetric cross section we find the expression, keeping only leading order terms
in qT/Q for both the φℓ dependent and independent part,

dσA

dqTdQdφℓdY
=
∑

q

α2e2q |ST |2qT
9M2

pQS

{
e−q2T /2〈k2T 〉

S

[
1− q2T

2〈k2T 〉S
+

q4T
16Q2〈k2T 〉S

cos 2φℓS

]
F⊥q
1T (x1, x2)

+ e−q2T /2〈k2T 〉
WG

[
− 1 +

q2T
2〈k2T 〉WG

+
q4T

16Q2〈k2T 〉WG

cos 2φℓS

]
Gq

1T (x1, x2)

}
, (3.24)

where φℓS ≡ φS − φℓ is the angle between the spin plane and the lepton transverse momentum,
and

F⊥q
1T (x1, x2) ≡ f⊥q

1T (x1)f
⊥q̄
1T (x2) + f⊥q

1T (x2)f
⊥q̄
1T (x1),

Gq
1T (x1, x2) ≡ gq1T (x1)g

q̄
1T (x2) + gq1T (x2)g

q̄
1T (x1), (3.25)
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in which f⊥q
1T (x) and gq1T (x) are defined through the relation

f⊥q
1T (x, kT ) =

1

π〈k2T 〉S
e−k2T /〈k2T 〉

S f⊥q
1T (x),

gq1T (x, kT ) =
1

π〈k2T 〉WG

e−k2T /〈k2T 〉
WG gq1T (x),

(3.26)

where the width of the Sivers function is given by

〈k2T 〉S ≡ 〈k2T 〉M2
1

〈k2T 〉+M2
1

. (3.27)

We will define the three spin asymmetries

A0
TT (qT ) ≡

∫ 2π
0 dφℓdσ

A

∫ 2π
0 dφℓdσS

,

AC
TT (qT ) ≡

(∫ π/4
−π/4−

∫ 3π/4
π/4 +

∫ 5π/4
3π/4 −

∫ 7π/4
5π/4

)
dφℓdσ

A

∫ 2π
0 dφℓdσS

,

AS
TT (qT ) ≡

(∫ π/2
0 −

∫ π
π/2 +

∫ 3π/2
π −

∫ 2π
3π/2

)
dφℓdσ

A

∫ 2π
0 dφℓdσS

, (3.28)

which select out the φℓS independent, cosine modulated and sine modulated terms, respectively.
The latter, AS

TT (qT ), will be zero in this case, but not in W production (cf. next section) or γ-Z
interference (not considered here, see, e.g., [37] or [38]). Both the AC

TT (qT ) asymmetry, to which
transversity contributes, and the A0

TT (qT ) asymmetry receive a nonzero contribution from the
double Sivers and WG effects and can be written as

A0
TT (qT ) =

|ST |2〈k2T 〉
4M2

p

{
e
− q2T

2M2
1

(
1− q2T

2〈k2T 〉S

) ∑
q e

2
qF

⊥q
1T (x1, x2)∑

q e
2
qF

q
1 (x1, x2)

− e
−q2T

〈k2T 〉−〈k2T 〉
WG

2〈k2
T
〉〈k2

T
〉
WG

(
1− q2T

2〈k2T 〉WG

) ∑
q e

2
qG

q
1T (x1, x2)∑

q e
2
qF

q
1 (x1, x2)

}
(3.29)

and

AC
TT (qT ) =

|ST |2〈k2T 〉q2T
32πM2

pQ
2

{
e
− q2T

2M2
1

q2T
〈k2T 〉S

∑
q e

2
qF

⊥q
1T (x1, x2)∑

q e
2
qF

q
1 (x1, x2)

+ e
−q2T

〈k2T 〉−〈k2T 〉
WG

2〈k2
T
〉〈k2

T
〉
WG

q2T
〈k2T 〉WG

∑
q e

2
qG

q
1T (x1, x2)∑

q e
2
qF

q
1 (x1, x2)

}
. (3.30)

We note that the bound on the cos 2φℓS double transverse spin asymmetry as a function of qT from
transversity was estimated, within a collinear Collins-Soper-Sterman resummation approach [41],
to be maximally of order 5% and fairly flat in qT up to a few GeV at RHIC at a center of mass
energy of 500 GeV. The first extraction of the quark transversity distribution hq1 [59, 60], however,
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indicates it to be about half its maximally allowed value at Q2 ∼ 2 GeV2. Therefore, if this also
applies to the antiquark hq̄1, an asymmetry of 1% or less should be expected at RHIC.

Asymmetries that are below the per mil level in the entire kinematic range of interest will
generally not be shown. They will be below the detection limit at RHIC, which will be mainly
restricted by systematic errors. For the case of Drell-Yan this will only leave the Sivers effect
contribution to the asymmetry A0

TT (qT ), displayed in Fig. 3.8 as function of qT , Q and Y . In
the plot we also included, albeit completely negligible, the Sivers effect contribution to AC

TT (qT ),
just in case the Sivers function at these values of x and Q turns out to be much larger.

The A0
TT (qT ) asymmetry reaches up to the percent level, but only for large Q2 outside the

range of interest. In the standard Drell-Yan range between the J/ψ and Υ, the asymmetry is on
the per mil level for the double Sivers effect and far below that level for the double WG effect.

The AC
TT (qT ) asymmetry receives a contribution from the double Sivers effect at a level of

10−6 and from the g1T function a contribution at a level of 10−8. At small Q the asymmetry is
small due to the smallness of the Sivers function with respect to the unpolarized distribution at
low values of x, whereas at higher values of Q the q2T/Q

2 suppression becomes important. One
way or the other, these magnitudes are far below the detection limit at RHIC, even if one takes
into account a possible enhancement of the effect by an order of magnitude due to the uncertainty
in the used parameterization of the Sivers function. Therefore, the TMD effects will not spoil
a determination of the transversity distribution if those are determined from AC

TT (qT ) in the
lab frame instead of in the Collins-Soper frame. As a cross-check, to assure that TMD effects
are small, one could verify that the A0

TT (qT ) asymmetry is small. The AC
TT (qT ) asymmetry

is bounded by the larger A0
TT (qT ) asymmetry due to the q2T/Q

2 suppression, irrespective of
any assumptions on the Sivers function or the worm-gear distribution. We want to note that,
considering asymmetries of this size, higher twist effects could become important. In case of
incomplete averaging over the azimuthal angle, the φℓ independent asymmetry A0

TT (qT ) may
form a background for a determination of the φℓ dependent AC

TT (qT ), but given its magnitude
this should also not pose a problem.

The qT -integrated asymmetries have also been calculated and AC
TT is found to be a factor

two smaller than AC
TT (qT ) and A0

TT a factor 1000 smaller than A0
TT (qT ). This agrees with

the expectation that such effects are (at least) O(M2
p /Q

2) power suppressed in this case. For

completeness, we mention that the maximal qT -integrated A
C
TT asymmetry from transversity is

estimated to be at the few percent level at RHIC at a center of mass energy of 200 and 500 GeV
[61, 62].
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Figure 3.8: Contribution to ATT (qT ) in the Drell-Yan process from the double Sivers effect at
RHIC energy

√
s = 500 GeV.

3.5 Spin asymmetries in W boson production

In the leptonic decay of a W boson the neutrino will go unobserved, which renders it impossible
to determine the Collins-Soper frame. In that frame a double transverse spin asymmetry that
depends on the lepton azimuthal angle can solely be caused by a non-zero right-handed coupling
of the W boson in combination with a non-zero transversity distribution, which makes it a very
suitable process for the determination of a possibleW−W ′ mixing as discussed in [36, 63, 64] and
the next chapter. In the lab frame, however, there might again be a residual asymmetry coming
from the double Sivers or WG effects. They can lead to a nonzero result inW production, which
could be mistaken for physics beyond the Standard Model or simply spoil the opportunity to
bound a possible W −W ′ mixing.

In Ref. [64] the TMD background was dismissed on the basis of a dimensional counting
argument. If the single Sivers effect is a 10% effect, a double Sivers effect asymmetry in W
production would be on the percent level. However, as the Sivers asymmetry is an azimuthal
asymmetry of qT , the lack of the knowledge of the W momentum prevents reconstruction of
the asymmetry in W production directly. Instead, a lepton asymmetry can be measured (cf.
[65]), which has a reduced magnitude. Naively one would expect from a dimensional analysis
a large suppression of the size q2T/l

2
T , where qT denotes the size of the gauge boson transverse

momentum (≈ 〈k2T 〉) and lT of the lepton transverse momentum (≈ MW /2). The reason being
that the asymmetry should vanish in the limit qT → 0 and the only compensating scale is lT .
This would yield an asymmetry far below the per mil level. Another way to put it, is saying that
since the transverse momentum of the W boson is not observed, collinear factorization applies.
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Within collinear factorization, there are no spin asymmetries in W boson production at leading
twist. Double transverse spin asymmetries can only be generated at next-to-next-to-leading
twist, which is (naively) suppressed by M2

p/Q
2, i.e., M2

p/M
2
W in this case. A similar argument

would suggest the single spin asymmetry AN (qT ) in W production arising from the Sivers effect
to be qT/lT or Mp/MW suppressed, leading to an asymmetry below the percent level. However,
the Sivers effect in AN (qT ) in W production has recently been studied theoretically [30] and a
large asymmetry (of order 10%) was predicted. Moreover, in Ref. [31] the lepton asymmetry
AN (lT ) was evaluated numerically, which has a reduced magnitude, but still is around 3% for
W+ production. This is larger than expected from the dimensional argument and is because
near resonance the width of the W boson becomes an important scale. The suppression can
therefore be only as small as qT/ΓW , where ΓW is the width of the W boson (≈ 2.1 GeV).
In the language of collinear factorization, one should state that higher wist is not necessarily
suppressed by factors of Mp/Q, because there is another scale in the hard part, being ΓW in
this case. Similarly, a double Sivers effect contribution to ATT (qT ) in W production is expected
to be on the percent level and a factor q2T/Γ

2
W smaller for the lepton asymmetry ATT (lT ) near

resonance. When integrated over lT instead, one can expect the asymmetry to be suppressed by
a factor of q2T/M

2
W , which implies an asymmetry well below the per mil level. Below we confirm

these insights in an explicit calculation.
Rewriting the phase space element into the lab frame coordinates that will be observed, the

lepton transverse momentum lT and its forward rapidity Yl ≡ 1
2 log l

+/l−, and the remaining qT

(or l̄T ) and Yl̄ that will be integrated over, we get

dR =
1

4(2π)6
d2lT d2qT dYl dYl̄ (3.31)

such that the cross section we are interested in reads

dσS,A

dlTdYldφℓ
=

lT
4(2π)6

∫
dYl d

2qT

dσS,A

dR . (3.32)

For W− production, the interaction vertices and propagator read

V µ
qq′ =

ig√
2
(V ud

CKM )∗γµPLδuq′δdq,

V ρ
l =

ig√
2
γρPL,

DW
µν =

−i
q2 −M2

W + iΓWMW

(
gµν −

qµqν
M2

W

)
, (3.33)

from which the W+ coupling is obtained by u ↔ d and V ∗
CKM → VCKM . The charged lepton

(l) and neutrino (l̄) momentum 4-vectors can, in the lab frame, be expressed by (in light cone
notation l = [l−, l+, lT ])

l =

[
lT√
2
e−Yl ,

lT√
2
eYl , lT cosφℓ, lT sinφℓ

]
, l̄ =

[
l̄T√
2
e−Yl̄ ,

l̄T√
2
eYl̄ , qT − lT

]
, (3.34)

in terms of the neutrino rapidity Yl̄, the charged lepton transverse momentum (in terms of lT
and φℓ), the charged lepton rapidity Yl, and the W boson transverse momentum qT . The light
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cone momentum fractions can be expressed in terms of lT through a power expansion in qT as

x1 =
lT√
s

(
eYl + eYl̄

)
− qT√

s
eYl̄ cos(φℓ − φq) +O

(
q2T
s

)
,

x2 =
lT√
s

(
e−Yl + e−Yl̄

)
− qT√

s
e−Yl̄ cos(φℓ − φq) +O

(
q2T
s

)
.

(3.35)

As we are working at leading twist only, we can drop the non-leading terms in this expression as
well. The advantage is that there will not be any qT dependence in the distribution functions,
which allows us to perform the qT integration in the cross section analytically. After having
done the qT integration, we expand in the cross section in parton transverse momentum up to
order k2T and p2T . The integration with respect to kT and pT can then be done, which results

in an expression in terms of the moments g
(1)
1T (x), defined in Eq. (3.13), and f

⊥(1)
1T (x), likewise

defined as

f
⊥q(1)
1T (x) ≡

∫
d2kT

k2T
2M2

p

f⊥q
1T (x, k2T ). (3.36)

We find for the symmetric part of the cross section for W− production

dσS

dlTdYldφℓ
=
g4|V ud

CKM |2l3T
48(2π)2S

∫
dYl̄

F

D
, (3.37)

and for the antisymmetric part

dσA

dlTdYldφℓ
=
g4M2

p |ST |2|V ud
CKM |2lT

96(2π)2S

∫
dYl̄

{
A

D3
F 0 +

B

D3

[
FC cos 2φℓS −FS sin 2φℓS

]}
, (3.38)

where φℓS ≡ φS − φℓ is the angle between the spin plane and the charged lepton transverse
momentum in the lab frame and

A = 150l8T − 32l6TM
2
W − 12l4TM

4
W +M8

W − 28l4TM
2
WΓ2

W + 2M6
WΓ2

W +M4
WΓ4

W

+ 4l2T

[
58l6T − 9l4TM

2
W +M4

W

(
M2

W + Γ2
W

)
− 2l2T

(
3M4

W + 5M2
WΓ2

W

) ]
cosh[Yl − Yl̄]

+ 4l4T

[
26l4T − 3M2

W

(
M2

W + Γ2
W

)]
cosh[2(Yl − Yl̄)] + (24l8T + 4l6TM

2
W ) cosh[3(Yl − Yl̄)]

+ 2l8T cosh[4(Yl − Yl̄)],

B = 130l8T + 32l6TM
2
W + 16l2TM

4
W

(
M2

W + Γ2
W

)
−M4

W

(
M2

W + Γ2
W

)2

− 4l4T
(
15M4

W + 11M2
WΓ2

W

)
+ 6l8T cosh[4(Yl − Yl̄)]

+ 4l2T

[
54l6T + 9l4TM

2
W + 3M4

W

(
M2

W + Γ2
W

)
− 2l2T

(
9M4

W + 7M2
WΓ2

W

) ]
cosh[Yl − Yl̄]

+ 12l4T

[
10l4T −M2

W

(
M2

W + Γ2
W

) ]
cosh[2(Yl − Yl̄)] +

(
40l8T − 4l6TM

2
W

)
cosh[3(Yl − Yl̄)],

D = 6l4T − 4l2TM
2
W +M4

W +M2
WΓ2

W +
(
8l4T − 4l2TM

2
W

)
cosh[Yl − Yl̄] + 2l4T cosh[2(Yl − Yl̄)]

(3.39)
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and the distributions are contained in

F = eYl−Yl̄fd1 (x1)f
ū
1 (x2) + eYl̄−Ylfd1 (x2)f

ū
1 (x1),

F 0 = eYl−Yl̄

[
f
⊥d(1)
1T (x1)f

⊥ū(1)
1T (x2)− g

d(1)
1T (x1)g

ū(1)
1T (x2)

]

+ eYl̄−Yl

[
f
⊥d(1)
1T (x2)f

⊥ū(1)
1T (x1)− g

d(1)
1T (x2)g

ū(1)
1T (x1)

]
,

FC = eYl−Yl̄

[
f
⊥d(1)
1T (x1)f

⊥ū(1)
1T (x2) + g

d(1)
1T (x1)g

ū(1)
1T (x2)

]

+ eYl̄−Yl

[
f
⊥d(1)
1T (x2)f

⊥ū(1)
1T (x1) + g

d(1)
1T (x2)g

ū(1)
1T (x1)

]
,

FS = eYl−Yl̄

[
f
⊥ū(1)
1T (x2)g

d(1)
1T (x1)− f

⊥d(1)
1T (x1)g

ū(1)
1T (x2)

]

+ eYl̄−Yl

[
f
⊥d(1)
1T (x2)g

ū(1)
1T (x1)− f

⊥ū(1)
1T (x1)g

d(1)
1T (x2)

]
. (3.40)

With the use of the expressions for the cross section in Eqs. (3.37) and (3.38), the spin asym-
metries, as defined in Eq. (3.28), can be written as

A0
TT (lT ) =

|ST |2M2
p

2l2T

∫
dYl̄

A
D3F

0

∫
dYl̄

F
D

,

AC,S
TT (lT ) =

|ST |2M2
p

πl2T

∫
dYl̄

B
D3F

C,S

∫
dYl̄

F
D

. (3.41)

The results are easily modified for W+ production by substituting ū → d̄, d → u in Eq. (3.40),
substituting lT → l̄T , φℓ → φl̄ in all expressions and integrating over Yl instead of Yl̄ in the cross
sections and asymmetries. As a cross-check of the approximation method employed here, we
calculated the single spin asymmetry AN inW production and found reasonable agreement with
the results in Refs. [30, 31] taking into account that different distribution functions were used.

The cross sections for W± production are plotted in Fig. 3.9, in which numerical values for
the parameters are taken from [66], the parameterization of the TMD distributions as discussed
in Section 3.3 and the collinear PDFs from [42]. We have plotted the double spin asymmetries in
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Figure 3.9: Differential cross section for W boson production at RHIC energy
√
s = 500 GeV.

W+ production in Figs. 3.10 and 3.11 (the asymmetries in W− production are smaller and will
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therefore not be shown). The maximal asymmetry is near resonance and reaches up to 0.15%,
which is already below the detection limit at RHIC. However, for a bound on a possibleW −W ′

mixing (discussed in the next Chapter), it is not the differential asymmetry that is relevant,
but the asymmetry in the integrated cross section. In those asymmetries the contribution at
lT < MW/2 largely cancels the contribution at lT > MW/2, resulting in very small asymmetries.
We find the integrated asymmetry inW− production around 10−7 and inW+ production around
10−6, far below detection limits at RHIC. This confirms the expectation expressed in Ref. [64]
that the background from TMDs, is indeed negligible. However, the naive expectation that
the TMD effects are of order 1% (because of the size of the distribution functions) times a
suppression factor of 〈k2T 〉/l2T does not hold.
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Figure 3.10: Double Sivers and worm-gear contributions to ATT (lT ) in
W+ boson production as a function of lT at Y = 0 and RHIC energy√
s = 500 GeV.
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Figure 3.11: Double Sivers and worm-gear contributions to ATT (lT ) in
W+ boson production as a function of Y at lT = 40 GeV at RHIC energy√
s = 500 GeV.

The maximal effect from the TMDs can be estimated by taking the distribution equal to the
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upper bound as given in Eq. (2.70), which leads to

f
⊥q(1)
1T (x) = g

q(1)
1T (x) =

√
π〈k2T 〉
4Mp

f q1 (x). (3.42)

In Figure 3.12, we show the maximal effect from the Sivers function, which is equal for W+ and
W− production and independent of Y . The maximal effect from the WG function is exactly
the same, but with the sign of A0

TT flipped. From the plot we can see that the maximal TMD
effects are at the percent level and thus definitely not suppressed by a factor of 〈k2T 〉/l2T ∼ 10−4.
Due to the resonance effect, the suppression is only of order 〈k2T 〉/Γ2

W .
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Figure 3.12: The maximal achievable ATT (lT ) in W
± boson production as a result of

the Sivers effect.

3.6 Summary and conclusions

We calculated the transverse momentum dependent double transverse spin asymmetries in
the laboratory frame for Drell-Yan and W production arising from the Sivers effect and from
the worm-gear distribution function g1T within transverse momentum dependent factorization.
Those asymmetries were previously calculated only as a function of the lepton azimuthal an-
gle measured in the Collins-Soper frame, where they are independent of it. The advantage
being that one can, in that frame, easily distinguish them from the asymmetry coming from
transversity, which does depend on the lepton azimuthal angle. If the lepton azimuthal angle
is measured in the lab frame, however, a residual TMD effect survives and enters the double
transverse spin asymmetry in exactly the same way as transversity does. This is in contrast
to a collinear factorization approach where the effects from TMDs are absent to begin with.
Therefore, a nonzero cos 2φℓS asymmetry ATT (qT ) in Drell-Yan in the lab frame is a priori not a
sufficient indication of a nonzero transversity distribution. However, from what is known about
the magnitudes of the Sivers and worm-gear functions, our conclusion is that the TMD back-
ground is below the per mil level. Therefore, a percent level asymmetry can be viewed as coming
from transversity. That is an important conclusion for the RHIC spin program. Transversity
distributions can thus safely be determined from the transverse momentum dependent double
spin asymmetry in the lab frame, like for the qT -integrated asymmetry, assuming of course the
antiquark transversity distributions are sufficiently large. As a cross-check of the smallness of
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the TMD background, one can verify that the angular independent A0
TT (qT ) asymmetry that

arises only from the mentioned TMD effects, is indeed much smaller.
We also obtained numerical estimates for the sizes of the double transverse spin asymmetries

in W boson production at RHIC and found that they are below the detection limits. This is
also an important conclusion as it means that the double Sivers and worm-gear effects do not
hamper the investigation of a complex mixing of the W boson with a hypothetical W ′ boson
using spin asymmetries as discussed in [64]. The asymmetries we find are, nonetheless, larger
than one would naively expect on the basis of collinear factorization arguments. Even though
the only dimensionful observable lT is large (∼ 40 GeV), the suppression of the TMD effects
is not necessarily of the order 〈k2T 〉/l2T , but can be as large as 〈k2T 〉/Γ2

W , due to the ‘hidden’
scale ΓW . This is important to keep in mind when calculating hard scattering processes where
intermediate particles can go on or nearly on-shell.



Chapter 4

BSM effects in p↑p↑ → WX → ℓνX

In the previous Chapter, double transverse spin asymmetries inW boson production were inves-
tigated and it was concluded that they will be unmeasurably small at BNL’s Relativistic Heavy
Ion Collider (RHIC) even if transverse momentum dependent effects are taken into account.
This strict prediction of the SM allows one to investigate physics Beyond the SM (BSM), in
a way similar to neutron electric dipole moment measurements: any significant deviation from
zero signals new physics

The idea of using double transverse spin asymmetries in W production to measure physics
Beyond the Standard Model (BSM), was put forward in Ref. [63] and discussed further in Ref.
[64]. Assuming that theW boson couples not only to the left-handed quarks, due to some as yet
unknown physics beyond the SM, the following interesting double transverse spin asymmetries
arises in the leptonic decay,

dσA ≡ 1

4

(
dσ↑↑ − dσ↑↓ − dσ↓↑ + dσ↓↓

)
∝ C0 cos 2φ+ C1 sin 2φ, (4.1)

where φ denotes the azimuthal angle of the outgoing charged lepton with respect to the spin
plane, see figure 4.1.

Figure 4.1: A leptonic decay of a W boson produced in a transversely polarized
proton collision. The transverse momentum of the outgoing lepton l defines the
azimuthal angle φ w.r.t. the transverse spins S1 and S2 of the colliding protons.

The reason for the asymmetries in the φ distribution is the following. Quarks in a transversely
polarized proton are also to some extent transversely polarized, with a probability described by
the transversity distribution [67]. A cross section is only sensitive to transverse polarization
through the interference of left- and right-handed chirality states. Since the SM V −A coupling
of the W boson to the quarks only occurs for fixed (left-handed) chirality, no sensitivity to
transverse polarization occurs in W -boson production [36], except through extremely small
higher order quantum corrections. As a consequence, double transverse spin asymmetries due

55
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to transversity will be negligibly small in the SM. Given the unmeasurably small contribution
from TMD effects, as shown in the previous Chapter, a nonzero asymmetry would indicate a
coupling of the W boson to right-handed quarks and thus BSM physics.

A small coupling of theW boson to right-handed quarks can, e.g., arise from the mixing with
a hypothetical W ′ boson. Such a boson arises in theories in which a SU(2)R ⊗ SU(2)L gauge
group is spontaneously broken to SU(2)L at some scale higher than the EW symmetry breaking
scale. Examples are, besides others, left-right symmetric models [68, 69, 70, 71], Little(st) Higgs
models [72], SUSY SO(10) [73] and SUSY E6 [74]. We will consider a general model which is
not specific to any of these scenarios. It consists of a WL- and WR boson coupling to left- and
right-handed particles with strength gL and gR respectively. Those gauge eigenstates will mix
to form two mass eigenstates

W±
1 = cos ζW±

L + e∓iω sin ζW±
R ,

W±
2 = sin ζW±

L − e±iω cos ζW±
R , (4.2)

whereW1 is identified with the observed W boson andW2 with a hypothetical W ′ boson. As we
will show, a nonvanishing mixing of the two bosons will cause the aforementioned asymmetries to
appear. We find that, at RHIC energies, the amplitude of the cos 2φ asymmetry is proportional
to the real part of the mixing, whereas the amplitude of the sin 2φ asymmetry is proportional
to the imaginary part, i.e., with C0 and C1 defined as in Eq. (4.1), we find

C0 ∝ ζ cosω,

C1 ∝ ζ sinω. (4.3)

One or both of these asymmetries being nonzero (at detectable levels) implies physics beyond
the Standard Model. The sin 2φ asymmetry is even more interesting than the cos 2φ asymmetry,
because a non-zero value implies a new source of CP violation.

Bounds on the mixing angle ζ are often derived by measuring the right-handed coupling of
the W boson to leptons. In any process a vanishing right-handed coupling to the leptons can
result from the right-handed neutrino being too heavy to be produced or it may be leptophobic
simply. Therefore, it is important to test the right-handed coupling of the W boson to leptons
and quarks independently. As we will show, the method discussed here allows one to measure
the right-handed coupling to quarks and is, therefore, independent of the as yet unknown right-
handed neutrino mass.

This Chapter is partially based on [64], which was based on the best model independent
bounds on the right-handed coupling of the W boson to quarks from the particle data group
at that time. We have now extracted better model independent bounds on this coupling from
the literature, which will be discussed in Section 4.2. Based on the new bounds, we will give
updated numerical predictions for the asymmetries at RHIC and a possible future higher energy
polarized collider in Sections 4.5 and 4.6. We will discuss and summarize the results in Sections
4.7 and 4.8, but we will first start with a general introduction to Left-Right models in the next
Section.

4.1 Introduction Left-Right models

Left-Right (LR) models are extensions of the Standard Model (SM) which have an SU(2)R gauge
symmetry, relating the right-handed up- and down-type fermions, just like the SU(2)L symmetry



4.1 Introduction Left-Right models 57

the SM has between the left-handed up- and down-type fermions. The original proposal came
in a series of papers [68, 75, 69, 70, 71] describing the maximal violation of parity in the weak
interaction as a low-energy phenomenon. The idea was that at high energy the symmetry be-
tween left- and right-handed particles would be restored, hence the name of left-right symmetric
models. The model can also incorporate exact CP symmetry, which then spontaneously breaks
at low-energy [68, 76, 77] and, as a bonus, yield a viable Dark Matter (DM) candidate [78, 79].
Various GUT models, e.g., SUSY SO(10) [73] or SUSY E6 [74], also have the extra SU(2)R
right-handed gauge group at some intermediate energy scale.

4.1.1 General framework

We will define a left-right model as any model that has, at some energy scale, higher than the
electroweak scale, the gauge symmetry group

SU(2)L ⊗ SU(2)R ⊗ U(1)B−L. (4.4)

This gauge symmetry leads to two sets of charged gauge bosons,W±
L andW±

R , and three neutral
gauge bosons. We will work with a general model in which the left- and right-handed gauge
bosons can couple with different strengths gL and gR (a left-right symmetric model has, among
other restrictive properties, equal left- and right-handed gauge strengths, i.e., gL = gR). The
quarks are organized in doublets as follows

QL =

(
uL

dL

)
∼
(
1

2
, 0,

1

3

)
, QR =

(
uR

dR

)
∼
(
0,

1

2
,
1

3

)
, (4.5)

where the row vector contains the SU(2)L ⊗ SU(2)R ⊗U(1)B−L quantum numbers of the fields.
The leptons doublets are likewise given by

ℓL =

(
νL
eL

)
∼
(
1

2
, 0,−1

)
, ℓR =

(
νR
eR

)
∼
(
0,

1

2
,−1

)
. (4.6)

At some high energy scale vR the gauge group is spontaneously broken to the SM gauge group.
Usually this is done by introducing a left- and right-handed Higgs doublet [70] or triplet [71].
Choosing a triplet to break the SU(2)R symmetry has the advantage that one can incorporate,
in a very natural way, a seesaw mechanism to give the left-handed neutrinos a light mass, e.g.,
mνe ∼ m2

e/vR. At this stage the right-handed gauge boson WR obtains a mass MWR
∼ g2v2R, the

exact value depending on the specific choice of breaking. We will focus on a first-stage breaking
with triplets

∆L ∼ (1, 0, 2), ∆R ∼ (0, 1, 2). (4.7)

In order to produce fermion masses and break the symmetry further down to U(1)em we also
have to introduce a Higgs bi-doublet

Φ =

(
φ01 φ+2
φ−1 φ02

)
∼
(
1

2
,
1

2

∗
, 0

)
. (4.8)

At least one bi-doublet is needed to generate the fermion masses, but more can be used. A model
which accomplishes a second-stage breaking by just a single Higgs bi-doublet will be called a
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minimal left-right model. In the rest of this chapter we will use such a minimal model as a
prototype. The kinetic part of the Lagrangian, for the Higgs sector of the theory is given by

LHiggsKin = (Dµ∆R)
† (Dµ∆R) + (Dµ∆L)

† (Dµ∆L) + Tr
[
(DµΦ)

† (DµΦ)
]
, (4.9)

in which

Dµ∆L,R =
(
∂µ − igL,R ~T · ~W µ

L,R − i2g′Bµ
)
∆L,R (4.10)

and

DµΦ = ∂µΦ− igL~τ · ~W µ
L Φ+ igRΦ~τ · ~W µ

R . (4.11)

4.1.2 Gauge boson masses, mixing and couplings

The Higgs potential can be chosen in such a way that the Higgs triplet fields develop a Vacuum
Expectation Value (VEV) of the form

〈∆L〉 = 0, 〈∆R〉 =




0
0
vR


 , (4.12)

and the Higgs bi-doublet a VEV of the form

〈Φ〉 =
(
k1 0
0 k2e

iω

)
, (4.13)

where k1 and k2 are at the electroweak scale and vR is some higher scale at which the SU(2)R
symmetry is broken. At this minimum of the potential, all the physical Higgs particles (which
are not eaten by the heavy gauge bosons) acquire a mass at the scale vR except one, which
obtains a mass proportional to the electroweak scale [70].

Spontaneous CP violation

The bi-doublet transforms under a CP transformation as Φ → Φ∗ 1, which implies that, if ω is
not equal to 0 or π, then spontaneous violation of CP symmetry occurs. This spontaneous CP
violation can, in principle, happen in the absence of explicit CP violation in the Lagrangian.

One might wonder whether one can construct a model with just spontaneous CP violation,
but that turns out not to be possible with a minimal left-right symmetric model in a phenomeno-
logically acceptable way. The problem being that, if the Higgs potential is CP symmetric, then
either the vacuum phase ω is too small to explain the observed CP violation, or one needs
to fine-tune the parameters in the Higgs potential, but then flavor changing neutral currents
become too large [80, 81, 82, 83]. However, models with two Higgs bi-doublets do provide a
phenomenologically acceptable model for spontaneous P and CP violation without explicit P
and CP violation [77] and, as a bonus, also yield a viable Dark Matter (DM) candidate [78, 79].

1one could define a different transformation, but a ‘standard’ mass term λq̄RφqL + h.c. is CP even under this
choice of transformation, given that λ is real.
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Neutral gauge bosons

The non-zero VEVs of the Higgs fields will produce mass terms for the gauge bosons. We will
first focus on the neutral gauge bosons W 3µ

L , W 3µ
R and Bµ, which will mix to form one massless

and two massive fields. The massless eigenstate (the photon) is given by

A = e

(
W 3

L

gL
+
W 3

R

gR
+

B

2g′

)
, (4.14)

which couples with strength eQ, where

e ≡ g′√
g′2

g2L
+ g′2

g2R
+ 1

4

, (4.15)

to fermions with quantum number Q = T 3
L +T

3
R+

1
2 (B−L). The quantum numberQ corresponds

to the electric charge of the fields. The SM relation e/g = sin θW will in this model be replaced
by the equivalent

e

gL
= sin θW , (4.16)

which fixes the value of g′ to be

g′ =
gLgR sin θW

2
√
g2R − (g2L + g2R) sin

2 θW
. (4.17)

The masses of the other neutral states are given by

MZ1 =
g2L(k

2
1 + k22)

2 cos2 θW
− g2L(k

2
1 + k22)

2(g2R − (g2L + g2R) sin
2 θW )2

8g4Rv
2
R cos6 θW

+O
(

1

v4R

)
,

MZ2 =
2g4R cos2 θW v

2
R

g2R − (g2L + g2R) sin
2 θW

+
(k21 + k22)(g

2
R − (g2L + g2R) sin

2 θW )

2 cos2 θW
+O

(
1

v2R

)
, (4.18)

from which we can conclude that the Z1 mass is at the electroweak scale and the Z2 mass at
the large scale vR. The lowest mass eigenstate, which we identify with the Z boson, is given by

Z1 = +cos θWW
3
L − gL sin θW tan θW

(
W 3

R

gR
+

B

2g′

)

− k21 + k22
v2R

(
− gLz

2

16g5R cos5 θW
W 3

R +
g2Lz

3/2 sin θW

8
√
2g5R cos5 θW

B

)
+O(1/v3R), (4.19)

in which z ≡ g2R(1 + cos 2θW ) − g2L(1 − cos 2θW ). From this we can deduce the coupling of Z
boson to the fermions to be

V Z1 =
gL

cos θW

[
T 3

L − sin2 θWQ
]
+ δV Z1 , (4.20)

in which δV Z1 is gR times the O(1/v2R) part of Eq. (4.19). The coupling of the Z boson in a
left-right model is thus identical to the coupling of the Z boson in the Standard Model except for
a (very) small correction term. The important thing to note is that the correction term vanishes
in both the limit vR → ∞ and gR → ∞, since that property holds for all the predicted corrections
except the right-handed coupling of the W boson as will be shown in the next section.
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Charged gauge bosons

The charged gauge bosons W±
L and W±

R will also mix to form mass eigenstates

W±
1 = cos ζW±

L + e∓iω sin ζW±
R ,

W±
2 = sin ζW±

L − e±iω cos ζW±
R , (4.21)

where the mixing angle ζ is given by

tan ζ =
gLk1k2
gRv2R

+
gLk1k2(g

2
L − g2R)(k

2
1 + k22)

2g3Rv
4
R

+O
(

1

v6R

)
. (4.22)

The masses of those eigenstates are given by

M2
W1

=
1

2
g2L(k

2
1 + k22)−

g2Lk
2
1k

2
2

v2R
+O

(
1

v4R

)
,

M2
W2

= g2Rv
2
R +

1

2
g2R(k

2
1 + k22) +O

(
1

v2R

)
, (4.23)

from which we can again conclude that there is a low mass state proportional to the electroweak
scale and a high mass state proportional to vR. The couplings of the mass eigenstates are given
by

V W±
1 = gL cos ζT

±
L + gRe

∓iω sin ζT±
R ,

V W±
2 = gL sin ζT

±
L − gRe

±iω cos ζT±
R , (4.24)

of which the W1 coupling reduces to the purely left-handed coupling of the SM in the limit
vR → ∞ (i.e., ζ → 0). However in the limit gR → ∞ the right-handed coupling remains, as

lim
gR→∞

ζ ∝ 1/gR. (4.25)

One can now also look at the W to Z boson mass ratio,

M2
W1

M2
Z1

= cos2 θW + δM , (4.26)

which is equal to the SM prediction, apart from the mass correction term

δM =
k21 + k22

4g4Rv
2
R cos2 θW

[
−2g2R sin2 θW

(
g2L + g2Rzk

)
+ sin4 θW

(
g4L + 2g2Lg

2
R + g4Rzk

)
+ g4Rzk

]
,

(4.27)

where zk ≡ (k41 − 6k1k2 + k42)/(k
2
1 + k22)

2. The correction vanishes in the limit vR → ∞, but not
in the limit gR → ∞. However, if one wants to minimize the effect of the LR model on the SM
mass relation, but retain a right-handed coupling of the W -boson, then the value of k2 can be
fine-tuned such that the mass correction term vanishes whereas the right-handed coupling of the
W persists. For example, in the limit of gR → ∞ and k2 → (1+

√
2)k1, the mass correction term

vanishes, whereas the right-handed coupling of the W boson approaches gL(1 +
√
2)k21/v

2
R. To

put it briefly, the masses of the Z2 and W2 boson can be made arbitrarily large while retaining
the mass relation between W1 and Z1 and keeping the coupling of the Z1 boson at its SM value
and yet introduce a right-handed coupling of the W1 boson. This shows that bounds on the
right-handed coupling of the W1 boson should be set independently and not be derived from
W2 or Z2 mass bounds, from determinations of the Z1 boson coupling or the W1 and Z1 mass
relation, at least in a general left-right model.
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Connection between ζ and M2
W /M

2
W ′

One can derive an upper limit on the W −W ′ mixing ζ in a minimal left-right model, in terms
of the W and W ′ mass,

tan ζ ≤
gRM

2
W1

gLM2
W2

, (4.28)

which holds to leading order in 1/v2R. This bound reduces in a left-right symmetric model to
tan ζ ≤ M2

W1
/M2

W2
, which is often used to translate bounds on the W ′ mass to bounds on the

mixing angle ζ. However, in the case of unequal gL and gR these translated bounds are weakened.
Especially bounds on the right-handed coupling of the W boson, being proportional to gR/gLζ,
are strongly weakened. In the, not far fetched, case of gR = 2gL the bounds are already weakened
by a factor four. If one keeps gR completely free, then the W ′ mass and the mixing angle ζ are
independent parameters and it is necessary to obtain separate experimental bounds on them.

4.1.3 Quark masses, CKM matrices

In a minimal left-right model, the quarks get their mass through a Yukawa coupling of the form
(following Ref. [84])

Q̄L · (Y Φ+ Ỹ Φ̃)QR + h.c., (4.29)

in which Φ̃ ≡ σ2Φ
∗σ2 and Y and Ỹ are two independent Yukawa coupling matrices. The quark

mass matrices are then given by

Mu = k1Y + k2e
−iωỸ ,

Md = k1Ỹ + k2e
iωY, (4.30)

which can be diagonalized as usual by

Mu = UuLmuU
†
uR,

Md = UdLmdU
†
dR, (4.31)

in which mu and md are the diagonal quark mass matrices for the up- and down-type quarks.
In the mass eigenstate basis we end up with flavor changing charged interactions governed by a
left-handed CKM matrix

VL = U †
uLUdL, (4.32)

and its right-handed counterpart

VR = U †
uRUdR, (4.33)

such that the coupling of the W bosons to the fermion mass eigenstates, are given by
d

u

W1 =
i√
2

[
cos ζgLV

ud
L γµPL + sin ζe−iωgRV

ud
R γµPR

]
(4.34)
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d

u

W2 =
i√
2

[
sin ζgLV

ud
L γµPL − cos ζe+iωgRV

ud
R γµPR

]
(4.35)

One can utilize five rotations on the quark fields to remove five phases from the left-handed
CKM matrix, however the right-handed CKM matrix will, in general, keep 6 non-zero complex
phases. Furthermore, the mixing angles in the right-handed matrix are, in general, different
from the ones in the left-handed matrix.

4.1.4 Manifest/Pseudo manifest

Within the class of left-right models, we can look at LR symmetric models. Those models have
a discrete symmetry in the Lagrangian, relating chiral left and chiral right spinors. This discrete
symmetry can be either parity P or charge conjugation C 2, acting on the fields in the minimal
left-right model as

P :

{
QL ↔ QR

Φ → Φ† C :

{
QL ↔ (QR)

c

Φ → ΦT , (4.36)

which implies that the Lagrangian is symmetric under P , C or CP given that the Yukawa
coupling matrices obey

P : Y = Y †, C : Y = Y T , CP : Y = Y ∗. (4.37)

These constraints on the Yukawa couplings translate into a relation between the left and right
CKM matrices. When one demands the Lagrangian to be P symmetric and ω = 0 (i.e., no
spontaneous CP violation) the mass matrices are Hermitian from which it follows that

V R
CKM = SuV

L
CKMSd, (4.38)

where Su,d are diagonal sign matrices. This is known as manifest left-right symmetry. It boils
down to the fact that the mixing angles and CP violating Kobayashi-Maskawa (KM) phase δ13
are equal in the left and right matrix and the additional phases in the right matrix are either 0
or π. In the case that ω 6= 0, relation (4.38) still approximately holds, because one needs either
ω ∼ π or v1/v2 ∼ 0 to arrive at phenomenologically acceptable mass matrices, as explained in
[84]. If one imposes C symmetry on the Lagrangian, the mass matrices are symmetric from
which it follows that

V R
CKM = KuV

L∗
CKMKd, (4.39)

where Ku,d are diagonal phase matrices. This is known as pseudo manifest left-right symmetry.
It says that the mixing angles are equal, the KM phase differs by a minus sign and the additional
phases in the right matrix are unconstrained. If one demands CP symmetry on the Yukawa
couplings, then there is, in general, no relation between the left and right CKM matrix, except
for the case ω = 0. In that situation the KM phases, as well as the additional phases in the
right matrix, either vanish or are equal to π, resulting in no CP violation.

2There are two other transformations interchanging left and right, that one can define, Φ ↔ Φ̃† and Φ ↔ Φ̃T ,
but they lead to unrealistic mass matrices, respectively Mu = M†

d in the first case and Mu = MT
d or Mu = M∗

d

in the second, see [84].
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4.1.5 Non-universal coupling

In a minimal left-right model, as discussed so far, the right-handed CKM matrix is unitary,
which can be seen directly from Eq. (4.33). However, we prefer to work in a completely model
independent way and it, therefore, is interesting to see if and how a non-unitary CKM matrix
could arise.

Suppose that the three different quark generations couple with different right-handed gauge
strengths gi. This would lead to problems constructing the standard Yukawa terms, but with
the introduction of three bi-doublets, transforming under the right-handed gauge group with
coupling strength gi, this problem could be resolved. The Yukawa coupling matrices can be
diagonalized in the ordinary way, but the expression for the right-handed CKM matrix in Eq.
(4.33), will be modified to

VR = U †
uR




g1/gR 0 0
0 g2/gR 0
0 0 g3/gR


UdR, (4.40)

which produces, in general, a non-unitary right-handed CKM matrix.

It is thus possible to generate a non-unitary right-handed CKM matrix and, therefore, just
as for the left-handed CKM matrix, unitarity tests should be carried out. This emphasizes the
importance to determine the right-handed coupling of the W boson to all the different quark
combinations independently.

4.1.6 Discussion

Lastly, we want to address several attractive features, despite the introduction of more param-
eters, of left-right models over the Standard Model. First, and common to all LR models, is
the replacement of hypercharge by the B − L quantum number. This reduces the amount of
assignments of arbitrary hypercharge quantum numbers from 6 (for the right-handed up-type
and down-type quarks and the left-handed quark doublet plus three for the leptons) to just two
(B = 1/3 for all quarks and L = 1 for all leptons).

Secondly, the minimal left-right model predicts naturally almost diagonal CKM matrices
when k1 ∼ k2, irrespective of what is chosen for the Yukawa couplings. This nearly diagonal
form of the CKM matrix is indeed what is observed in nature. In the SM, there is, a priori, no
reason for small mixing between the quark families and one has to carefully choose the Yukawa
couplings to arrive at an almost diagonal CKM matrix.

Thirdly, and specific to a P or CP symmetric Yukawa sector, is the correspondence between
the number of Yukawa couplings and the total number of observable degrees of freedom in the
CKM matrices and masses. With either Hermitian (P symmetric) or real (CP symmetric)
Yukawa couplings, there are 9 real parameters per matrix plus the complex phase ω, totaling
19 real parameters (the absolute values of the VEVs k1 and k2 are measurable independently).
Counting the observable degrees of freedom, there are three angles plus 6 phases in the right
CKM matrix, plus three angles and one phase in the left CKM matrix, plus 6 masses, also
totaling 19. This can be compared to the SM, which contains 36 real parameters in the Yukawa
sector and just 10 observable degrees of freedom.

Lastly, and what was the original reason to propose the model, is that a left-right symmetric
model can be explicitly parity conserving (and also CP conserving in a non-minimal model),
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which is attractive in view of unification and the natural behavior of increasing symmetry with
increasing energy.

4.2 Bounds on left-right models

The phenomenology of left-right models is very versatile. It involves the addition of new hy-
pothetical neutral and charged gauge bosons and Higgs particles as well as a modification of
the properties of the existing gauge bosons in the Standard Model. In principle all those new
features can be used to exclude a left-right model.

However, as we have shown in the previous section, all modifications to the SM can be kept
arbitrarily small while still introducing a right-handed coupling of the W boson. It is thus not
sufficient to only look for the hypothetical W prime boson at the LHC. One has to independently
verify that the W boson only couples to left-handed quarks and leptons.

It is also not sufficient to bound just the coupling to right-handed leptons as it is at present
unclear whether a right-handed neutrino exists, let alone, what its mass will be. It might be
that the neutrinos are ‘ordinary’ Dirac particles, such that there is no distinction between left-
and right-handed neutrinos, but there might also be a Majorana mass term, which will lift this
degeneracy and cause different masses for the left- and right-handed neutrinos. For example, in
the theoretically attractive seesaw type models, the right-handed neutrino mass is at the GUT
scale, whereas the left-handed neutrinos are at the eV scale. One way or another, if no right-
handed neutrino exists or it is too heavy, a coupling of the W boson to it, will not be observed.
If, e.g., one wants to see a right-handed coupling of the W boson in a muon decay experiment,
the right-handed neutrino needs to be lighter than the muon for the process to be kinematically
allowed, as there will always be a right-handed neutrino in the final state:

µ ν
µ
R

eL

νe
L

W

R

L

ν
µ
L

eR

νe
R

µ
L

R
W

Bounds on the right-handed coupling to leptons can, therefore, not be translated into bounds
on the right-handed coupling to quarks. The right-handed coupling of the W boson to quarks
thus has to be investigated independently.

The right-handed coupling to quarks can be different for all pairs of quarks, because they
all enter with their own right-handed CKM matrix element. So if one does not want to assume
manifest or pseudo manifest left-right symmetry, i.e., work in a completely model independent
way, one should give bounds on the right-handed coupling to the different quark pairs separately
and not translate them into bounds on the mixing angle ζ, which is often done in the literature.
We will give in this Chapter an overview of the best bounds on the right-handed coupling of the
W boson to the different quarks pairs separately. We will specifically focus on the bounds on
the coupling to the light quarks, as they will be important for the maximally expected size of
the double transverse spin asymmetries at RHIC.

4.2.1 Bounds on the W2 mass

First we will start with a brief overview of the bounds on the W2 mass, as this we also be
important to make predictions for polarized proton colliders with a higher center-of-mass energy
than RHIC. Bounds on the heavy mass eigenstate of the charged gauge bosons W2, can be
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divided into ‘direct’ and ‘indirect’ bounds. Direct bounds are derived from the absence of W2

boson production in collider experiments, whereas indirect bounds are derived from the absence
of quantum loop effects caused by a virtual W2 boson.

Direct bounds

Most direct searches for a W ′ boson3 aim at seeing a mass resonance in either the W ′ → ℓν
or W ′ → jets channel. The sensitivity to those resonances depends on the coupling of the
hypothetical W ′ boson to the SM particles. Therefore, it is usually assumed that the W ′ boson
couples in exactly the same way as the ordinaryW boson. The ATLAS collaboration sets, using
this assumption, the lower limit

MW ′ > 2.2 TeV, (4.41)

at 95% confidence level in the W ′ → ℓν channel [85]. The CMS collaboration finds, under the
same assumption, a lower limit of 2.3 TeV at 95% confidence level in the W ′ → eν, µν channel
[86] and

MW ′ > 1.5 TeV, (4.42)

in the W ′ → jets channel [87].
These bounds are not necessarily also bounds on the W2 boson from a left-right model. For

example, the bound found in the leptonic decay channel only holds if a right-handed neutrino
exists and it has a mass smaller than 2.2 TeV. The bound obtained in the hadronic channel also
needs caution when interpreting, because if, for example, the right-handed CKM matrix will be
of the form

V R
CKM ∼




0 0 1
0 1 0
1 0 0


 , (4.43)

then bounds will be severely weakened, because the primary production channel in a hadron-
hadron collider, ud̄ → W+, will not be available for the W2 boson. Production of the W2 will
have to happen mainly through the process cs̄ → W+

2 , which is heavily suppressed due to the
small strange and charm distributions in the proton. It is therefore advisable to not accept these
bounds at face value.

Indirect bounds

Indirect bounds are derived from the absence of the effects a virtual W2 boson would cause in
quantum loop corrections to an observable. Quantities which are very sensitive to the addition
of a W2 boson are found in the mixing of neutral mesons.

KL −KS mass difference

The quantity most sensitive to the addition of a W2 boson is the KL −KS mass difference. In
the original work [88], a bound of MW2 & 1.6 TeV was derived for the W2 boson mass in a
manifest left-right symmetric model, which is now updated to be

MW2 & 2.4 TeV, (4.44)

3We will use W ′ for a general heavy charged gauge boson.
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valid for both a manifest and pseudo manifest left-right symmetric model [84]. Because the
effect of the W2 boson depends on the phase differences between the left- and right-handed
CKM matrices, this bound can be evaded when all the right-handed phases can be chosen freely,
i.e., when there is no specific left-right symmetry.

It is also important to note that indirect bounds get stronger as gR is increased, in contrast
to direct searches where the search range is kinematically limited by the energy of the collider.
This property makes it possible to translate an indirect bound on the mass into a bound on
the mixing angle ζ via Eq. (4.28). However, as this bound is only valid for (pseudo) manifest
left-right symmetric models and we are looking for model independent bounds, we will not use
this property.

Bd,s − B̄d,s mixing

The observables in Bd,s − B̄d,s mixing, such as the mass differences and indirect CP violation,
are also sensitive to a virtual W2 boson. The current data on B mixing is at tension with the
SM, which can be resolved with a pseudo manifest left-right symmetric model with aMW2 in the
range 0.5− 2 TeV [84]. A manifest left-right symmetric model can only worsen the tension, and
so a lower bound of MW2 & 1.9 TeV can be derived. In a model without any relation between
the left- and right-handed CKM matrices, one should, most likely, also be able to resolve the
tension, but this analysis has not been done yet.

4.2.2 Bounds on the W -boson coupling to right-handed leptons

To be complete, we will start with a brief discussion of the bounds on the right-handed coupling
of the W boson to leptons, which are derived from either muon or tau decays. The TWIST
collaboration obtains, from the muon decay process, µ+ → e+νeν̄µ, a bound |gµR/gµL | < 0.02 at
90% CL [89], on the ratio of right- to left-handed coupling to muons, which, under the assumption
of light right-handed neutrinos, translates to a bound on the mixing angle in a left-right model
of

∣∣∣∣tan ζ
gR
gL

∣∣∣∣ < 0.02, (4.45)

at 90% CL. The OPAL collaboration finds from the leptonic tau decay processes, τ → eνeντ
and τ → µνµντ , the bound on the mixing angle

| tan ζ| < 0.12, (4.46)

at 95% CL [90], assuming left-right symmetry and light right-handed neutrinos.

4.2.3 Bounds on the W -boson coupling to right-handed quarks

Bounds on the coupling of the W -boson to right-handed quarks do not suffer from the fact
that the right-handed neutrino needs to be light enough for the bound to be valid. There are
nevertheless complications when deriving bounds on these quark couplings as, e.g., different
elements of the unknown right-handed CKM matrix will enter in different processes. As in
a general LR model there is no relation between the left- and right-handed CKM matrices,
one should measure the right-handed coupling of the W boson to all combinations of up- and



4.2 Bounds on left-right models 67

down-type quarks independently. Furthermore, some observables will just depend on the real
part of the right-handed coupling, whereas other (CP violating observables) will measure the
imaginary part and again others will measure just the absolute value of the coupling, such that
many different observables will have to be combined in order to form a complete picture of the
right-handed coupling (including V ij

R ) to the various quarks.
We will give an overview here of the bounds on the right-handed coupling to quarks, with a

specific focus on the light quarks. As we do not want to assume anything for the right-handed
CKM matrix nor for the right-handed gauge strength gR, we will keep the dependence on these
parameters in the bounds and do not try to translate them into a bound on the mixing angle ζ.

νN deep inelastic scattering

A possible way of constraining the right-handed coupling of the W boson to the light quarks
u and d, lies in the process of νN and ν̄N Deep Inelastic Scattering (DIS). Assuming only left
(right) handed neutrinos (anti neutrinos) in the beam, the relative absence of charged current ν̄µ
induced events with respect to νµ induced events at large x and large y allows one to constrain
the right-handed coupling. This can be seen from the leading order neutrino and anti-neutrino
scattering cross sections

dσν

dxdy
=
G2MEν

π

{[
q(x) + (1− y)2q̄(x)

]
+ |η|2

[
q̄(x) + (1− y)2q(x)

]}
,

dσν̄

dxdy
=
G2MEν

π

{[
q̄(x) + (1− y)2q(x)

]
+ |η|2

[
q(x) + (1− y)2q̄(x)

]}
, (4.47)

where, η ≡ gudR /gudL , is defined as the ratio of the right- to left-handed coupling of the W boson
to the u and d quarks. Within the LR model discussed in Chapter 4.1, this ratio can be written
as

|η| =
∣∣∣∣tan ζ

gRV
ud
R

gLV ud
L

∣∣∣∣ . (4.48)

Defining the structure functions [91, 92]

qR(x) ≡
dσν̄

dxdy
− (1− y)2

dσν

dxdy
=

y→1
q̄(x) + |η|2q(x),

qL(x) ≡
dσν

dxdy
− (1− y)2

dσν̄

dxdy
=

y→1
q(x) + |η|2q̄(x), (4.49)

and using the fact that the distribution functions q(x) and q̄(x) are non negative, one sees that
in the large y limit, the ratio of qR/qL forms an upper bound on |η|2. The size of qR/qL depends
on x, and to make it as small as possible, one should look in the high x region, where the
antiquark distribution is smallest. Using instead of the differential, the integrated cross sections
with the cuts x > 0.45 and y > 0.7, the CCFR collaboration finds, using this method, the bound
|η|2 < 0.0015 at 90% CL, resulting in

∣∣∣∣tan ζ
gRV

ud
R

gLV ud
L

∣∣∣∣ < 0.04, (4.50)

at 90% CL, which we translate to
∣∣∣tan ζ gRV ud

R

gLV
ud
L

∣∣∣ < 0.024 at 68% CL.
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The error in the determination of |η|2 is dominated by the statistical error, which is pro-
portional to δσν̄/σν . The event sample size of CCFR, which consists of ∼ 1.8 × 106 νµ events
and 3.6 × 105 ν̄µ events, has not been significantly improved since. The follow-up experiment,
NuTeV, mainly reduced the systematic errors in the muon and hadronic energy measurements,
which are irrelevant for the method discussed above. Also the CHORUS collaboration [93] has
statistics in the same order of magnitude and significant improvements on the bound can there-
fore not be expected from their data. A future neutrino factory could, in principle, improve the
bound, but it is difficult to say how much, e.g., one has to take into account that, using this
method, the upper bound on |η|2 cannot be smaller than q̄(x)/q(x).

Nuclear β-decay

Another process in which the coupling of the W boson to the light quarks shows up, is β-
decay. Assuming that only a vector current participates (also scalar and tensor currents could
be involved, but this is not the case in a left-right model), the dynamics of β-decay can be
described by just four parameters. Those four parameters specify the coupling strength of the
leptonic vector-current to the hadronic vector-current (axial-vector current) CV (CA) and the
coupling strength of the leptonic axial-vector current to the hadronic vector-current (axial-vector
current) C ′

V (C ′
A) (we will use the notation of [94]). The coupling strengths can be expressed as

CV = gV (aLL + aLR + aRR + aRL) ,

C ′
V = gV (aLL + aLR − aRR − aRL) ,

CA = gA (aLL − aLR + aRR − aRL) ,

C ′
A = gA (aLL − aLR − aRR + aRL) , (4.51)

where aLR is the product of the coupling to left-handed leptons and the coupling to right-handed
quarks, etc. The SM prediction would be

aLL =
g2V ud

8M2
W

=
GFV

ud

√
2

,

aLR = aRL = aRR = 0, (4.52)

whereas a left-right model would predict

aLL =
g2LV

ud
L

8M2
W1

cos2 ζ +
g2LV

ud
L

8M2
W2

sin2 ζ,

aLR =
gLgRV

ud
R

8M2
W1

cos ζ sin ζe−iω − gLgRV
ud
R

8M2
W2

cos ζ sin ζe+iω,

aRL =
gLgRV

ud
L

8M2
W1

cos ζ sin ζe+iω − gLgRV
ud
L

8M2
W2

cos ζ sin ζe−iω

aRR =
g2RV

ud
R

8M2
W2

cos2 ζ +
g2RV

ud
R

8M2
W1

sin2 ζ. (4.53)

The couplings involving right-handed neutrinos will vanish, i.e., aRL = aRR = 0, if the mass of
the right-handed neutrino is larger than the energy released in the β-decay (∼ 0.8 MeV). The
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constants gV and gA in Eq. (4.51) are the zero momentum limits of the hadronic form factors,
which are defined by

gV (q
2)p̄γµn = 〈p|ūγµd|n〉,

gA(q
2)p̄γµγ5n = 〈p|ūγµγ5d|n〉. (4.54)

In a global least-squares fit to β-decay precision data, without any extra assumptions, the cou-
pling strengths were found to be

1.180 < CA/CV < 1.372,

0.857 < C ′
V /CV < 1.169,

0.868 < C ′
A/CA < 1.153, (4.55)

at 90% confidence level [94], from which no significant bound on the right-handed coupling can
be derived.

Imposing the constraint C ′
V /CV = C ′

A/CA = 1 (corresponding to aRR = aRL = 0, which is
the case if the right-handed neutrino is heavy) makes the fit much more restrictive and results
in

Re(CA/CV ) = 1.2699(7),

Im(CA/CV ) = 0.001(2). (4.56)

To determine the coupling of the W boson to the quarks, from CA and CV , one still needs
the hadronic form factors as an input. These form factors need to be calculated theoretically,
because the experimental determination is extracted precisely from these values of CA and CV ,
assuming a purely left-handed coupling of the W boson. The only way to get a theoretical
estimate of these form factors is with lattice QCD, which is still rather inaccurate: the best
determination is gA/gV = 1.20(6)(4) [95]. Plugging in the lattice determination of the form
factors, we can deduce, assuming heavy right-handed neutrinos, the coupling of the W -boson to
the right-handed u and d quarks to be

Re

(
tan ζe−iω gRV

ud
R

gLV ud
L

)
= 0.03 ± 0.04,

Im

(
tan ζe−iω gRV

ud
R

gLV ud
L

)
= −0.0004 ± 0.0008. (4.57)

In the determination of the imaginary part of the right-handed coupling, it was assumed that
hadronic form factors are real, i.e., no CP violation in the strong interaction. Under this
assumptions β-decay provides a strong bound on the imaginary part of the right-handed W -
boson coupling. It could, however, be that the QCD θ term (which is CP violating) generates
a complex phase in the hadronic matrix elements that compensates the effect of the imaginary
right-handed W boson coupling although this would be clear case of fine tuning.

Superallowed β-decay/ top-row unitarity

The large inaccuracy in the determination of the real part of the right-handed coupling from
nuclear β-decay is entirely coming from the error in the lattice determination of gA/gV . A way
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to circumvent this problem is by looking at superallowed Fermi decays (in which just the vector
part of the hadronic current participates). The Conserved Vector Current (CVC) hypothesis
states that gV = 1, so no lattice calculations are needed. The decay rate for superallowed Fermi
β-decay is given by [96]

Γβ ∝ |CV |2 + |C ′
V |2,

= |aLL + aLR|2 + |aRL + aRR|2,

= |aLL|2
(
1 + 2Re

(
aLR

aLL

)
+ . . .

)
, (4.58)

where in the last line only the leading order terms in the small quantities aLR, aRL and aRR are
kept. In the first line it is assumed that there is no vector–axial-vector interference on the lepton
side, which is true if the right-handed neutrino mass is very large or very small with respect to
the energy scales in β-decay (∼ MeV), such that left-right chirality flips do not occur on the
lepton side. To get rid of the overall factor, one could take the ratio of the superallowed β-decay
rate with the muon decay rate, which is given by

Γµ ∝ |cLL|2 + |cLR|2 + |cRL|2 + |cRR|2,
= |cLL|2(1 + . . .), (4.59)

where the c’s describe the leptonic couplings and are defined like the a’s in Eq. (4.53), but
without the CKM matrix elements. This ratio is used in experiments to determine the CKM
matrix element V ud, and so we will define the experimentally obtained CKM matrix element,
|V ud

vec|2 as the ratio of superallowed β-decay with respect to muon decay, i.e.,

|V ud
vec|2 ≡

Γβ

Γµ
= |V ud

L |2
[
1 + 2Re

(
tan ζe−iω gRV

ud
R

gLV ud
L

)
+ . . .

]
. (4.60)

The same thing can be done for the matrix elements V us and V ub if they are determined from
pure vector transitions (this is the case for Kℓ3 and Bℓ3 decays). Summing those matrix elements
squared one gets

∑

i

|V ui
vec|2 =

∑

i

|V ui
L |2 +

∑

i

2Re
(
tan ζe−iωV ui

R V ui∗
L gR/gL

)
, (4.61)

in which the left-hand side is what is tested in the so called CKM top-row unitarity test and the
first term on the right-hand side should be equal to one assuming three generation unitarity. The
experimental top-row unitarity test is satisfied to a very high level of accuracy, which leaves very
little room for the second term on the right-hand side and can, therefore, be used to constrain
a right-handed coupling. In the unitarity test in [96], the values used for V us and V ub were
obtained from mixed vector and axial-vector transitions. Here we will stick to strictly vector
transitions, i.e.,

|V ud
vec| = 0.9743 ± 0.0002, (4.62)

from superallowed Fermi β-decay [96],

|V us
vec| = 0.225 ± 0.001, (4.63)
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from Kℓ3 (K → πℓν) decays [97] and

|V ub
vec| = (3.4± 0.4) · 10−3, (4.64)

from Bℓ3 (B → πℓν) decays [98], which results in

|V ud
vec|2 + |V us

vec|2 + |V ub
vec|2 = 0.9999 ± 0.0008, (4.65)

which implies, assuming three generation unitarity, that

Re

[
tan ζe−iω gR

gL

∑

i

V ui
R V ui∗

L

]
= (−0.5± 4) · 10−4. (4.66)

In a manifest left-right symmetric model this would imply that

| tan ζ cosω| < 4 · 10−4, (4.67)

which is a strong limit on the mixing angle, but, in a model without any relation between the
left- and right-handed CKMmatrix, it might also just mean that the top-row of the right-handed
matrix is almost perpendicular to the top-row of the left-handed matrix.

Meson decay

In the previous paragraph, the determination of the Standard Model CKM matrix elements V ud,
V us and V ub from pure vector decays was used, together with a unitarity constraint. Another
way to obtain a bound on the right-handed coupling, which was put forward in [99], is to compare
the determination of V ud from pure vector transitions, to the determination of V ud based on
pure axial-vector transitions, coming from, e.g., leptonic pion decay.

Following [99], we will define the experimental extractions of the CKM matrix element based
on a vector transition as V ud

vec and the one based on an axial-vector transition as V ud
ax . In the

SM, both definitions are equal and, of course, correspond to the CKM matrix element V ud,
but beyond the SM they may be unequal and their difference is a measure for the right-handed
coupling. This follows from the fact that V ud

vec and V ud
ax are measured by taking the ratio of

respectively a vector and axial-vector decay rate to the muon decay rate, i.e.,

|V ud
vec|2 =

|CV |2 + |C ′
V |2

|cLL|2 + |cLR|2 + |cRL|2 + |cRR|2
=

|aLL + aLR|2 + |aRL + aRR|2
|cLL|2 + |cLR|2 + |cRL|2 + |cRR|2

,

|V ud
ax |2 = |CA|2 + |C ′

A|2
|cLL|2 + |cLR|2 + |cRL|2 + |cRR|2

=
|aLL − aLR|2 + |aRL − aRR|2

|cLL|2 + |cLR|2 + |cRL|2 + |cRR|2
, (4.68)

which reduces in a left-right model to

|V ud
vec| =

∣∣∣V ud
L + tan ζe−iωgRV

ud
R /gL + · · ·

∣∣∣ ,

|V ud
ax | =

∣∣∣V ud
L − tan ζe−iωgRV

ud
R /gL + · · ·

∣∣∣ , (4.69)

where the dots are higher order corrections in the small parameters ζ and M2
W1
/M2

W2
. Clearly,

the difference of these two determinations gives the size of the right-handed currents in the weak
decay,

|V ud
vec| − |V ud

ax |
|V ud

vec|+ |V ud
ax | = Re

[
tan ζe−iω gRV

ud
R

gLV ud
L

]
. (4.70)
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In principle V ud
ax can be determined from pure axial-vector transitions in β-decay, i.e.,

Gamow-Teller transitions, but then the imprecisely known hadronic form factor gA comes in.
We will, therefore, extract V ud

ax from leptonic pion decay π± → µ±ν[γ], for which the rate is
given in [100]. Taking the branching ratio from the 2010 Particle Data Group (PDG) listing
[66],

Γ(π+ → µ+νµ[γ]) = (2.5281 ± 0.0005) · 10−14 MeV (4.71)

and the lattice determination of the pion decay constant,

fπ = 132± 2 MeV, (4.72)

from [101], we come to the determination of

|V ud
ax | = 0.962 ± 0.015, (4.73)

in which the error is dominated by the uncertainty in fπ. Note that we cannot use the more
precise experimental determination of fπ from [102] as that is based precisely on this leptonic
pion decay and uses V ud as an input. A determination based on π0 → 2γ decay, which does not
depend on V ud, would not improve the error margin of fπ as the π0 lifetime is only known at
2% accuracy [102]. Using the determination of

|V ud
vec| = 0.9743 ± 0.0002, (4.74)

from superallowed Fermi β-decay [96], we come to the determination of the right-handed coupling
of the W -boson to the light quarks of 4

Re

[
tan ζe−iω gRV

ud
R

gLV ud
L

]
= 0.006 ± 0.008. (4.75)

In the same way, we can use the difference between the determination of V us
vec, coming from

semi-leptonic kaon decay K → πℓν, and V us
ax , coming from leptonic kaon decay K → µν. Taking

the value

|V us
vec| = 0.2254 ± 0.0013, (4.76)

determined on the basis of K → πℓν decay by [103] and the value

|V us
ax | = 0.223 ± 0.003, (4.77)

determined from the branching ratio given in [103],

Γ(K± → µ±ν[γ]) = (3.37 ± 0.01) · 10−14 MeV, (4.78)

the theoretical decay rate given in [104] and the lattice determination in [101],

fK = 157 ± 2MeV, (4.79)

4In the original work [99] the determination of |V ud
ax | was mistakenly based on pion β-decay (π+ → π0e+νe)

which has a much smaller error, but is in fact a vector transition.
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we calculate the right-handed coupling of the W -boson to the u and s quarks to be 5

Re

[
tan ζe−iω gRV

us
R

gLV us
L

]
= 0.005 ± 0.007. (4.80)

The same procedure works by comparing, close to the zero-recoil point limit, the B → D∗ℓν
decay rate (axial) to the B → Dℓν decay rate (vector) [99], resulting in the determination

Re

[
tan ζe−iω gRV

cb
R

gLV cb
L

]
= 0.025 ± 0.025. (4.81)

Comparing leptonic B → τν to semi leptonic B → πℓν decays, it is found in [99] that the
coupling of the W -boson to the right-handed u and b quark is

Re

[
tan ζe−iω gRV

ub
R

gLV ub
L

]
= −0.19± 0.07, (4.82)

which is 2.7σ away from zero.

Neutron Electric Dipole Moment

The imaginary part of the right-handed coupling of theW boson is CP violating and contributes
to the neutron Electric Dipole Moment (EDM). The present bound on the neutron EDM, quoted
by the PDG [66], is

|den| < 2.9 · 10−26 e cm. (4.83)

In [105], it was calculated that the contribution to the neutron EDM, from a non-zero CP -
violating right-handed coupling of the W -boson, in a left-right symmetric model, is given by

|den| ≃
∣∣∣sin ζ Im

[
e−iωV ud

R V ud∗
L

]∣∣∣ 3× 10−19 e cm, (4.84)

which, when combined with the bound on the EDM, translates to

∣∣∣sin ζ Im
[
e−iωV ud

R V ud∗
L

]∣∣∣ < 10−7. (4.85)

Although this bound was originally derived for a left-right symmetric theory, it can easily be
generalized to an arbitrary left-right model by inserting gR/gL. This is then by far the strongest
bound on the imaginary part available. It is, however, possible that this contribution to the
neutron EDM is canceled by the contribution from the QCD θ term. It would be best to rederive
a combined bound on θ and the imaginary part of the right-handed W coupling, but that falls
outside the scope of this thesis. For now, under the assumption that no large cancellations
happen, Eq. (4.85) gives the best bound on the imaginary part.

5In the original work [99], the determination of |V us
ax | was based on the value of |V us

ax |/|V ud
ax | found by [103]

combined with the value of |V ud
ax | which was erroneously taken from pion β-decay.
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4.2.4 Summary

In this section we have given an overview of the most important bounds on the right-handed
coupling of the W -boson to the different quarks. We corrected the best model independent
bound on the real part of the right-handed coupling of the W boson to the ud quarks, which
is given in Eq. (4.75) and to the us quarks, which is given in Eq. (4.80). We derived an upper
bound on the imaginary part of the right-handed coupling of the W boson to the ud quarks
from nuclear β-decay, under the assumption of real hadronic matrix elements. The strongest
bound, however, comes from the upper bound on the neutron EDM and is given in Eq. (4.85).

For easy comparison, we also translate the bounds on the right-handed coupling into bounds
on the mixing angles ζg ≡ gR

gL
ζ and ω under the assumption V ud

R = V ud
L in Figure 4.2.

a b

c
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Figure 4.2: Translation of bounds on the right-handed W boson coupling to the u
and d quarks into bounds (at 68% CL) on the mixing angles ζg ≡ gR/gLζ and ω
under the assumption V ud

R = V ud
L . Bound (a) comes from νN DIS, whereas (b)

from pion decay combined with superallowed β-decay and (c) from nuclear β-decay.
The bound on the imaginary part from neutron EDM measurements is not visible
on this scale.

4.3 Cross section and asymmetries in p↑p↑ → (W1 +W2)X → ℓνX

Now that we have discussed the model and its current bounds, we will look at its consequences
for p↑p↑ → (W1 +W2)X → ℓνX at RHIC. As said in the introduction, the SM predicts only
negligibly small spin asymmetries in this process. We will now calculate the spin asymmetries
in the general left-right model we have introduced in the previous sections.

In the leptonic decay of the W bosons, the neutrino will go unobserved and so we need
the cross section integrated over the neutrino momentum. We choose to express the neutrino
momentum in terms of qT = lT + l̄T and z ≡ l̄−/l−. The z variable will be integrated over and
does not need to be specified, but to get an idea of what it parameterizes one can relate it to
the Collins-Soper angle θ by z = 1+cos θ

1−cos θ . The charged lepton momentum will be specified by its
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forward rapidity Y ≡ 1
2 log l

+/l− and transverse momentum, both measured in the lab frame.
The transverse momentum will be denoted by its length lT and its azimuthal angle φ. The phase
space element can, in these coordinates, be written as

dR =
d3l

(2π)32El

d3l̄

(2π)32El̄

=
lT

4z(2π)6
dz d2qT dlT dY dφ. (4.86)

The observable cross section thus reads

dσ

dlTdY dφ
=

lT
4(2π)6

∫
dz

z

∫
d2qT

dσ

dR . (4.87)

In the previous chapter (Section 3.5) we have shown that the Transverse Momentum Dependent
(TMD) effects in W boson production are at the sub-percent level and so we will here use
the collinear approximation for the qT integrated cross section in Eq. (2.45). In the collinear
approximation, the cross section can be written as

dσ

dlTdY dφ
=

lT
4S2(2π)2

∫
dz

z

1

Nc

∑

q,q′

TrD

[
Φq(x1, P1, S1)V

ν′
jqq′Φ

q̄′(x2, P2, S2)V
µ
iqq′

]
×

Di
µρD

j∗
νσL

ρσ
ij + (1 ↔ 2) , (4.88)

where again V µ
qq′ is the vector-boson–quark interaction vertex (primed implies complex conju-

gated coupling strength), Dµν is the vector boson propagator and L is the lepton tensor, given
by

Lρσ
ij = Tr

[
V ρ
iℓ
/̄lV σ′

jℓ /l
]
. (4.89)

4.3.1 Cross section

We will calculate the general tree-level cross section for the process p↑p↑ → (W±
1 +W±

2 )X →
ℓνX, with the W bosons coupling through the vertices

V µ
idū =

i√
2
γµ [gq

LiPL + gq
RiPR] ,

V µ

iud̄
=

i√
2
γµ [(gq

Li)
∗PL + (gq

Ri)
∗PR] ,

V µ
iℓ =

i√
2
γµ
[
gℓLiPL + gℓRiPR

]
, (4.90)

with PR,L = 1
2(1± γ5) the right (left) chirality projection operator. For the boson propagators,

we use the unitary gauge with a Breit-Wigner width, i.e.,

Di
µρ = −iΠi(Q

2)

[
gµρ −

qµqρ
M2

Wi

]
, (4.91)

with

Πi(Q
2) ≡ 1

Q2 −M2
Wi

+ iΓWiMWi

. (4.92)



76 Chapter 4. BSM effects in p↑p↑ →WX → ℓνX

Using Eq. (4.88), we obtain the following expression for the cross section

dσ

dlTdY dφ
=

l3T
192(2π)2S

∫
dz

(1 + z)2

z2

{
A(z)

(
K++

F F++ +K+−
F F+−

)

+ C(z)
(
K−+

F F−+ +K−−
F F−−

)
+B(z)|S1T||S2T|

[(
K++

H H+++K+−
H H+−

)
cos
(
φℓS1

+φℓS2

)
+
(
K−+

H H−++K−−
H H−−

)
sin
(
φℓS1

+φℓS2

)]
}
,

(4.93)

where we have defined the functions

A(z) ≡ 1 + z2

2(1 + z)2
, B(z) ≡ z

(1 + z)2
, C(z) ≡ z − 1

2(1 + z)
, (4.94)

and the different combinations of distributions by

F±±(x1, x2) ≡ (fd1 (x1)f
ū
1 (x2)± x1 ↔ x2)± u↔ d,

H±±(x1, x2) ≡ (hd1(x1)h
ū
1 (x2)± x1 ↔ x2)± u↔ d,

(4.95)

furthermore, the couplings are contained in

K++
F ≡ Gl

11G
q
11|Π1|2 +Gl

22G
q
22|Π2|2 +

(
Gl

12G
q
21 +Gl

21G
q
12

)
Re[Π1Π

∗
2],

K+−
F ≡ i

(
Gl

12G
q
21 −Gl

21G
q
12

)
Im[Π1Π

∗
2],

K−+
F ≡ i

(
H l

12H
q
21 −H l

21H
q
12

)
Im[Π1Π

∗
2],

K−−
F ≡ H l

11H
q
11|Π1|2 +H l

22H
q
22|Π2|2 +

(
H l

12H
q
21 +H l

21H
q
12

)
Re[Π1Π

∗
2],

K++
H ≡ Gl

11M
q
11|Π1|2 +Gl

22M
q
22|Π2|2 +

(
Gl

12M
q
21 +Gl

21M
q
12

)
Re[Π1Π

∗
2],

K+−
H ≡ i

(
Gl

12M
q
21 −Gl

21M
q
12

)
Im[Π1Π

∗
2],

K−+
H ≡ −

(
Gl

12N
q
21 −Gl

21N
q
12

)
Im[Π1Π

∗
2],

K−−
H ≡ iGl

11N
q
11|Π1|2 + iGl

22N
q
22|Π2|2 + i

(
Gl

12N
q
21 +Gl

21N
q
12

)
Re[Π1Π

∗
2], (4.96)

in which we have defined

Gs
ij ≡ 2

(
gsLig

s∗
Lj + gsRig

s∗
Rj

)
,

Hs
ij ≡ 2

(
gsRig

s∗
Rj − gsLig

s∗
Lj

)
,

M s
ij ≡ 2

(
gsLig

s∗
Rj + gsRig

s∗
Lj

)
,

N s
ij ≡ 2

(
gsLig

s∗
Rj − gsRig

s∗
Lj

)
(4.97)

The cross section is for summed W± production from which specific W+ or W− production can
be obtained by setting the appropriate parton distributions to zero. The angles φℓS1

and φℓS2
are

defined as the azimuthal angle between the charged lepton and the transverse spin direction of
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proton 1 and 2 respectively, with an increasing angle corresponding to the lepton being rotated
in the clockwise direction if one looks in the direction of proton 1. The light cone momentum
fractions and the vector boson momentum squared are in these coordinates given by

x1 =
lT√
s
eY

1 + z

z
, x2 =

lT√
s
e−Y (1 + z), Q2 = l2T

(1 + z)2

z
. (4.98)

The coupling strengths in a general Left-Right model can be read off from the vertices in
Eq. (4.34) and (4.35). The coupling to quarks is given by

gqL1 = gL cos ζV
ud
L gqL2 = gL sin ζV

ud
L ,

gqR1 = gR sin ζe−iωV ud
R gqR2 = −gR cos ζeiωV ud

R , (4.99)

whereas for the coupling to leptons one can use the same couplings, but without the CKM matrix
element removed. In principle, one should include a PMNS matrix element in the coupling to
leptons, but since the neutrino flavor is not observed one would end up with a cross section
proportional to the sum over neutrino flavors

∑
ν |V ℓν

PMNS|2 = 1 and so one can as well leave
out the PMNS matrix element from the start. We will work with two different scenarios for the
right-handed neutrinos: massless and no right-handed neutrinos. The massless νR scenario will
be the default in the next equations, from which the no νR case can be obtained by setting the
right-handed lepton coupling to zero.

4.3.2 Spin asymmetries

Next we consider asymmetries between the process with parallel and antiparallel proton spins.
We will define a spin flip symmetric and antisymmetric cross section by

dσS,A ≡ 1

4

(
dσ↑↑ ± dσ↑↓ ± dσ↓↑ + dσ↓↓

)
. (4.100)

The anti-symmetric cross section dσA is a function of φ, with two independent φ dependencies,
cos 2φ and sin 2φ. We will define two transverse spin asymmetries in the integrated cross sec-
tion, that select out the two different angular dependencies by appropriate integration over the
azimuthal angle,

AC
TT ≡

∫
dlT dY

(∫ π/4
−π/4 −

∫ 3π/4
π/4 +

∫ 5π/4
3π/4 −

∫ 7π/4
5π/4

)
dφdσA

∫
dlT dY

∫ 2π
0 dφdσS

,

AS
TT ≡

∫
dlT dY

(∫ π/2
0 −

∫ π
π/2 +

∫ 3π/2
π −

∫ 2π
3π/2

)
dφdσA

∫
dlT dY

∫ 2π
0 dφdσS

. (4.101)

The two spin asymmetries can, with the use of Eq. (4.93), be written as

AC
TT =

2
∫
dz dlT dY

l3T
z |S1T||S2T|

[
K++

H H++ +K+−
H H+−]

π
∫
dzdlTdYll3T

[
z2+1
2z2

(
K++

F F++ +K+−
F F+−

)
+ z2−1

2z2

(
K−+

F F−+ +K−−
F F−−

)] ,

AS
TT =

2
∫
dz dlT dY

l3T
z |S1T||S2T|

[
K−+

H H−+ +K−−
H H−−]

π
∫
dzdlTdYll3T

[
z2+1
2z2

(
K++

F F++ +K+−
F F+−

)
+ z2−1

2z2

(
K−+

F F−+ +K−−
F F−−

)] ,

(4.102)
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4.4 Transversity distribution

Since the asymmetries discussed here all are proportional to the quark transversity distribution
functions (commonly denoted as h1, δq or ∆T q), we will briefly comment on what is known
about them to date. Recent measurements by the HERMES experiment at DESY of a particular
asymmetry (called the Collins asymmetry) in semi-inclusive DIS, in which electrons scattering
off transversely polarized protons produce a spin direction dependent asymmetric azimuthal
angular distribution of final state pions, indicate that the transversity distribution is nonzero
[27]. Combining that data with measurements on the e+e− → h1h2X processes from the Belle
Collaboration results in the first determination of the transversity functions [59] to be

hq1 = xα(1− x)β
(α+ β)(α+β)

ααββ
N q

T

2
(f q1 (x) + gq1(x)), (4.103)

where α = 1.14 ± 0.68, β = 4.74 ± 5.45, Nu
T = 0.48 ± 0.09 and Nd

T = −0.62 ± 0.3. Concerning
the errors in α and β, the function multiplying (f1 + g1) in Eq. (4.103) can be peaked around
any value. Therefore we will simply estimate hq1(x) = f q1 (x)/2, when we turn to numerical
predictions, which is slightly optimistic, but certainly compatible with (4.103) within errors.

The absence of experimental data on hq̄1 prevents making absolute predictions for the asym-
metries discussed here, but one can discuss upper bounds of the asymmetries. A source of
suppression arises from the fact that this transversity distribution of antiquarks inside a proton
is expected to be much smaller than that of quarks. As a consequence, the asymmetries may
be considerably smaller at a proton-proton collider than at a proton-antiproton collider. For
numerical predictions we will use the, possibly overestimated, antiquark transversity function
hq̄1(x) = f q̄1 (x)/2.

Estimates for RHIC based on the maximally possible magnitudes of the transversity dis-
tributions were found to be on the percent level for the cos(2φ) asymmetry in the Drell-Yan
process [106]. These were obtained by saturating the Soffer bound, hq1(x) ≤ 1

2(f
q
1 (x)+ g

q
1(x)), at

a low energy scale and then evolving hq1(x) to the appropriate scale by NLO evolution. At low Q
and high x this method produces larger asymmetries than our simple choice for the transversity
distributions. Whereas, at higher energies and low x their transversity distribution becomes
smaller than ours. For the production of W -bosons at the RHIC energy the distribution func-
tions at Q ∼MW and x ∼ 0.16 are relevant. Comparing our predictions for the neutral current
asymmetry with theirs at those values of Q and x, we find that our choices of the transversity
distribution are compatible. In any case, the measurements of hq1 and hq̄1 will be essential if one
wants to quantify the effects from new physics.
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4.5 Numerical estimates for RHIC

At RHIC energy,
√
s = 500 GeV, the contributions from the W2 boson will be negligible and we

can thus approximate the K expressions in Eq. (4.96) as

K++
F = Gl

11G
q
11|Π1|2,

K−−
F = H l

11H
q
11|Π1|2,

K+−
F = K−+

F = 0,

K++
H = 4Re[gqR1g

q∗
L1 ]G

l
11|Π1|2,

K−−
H = 4Im[gqR1g

q∗
L1 ]G

l
11|Π1|2,

K+−
H = K−+

H = 0. (4.104)

Within this approximation, the spin asymmetries read

AC
TT = Re[gqR1g

q∗
L1 ]

8|S1T||S2T|
∫
dz dlT dY

l3T
z |Π1(Q

2)|2Gl
11H

++

π
∫
dzdlTdYll3T |Π1(Q2)|2

[
z2+1
2z2

Gl
11G

q
11F

++ + z2−1
2z2

H l
11H

q
11 F

−−
] ,

AS
TT = Im[gqR1g

q∗
L1 ]

8|S1T||S2T|
∫
dz dlT dY

l3T
z |Π1(Q

2)|2Gl
11H

++

π
∫
dzdlTdYll3T |Π1(Q2)|2

[
z2+1
2z2

Gl
11G

q
11F

++ + z2−1
2z2

H l
11H

q
11 F

−−
] .

(4.105)

Expanding in the mixing angle ζ, we can write the spin asymmetries as

AC
TT = |S1T||S2T|Re

[
ζ
gRV

ud
R

gLV ud
L

e−iω

]
A,

AS
TT = |S1T||S2T|Im

[
ζ
gRV

ud
R

gLV ud
L

e−iω

]
B, (4.106)

where A and B are now numerical coefficients independent of the strengths of the couplings. The
expressions in Eq. (4.106) are valid in both the massless and no right-handed neutrino scenario.
From Eq. (4.106) we can conclude that a bound on AC

TT can be translated directly into a bound
on the real part of the mixing, whereas a bound on the AS

TT asymmetry translates to a bound on
the imaginary part of the mixing. Or, in other words, nonzero spin asymmetries imply physics
beyond the Standard Model and, more specifically, a nonzero AS

TT implies an extra source of
CP violation beyond the Standard Model.

To get an idea of how large the spin asymmetries can be, given the constraints on a right-
handed coupling of the W boson discussed in Section 4.2.3, we need to calculate the numerical
values of A and B in Eq. (4.106). For all practical purposes one would like to look at asymmetries
in the integrated cross section, but let us first look at the spin asymmetries in the differential
cross section to get an idea of what the optimal integration range/experimental cuts could be.
In Figure 4.3 and 4.4 we plotted A and B for W+ and W− production as function of lT for
different Y using our Ansatz for the transversity distribution as discussed in the previous Section
and the numerical values for the unpolarized PDF from [42].

From the figures we can see that A grows with Y in W+ production and shrinks with Y
in W− production. It will, therefore, be beneficial for the size of the asymmetry to exclude
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Figure 4.3: The A coefficient in Eq. (4.106) as a function of lT for different Y .

the central region in W+ production and the forward and backward region in W− production,
but it will go at the cost of lowering the number of events. It is impossible to determine the
optimal experimental cuts as it will depend on the statistics available, the detector acceptance
and systematic errors. Besides these experimental inputs, the optimal range will also depend
on the parameterization of the transversity distribution and given its uncertainties, we think it
is meaningless to try to optimize the range completely. Instead, we have calculated the A and
B coefficients for a sample set of cuts and they are given in Table 4.1.

In our paper on spin asymmetries at RHIC [64] we based our estimates on the best model
independent bound on the right-handed coupling at that time, which was from νN DIS. We will
now update our analysis using the determination of the real part of the right-handed coupling
in Eq. (4.75),

Re

[
tan ζe−iω gRV

ud
R

gLV ud
L

]
= 0.006 ± 0.008, (4.107)

to be

W− : AC
TT = (0.2 ± 0.2)%,

W+ : AC
TT = (0.1 ± 0.2)%, (4.108)

which is most likely outside the reach of RHIC. However, it is not unlikely that, provided that
the antiquark transversity turns out not to be too small, a competitive bound on the real part
of the right-handed coupling can be set. Given the best bound on the imaginary part of the
right-handed coupling in Eq. (4.85), the AS

TT asymmetry will definitely be below what could be
measured at RHIC.
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Figure 4.4: The B coefficient in Eq. (4.106) as a function of lT for different Y . Not visible from
the graphs, but important to note is that the B coefficient is odd in Y .

30 < lT < 45 GeV W+ W−

0 < Y < 1 A 0.22 0.27
0.5 < Y < 1 B -0.15 0.11

Table 4.1: The coefficients A and B in Eq. (4.106) that set the size of the spin asymmetries in
the integrated cross section.

4.6 Numerical estimates for a higher energy collider

Although it is unlikely that there will be a polarized proton collider with a higher center of mass
energy than RHIC in the foreseen future, it is still interesting to see how the spin asymmetries
behave in the energy range where the W2 boson becomes important. In Figure 4.5 to 4.7
numerical estimates for the spin asymmetries are given at a center of mass energy of

√
s = 14

TeV assuming MW2 = 2.5 TeV, ΓW2 = 20 GeV and a mixing angle of ζ = 0.01, various values
of gR, ω = 0, π/2 and for both the massless and no right-handed neutrino scenario. One can
see from the plots that in the absence of right-handed neutrinos, the spin asymmetries become
large around lT ∼ MW2/2 even for a small mixing angle. The cross section for observing such
a high lT lepton is however very small, as the leptonic decay of the W2 boson is suppressed by
two factors of the mixing angle ζ when there is no right-handed neutrino. It is also interesting
to note that even in the absence of a complex mixing, i.e., given ω = 0, there is still a large
AS

TT asymmetry around lT ∼ MW2/2 in the no νR case, contrary to what was found around
lT ∼MW1/2, where a nonzero AS

TT implies CP violation beyond the SM.
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Figure 4.5: The spin asymmetry AC
TT at Y = 0 as a function of the lepton transverse momentum

at a center of mass energy
√
s = 14 TeV.
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Figure 4.6: The spin asymmetryAS
TT at Y = 0.5 as a function of the lepton transverse momentum

at a center of mass energy
√
s = 14 TeV assuming there is no right-handed neutrino.
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Figure 4.7: The spin asymmetry AS
TT at Y = 0.5 as a function of the lepton transverse momentum

at a center of mass energy
√
s = 14 TeV assuming a massless right-handed neutrino.
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4.7 Discussion

We end with a discussion on the expected background. Deviations from the left-handed SM
coupling may be generated effectively in higher orders in α or αs, for instance by the exchange
of a Higgs boson or gluon between the annihilating qq̄ pair. Such higher order corrections
are all suppressed by a factor of α(s)mumd/M

2
W producing unmeasurably small asymmetries.

Transverse momentum dependent effects generate residual double transverse spin asymmetries
within the SM, but these were found in the previous Chapter to be well below detection limits
at RHIC.

We expect the largest experimental background to come from misidentified events. This can
be caused by missing a lepton from a neutral current event interpreted as a neutrino from a
charged current event. The cross section for such a missing lepton with |Y | > 1 is in the order
of a picobarn, leading to false ATT asymmetries smaller than 10−3. For A⊥

TT the only neutral
current contribution comes from the interference of photon and Z-boson contributions. It is
proportional to the Z-boson width. Again this contribution can be safely ignored. Another
type of misidentified event can come from heavy quark decays, but this background is largely
removed together with the cuts that remove dijet events [107].

One might wonder how well an analogous asymmetry in neutral gauge boson production
might serve as probe for a modified Z coupling, caused by, e.g., mixing with a hypothetical
Z ′-boson. The analogous AC

TT asymmetry in neutral gauge boson production is already present
in the SM due to the mixed left-right coupling of the Z boson. As the size of the asymmetry
is proportional to the transversity distributions, it is impossible to give an accurate prediction.
An additional Z ′ boson would alter the asymmetry, but it would be a correction (per cent
level) that is smaller than the inaccuracy of the SM prediction due to the unknown transversity
distributions. Without a determination of the transversity distributions at the percent level,
an AC

TT asymmetry in the neutral current would be useless in the search for an anomalous Z
coupling.

The situation is different for an analogous AS
TT asymmetry in the neutral current. It is,

strictly speaking, present in the SM as well due to the interference of the photon and the Z-boson
contributions, but at Q2 ∼ M2

Z this interference effect can be ignored. The AS
TT asymmetry in

Z boson production is thus, in principle, suited as a probe for new CP -violation. However, it
is questionable whether the accuracy at which this asymmetry can be determined at RHIC is
sufficient, concerning the small cross section for Z boson production.

4.8 Summary

We have given an introduction to general left-right models, which do not necessarily have a
symmetry relating left-handed and right-handed particles (as opposed to left-right symmetric
models). In these models it is possible to have a non-zero right-handed coupling of the ordinary
W boson, while all other SM relations are kept intact and the masses of the extra gauge bosons
can be made arbitrarily large. This makes it necessary to set independent bounds on the
right-handed coupling of the W boson and not infer bounds from, e.g., lower bounds on the
mass of a W ′ boson. Apart from that, it is also necessary to bound the coupling to all 9
different combinations of up- and down-type quarks independently as they all enter with their
own right-handed CKM matrix element which, in a general left-right model, is not related to the
left-handed CKM matrix. We listed and, when necessary, corrected bounds on the right-handed
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W boson coupling from the literature. We calculated the double transverse spin asymmetries
that arise in the process p↑p↑ → (W1 +W2)X → ℓνX, in our general left-right model. Two
asymmetries are found, one proportional to cos 2φ and one proportional to sin 2φ, where φ is
the angle between the spin plane and the charged lepton’s transverse momentum. Both of these
asymmetries vanish in the SM and can be used to set a bound on (or measure) a right-handed
W boson coupling to the ud quark combination. We found that at RHIC energy,

√
s = 500 GeV,

the cos 2φ asymmetry is proportional to the real part of the right-handed coupling, whereas the
sin 2φ asymmetry is proportional to the CP -violating imaginary part.

Numerical estimates for the size of the spin asymmetries were made using reasonable as-
sumptions on the transversity distributions for the quarks and antiquarks. Given the current
bounds on the right-handed coupling of the W boson, we estimate the the sin 2φ asymmetry to
be negligibly small and the cos 2φ asymmetry to be around 0.1%. The latter asymmetry can
therefore, when design goals are met (800 pb−1 at 70% polarization), be used to set a somewhat
weaker but independent bound on the real part of the right-handed coupling. The bounds on
the imaginary part of the right-handed W boson coupling are not free of assumptions and we
therefore argue that also the sin 2φ asymmetry is an interesting observable even though it will
definitely not reach the bound set by the neutron EDM, it is independent of assumptions on the
QCD θ term.

At higher energy, the dependence of the two spin asymmetries on the mixing parameters
is more complicated. We give numerical estimates of the spin asymmetries at an imagined
polarized collider with

√
s = 14 TeV, for some specific choices of the mixing parameters and in

the limit of massless and no right-handed neutrinos. It is shown that, in the no right-handed
neutrino scenario, substantial asymmetries can arise at high lepton energy even in the case of
small mixing.
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Chapter 5

TMD effects in Higgs production

The ATLAS and CMS collaboration have recently discovered a new boson with a mass around
126 GeV [108, 109] decaying into γγ, ZZ∗ and WW ∗. This newly found particle could be the
Standard Model (SM) Higgs boson, but it might also be something else. Before one can be sure,
all its properties need to be checked against the SM predictions. Therefore, the next task is the
determination of the spin and CP quantum numbers of this new boson.

Due to the Landau-Yang theorem [110, 111] and the observation of the γγ decay mode, a
spin-1 boson is already ruled out. This leaves the possibility of a spin-0 or spin-2 boson, which
can be distinguished from each other by considering the angular distributions in γγ or WW ∗

decays [112] or in the ZZ∗ → 4ℓ decay [113, 114].

Given that the new boson turns out to be a spin-0 boson, it can have two possible CP
quantum numbers1. The two possibilities are CP = 1 (for a scalar boson) or CP = −1 (for a
pseudoscalar boson). The SM Higgs boson is a scalar boson and the identification of the new
particle as a pseudoscalar boson would thus immediately rule out the possibility that the newly
found particle is the SM Higgs boson.

To determine the CP quantum number experimentally, one can look at kinematical distribu-
tions in H → V V ∗ decays [115], the angular distribution of the jets in Higgs + 2 jet production
[116, 117] or the spin distribution in τ pair decays [118, 119]. We will show in this Chapter
that the difference between a scalar and pseudoscalar coupling is also visible in the transverse
momentum distribution of the scalar particle if it is produced through gluon-gluon fusion.

The Higgs transverse momentum distribution has been calculated in the framework of
collinear factorization with qT resummation at Next-to-Leading Logarithmic (NLL) accuracy
at low qT matched to a fixed order calculation at Next-to-Leading Order accuracy (NLO) at
large qT [120, 121, 122, 123] and at Next-to-Next-to-Leading Logarithmic (NNLL) accuracy
matched to a fixed order calculation at NLO [124, 125, 126].

It was noted [127] that in the qT resummation of gluon-gluon fusion so called “gluon spin
correlations” become important, which cause the standard Drell-Yan transverse momentum re-
summation to fail for the gluon-gluon fusion process. This effect first appears in the computation
of the Next-to-Next-to-Leading Order (NNLO) QCD radiative corrections to the Higgs boson
qT cross section and is properly taken into account in [128] and [129].

1Provided that CP is conserved, which is the case in the SM, where CP violation is limited to the charged
current interaction. In the absence of CP symmetry, one cannot assign a CP quantum number and the coupling
to fermions is, in principle, a linear combination of the two interaction terms ΨΨ and Ψγ5Ψ.
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We claim2 that the fact that these “gluon spin correlations” only contribute at NNLO in
Higgs production (and thus have a small impact), is due to the use of the collinear factorization
framework, in which the polarized gluons have to be generated from the unpolarized distribu-
tion by gluon radiation. Within the framework of Transverse Momentum Dependent (TMD)
factorization, the effect of polarized gluons is already present at tree-level and described by a
non-perturbative input function h⊥g

1 . A significant influence of linearly polarized gluons on the
Higgs transverse momentum distribution can therefore not be excluded.

As TMD factorization is the only framework that can properly describe the Higgs transverse
momentum distribution at low values of qT , we will calculate the Higgs boson transverse momen-
tum distribution using this framework. We will do this for both a scalar and pseudoscalar boson
and investigate the differences. Important background processes in the study of the Higgs boson
are γγ and ZZ∗ continuum production (from gluon fusion through a quark box). The effects of
linearly polarized gluons on these processes will also be investigated. We find that effect on the
qT distribution for scalar, pseudoscalar and background processes have distinct features, which
can, at least in principle, be used to differentiate a scalar from a pseudoscalar boson.

5.1 The Higgs transverse momentum distribution

At the LHC, the leading contribution to Higgs production is through gluon fusion, in which
two gluons couple via a top quark loop to a Higgs boson. The reason for the dominance of
this channel is twofold, the coupling of the Higgs to the top quark is large due its large mass
and secondly, the gluon density is large compared to the quark density at high energies, which
favors gg over qq̄ initiated processes. The next to largest contribution to Higgs production is
vector boson fusion [115], which will not be considered here. The leading contribution to Higgs

g

g g

g

H/A
t t

Figure 5.1: The gluon-gluon fusion contribution to Higgs production.

production can thus diagrammatically be written as in Figure 5.1, which, in accordance with
Eq. (2.88), can be expressed in a factorized form as

dσ

dR =
(2π)4

S2

1

8

∫
d2pT d2kT δ

2(pT + kT − qT )

Φµν[−,−]
g (x1,pT , P1, S1)Φ

λκ[−,−]
g (x2,kT , P2, S2)HµλH

∗
νκ, (5.1)

with the momentum fractions x1 = q ·P2

P1 ·P2
and x2 = q ·P1

P1 ·P2
and H the partonic gg → H/A

scattering amplitude. The partonic amplitude will be calculated for Standard Model (SM)

2This Chapter is based on [130] and [131].
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Higgs boson production and for pseudoscalar Higgs production for which the SM is extended
with a pseudoscalar boson coupling to fermions via the vertex in Figure 5.2. The gluon TMD

= −ggtmt
2mW

γ5

t

t

A

Figure 5.2: The tt̄A interaction vertex.

correlator is parameterized in Eq. (2.99) and reads, for an unpolarized proton,

Φµν
g (x,pT ) = − 1

2x

{
gµνT f g1 (x,p

2
T )−

(
pµTp

ν
T

M2
+ gµνT

p
2
T

2M2

)
h⊥ g
1 (x,p2

T )

}
+ higher twist, (5.2)

with p2T = −p
2
T , g

µν
T = gµν − Pµnν/P ·n − nµP ν/P ·n, and M the proton mass. The function

f g1 (x,p
2
T ) represents the unpolarized gluon distribution and h⊥ g

1 (x,p2
T ) represents the distribu-

tion of linearly polarized gluons.

For Higgs production, we need the 1-particle on-shell phase space element, which reads

dR =
d3q

(2π)3 2Eq
=

dY d2qT

2(2π)3
, (5.3)

where Y is the Higgs boson’s forward rapidity, Y ≡ 1
2 log q

+/q−, and qT its transverse momentum
in the laboratory frame. Using the TMD factorization expression in Eq. (5.1) and the phase
space element, we can write the cross section for on-shell Higgs boson production as

dσ

dY d2qT

=
π

8S2

∫
d2pT d2kT δ

2(pT + kT − qT )Φ
µν
g (x1, pT )Φ

ρσ
g (x2, kT )

(
M̂µρ

)(
M̂νσ

)∗ ∣∣∣∣
k=x2P2

p=x1P1

+ O
(
qT
mH

)
, (5.4)

where

x1,2 =
mH√
S
e±Y (5.5)

and the O (qT/mH) corrections are due to the fact that we evaluate the hard scattering matrix
element using the collinear approximation for the momenta.

In principle one can now calculate the gg → H hard scattering matrix element, which has
two Lorentz indices, Mµν , but for future convenience we would like to switch to the helicity
amplitude formalism, in which scattering amplitudes are calculated for particles with definite
helicity. To write the Higgs production cross section in terms of helicity amplitudes, insert the
gluon polarization sum

∑

λ=±
ǫµλ(ǫ

ν
λ)

∗ = −gµν . (5.6)
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into Eq. (5.4) to get

dσ

dY d2qT

=
π

8S2

∫
d2pT d2kT δ

2(pT + kT − qT )

∑

λ1λ2λ3λ4=±
Φλ1λ3
g1 (x1,pT )Φ

λ2λ4
g2 (x2,kT )Mλ1λ2

(
Mλ3λ4

)∗ ∣∣∣∣
k=x2P2

p=x1P1

+O
(
qT
mH

)
, (5.7)

in terms of the helicity correlators

Φλ1λ4
g1 ≡ Φµν

g ǫλ1
µ (p) ǫλ4

ν (p)∗,

Φλ2λ3
g2 ≡ Φµν

g ǫλ2
µ (k) ǫλ3

ν (k)∗ (5.8)

and the helicity amplitude

Mλ1λ2 ≡ Mµνǫλ1
µ (p)∗ ǫλ2

ν (k)∗. (5.9)

The helicity correlators read (see Appendix C)

Φλ1λ2
g1 (x,pT ) =

1

2x





f g1 (x,p
2
T ) ++

f g1 (x,p
2
T ) −−

w(pT ) h⊥g
1 (x,p2

T ) +−
w(pT )

∗ h⊥g
1 (x,p2

T ) −+

(5.10)

Φλ1λ2
g2 =

(
Φλ1λ2
g1

)∗

in which we have defined w(pT ) as

w(pT ) ≡ − p2T
2M2

ei2(φpT
−φqT

−φ). (5.11)

The appearance of the angles φqT
and φ is due to our choice for the polarization vectors, which

is very convenient for calculations of the matrix element that include the decay of the Higgs
boson, but for on-shell Higgs boson production the choice of polarization vectors is arbitrary.
For uniformity we choose to use the same vectors here. The partonic helicity amplitudes read
(see Appendix E for details on the calculation of the partonic amplitudes M and expressions
for Agg→H/A.)

Mλ1λ2
gg→H = Agg→H





−1
++
−−

0
+−
−+

(5.12)

for a scalar boson and

Mλ1λ2
gg→A = Agg→A





−1 ++
1 −−
0

+−
−+

. (5.13)
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for a pseudoscalar boson. Using the fact that the +− amplitudes are zero, we can simplify the
cross section to (from here on we will drop the O (qT/mH) for clarity)

dσ

dY d2qT

=
π

8S2

∫
d2pT d2kT δ

2(pT + kT − qT )
[
Φ++
g1 Φ++

g2 M++(M++)∗

+ Φ−−
g1 Φ−−

g2 M−−(M−−)∗ + Φ+−
g1 Φ+−

g2 M++(M−−)∗ + Φ−+
g1 Φ−+

g2 M−−(M++)∗
]
, (5.14)

which, by using the explicit expressions for the correlator and amplitudes, can be further reduced
to

dσ

dY d2qT

=
πAgg→H/A

16m2
HS

(
C
[
f g1 f

g
1

]
± C
[
wH h

⊥g
1 h⊥g

1

])
, (5.15)

where ± stands for scalar/pseudoscalar. The convolution C is defined as

C[w f f ] ≡
∫

d2pT

∫
d2kT δ

2(pT + kT − qT )w(pT ,kT ) f(xa,p
2
T ) f(xb,k

2
T ) (5.16)

and the weight for the h⊥g
1 h⊥g

1 term, wH , is given by

wH =
2(kT ·pT )

2 − k2
Tp

2
T

4M4
. (5.17)

The linearly polarized gluon term, C
[
wHh

⊥g
1 h⊥g

1

]
, has the model independent property that both

the qT integral and the second moment in qT vanish,

∫
d2qT C

[
wHh

⊥g
1 h⊥g

1

]
= 0,

∫
d2qT q2

T C
[
wHh

⊥g
1 h⊥g

1

]
= 0, (5.18)

irrespective of the functional form of h⊥g
1 (see Appendix D). This implies that the total cross

section is not influenced by the effect of linearly polarized gluons. The qT integral of the C[f g1 f g1 ]
term can be expressed in terms of collinear distribution functions, i.e.,

∫
d2qT C[f g1 f g1 ] = f g1 (x1)f

g
1 (x2). (5.19)

Furthermore, we note that both C[f g1 f
g
1 ] and C

[
wHh

⊥g
1 h⊥g

1

]
do not depend on the direction of

qT and we can thus integrate out this degree of freedom to get

dσ

dY dq2T
= π

dσ

dY d2qT

. (5.20)

Normalizing that cross section to the qT -integrated one, which we can write, using Eq. (5.19),
as

dσ

dY
=
πAgg→H/A

16m2
HS

f g1 (x1)f
g
1 (x2), (5.21)
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we get

1

dσ/dY

dσ

dY dq2T
= [1±R(qT )]

πC[f g1 f
g
1 ]

f g1 (x1)f
g
1 (x2)

, (5.22)

where the R(qT ) function is defined as

R(qT ) ≡
C[wHh

⊥g
1 h⊥g

1 ]

C[f g1 f g1 ]
. (5.23)

The functional form of Eq. (5.22) tells us that the transverse momentum distribution of a scalar
and pseudoscalar boson resembles what one would expect on the basis of unpolarized gluons plus
or minus a correction due to the linear polarization of the gluons, with a size given by R(qT ).
We can already give some generic properties of R(qT ), without any specific assumption on the

distribution of linearly polarized gluons, h⊥g
1 : given the properties in Eq. (5.18) we know that

R(qT ) should have at least two nodes and in the limit qT → 0, the function is positive. Given
these two properties, we know that the effect of linearly polarized gluons will be such that for
a scalar boson, as a function of qT , it enhances, suppresses and enhances again the production,
whereas for pseudoscalar boson this is reversed.

5.1.1 Parameterization of the linearly polarized gluon distribution

As a first step, to study the effects of linearly polarized gluons, we follow a standard approach
for TMDs in the literature and assume a simple Gaussian dependence of the gluon TMDs on
transverse momentum:

f g1 (x,p
2
T ) =

f g1 (x)

π〈p2T 〉
exp

(
− p

2
T

〈p2T 〉

)
, (5.24)

where f g1 (x) is the collinear gluon distribution, f g1 (x) =
∫
d2pT f

g
1 (x,pT ). The width, 〈p2T 〉,

depends on the energy scale, Q, and should be experimentally determined. We will estimate
〈p2T 〉 = 7GeV2, at Q = mH = 125GeV, in rough agreement with the Gaussian fit to fu1 (x,p

2
T )

evolved to Q =MZ of Ref. [22].

No experimental data on h⊥g
1 is available, but a positivity bound has been derived in Ref. [24]:

p
2
T

2M2
|h⊥g

1 (x,p2
T )| ≤ f g1 (x,p

2
T ). (5.25)

Models may also shed light on the size of h⊥g
1 . In the simple perturbative quark target model of

gluon TMDs of Ref. [25] the function h⊥g
1 is found to possess the same characteristic 1/x increase

as the distribution of unpolarized gluons f g1 , which suggests that linearly polarized gluons may
be as relevant at small x as unpolarized ones. Other recent model calculations [132, 133] show

saturation of the positivity bound of the relevant (Weizsäcker-Williams) h⊥g
1 distribution in

heavy nuclei for large transverse momentum. Given these model calculations we expect the
linearly polarized gluon distribution to be substantial. The functional form is however hard to
tell, so, as a first Ansatz, we will use a Gaussian distribution for h⊥g

1 , with a width of r〈p2T 〉 and
a normalization such that it satisfies the upper bound for all pT , i.e.,

h⊥g
1 (x,p2

T ) =
M2f g1 (x)

π〈p2T 〉2
2e(1 − r)

r
exp

(
− p

2
T

r〈p2T 〉

)
. (5.26)
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We will keep r a free parameter as much as possible and, only when numerical values are

necessary, use either r = 1/3 or r = 2/3. In Figure 5.3, f g1 (x, pT ) and
p2T
2M2h

⊥g
1 (x, pT ) are plotted

as a function of pT .
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Figure 5.3: The pT dependence of f g1 (x, pT ) and
p2T
2M2h

⊥g
1 (x, pT ) for the choice of r = 1/12,

r = 1/3 and r = 2/3. All distributions are normalized with respect to f g1 (x, 0).

5.1.2 Numerical predictions

To give more insight into the effect of linear gluon polarization we will now plug in our Ansatz
for the TMDs f g1 and h⊥g

1 . Using the Gaussian Ansatz for f g1 , we can write

C[f g1 f
g
1 ] =

f g1 (x1)f
g
1 (x2)

2π〈p2T 〉
e
− q2T

2〈p2
T
〉 (5.27)

and the transverse momentum distribution in Eq. (5.22) thus as

1

dσ/dY

dσ

dY dq2T
= [1±R(qT )]

1

2〈p2T 〉
e−q2T /2〈p2T 〉. (5.28)

The R(qT ) function can, with our model for the linearly polarized gluon distribution in Eq.
(5.26), be evaluated to

R(qT ) =
r

2
(1− r)2

(
1− q2T

r 〈p2T 〉
+

q4T
8 r2 〈p2T 〉2

)
exp

[
2− 1− r

r

q2T
2 〈p2T 〉

]
, (5.29)

which is plotted in Figure 5.4 together with the maximal achievable R(qT ), which is obtained

for h⊥g
1 saturating the bound for all x and pT , i.e., h

⊥g
1 (x,p2

T ) =
2M2

p2T
f g1 (x,p

2
T ). The resulting

transverse momentum distribution is plotted in Figure 5.5 for r = 2/3 and r = 1/3 and in Figure
5.6 for the maximal gluon polarization.
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Figure 5.4: The function R(qT ) in Eq. (5.29) plotted as function of qT for different choices of

r (left) and the maximal achievable R(qT ), which is obtained for h⊥g
1 (x,p2

T ) = 2M2

p2T
f g1 (x,p

2
T )

(right).
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Figure 5.5: Transverse momentum distribution of the Higgs, using the parameterization of h⊥g
1

in Eq. (5.26) with r = 2/3 (left) and r = 1/3 (right). The naive curve is the prediction for both

scalar and pseudoscalar in the absence of linear gluon polarization, i.e., h⊥g
1 = 0.
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Figure 5.6: Transverse momentum distribution of the Higgs, assuming maximal gluon polar-
ization, i.e., h⊥g

1 (x,p2
T ) =

2M2

p2T
f g1 (x,p

2
T ). The naive curve is the prediction for both scalar and

pseudoscalar in the absence of linear gluon polarization, i.e., h⊥g
1 = 0.
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5.1.3 Discussion

Looking at Figure 5.5 and 5.6 one sees a clear difference between the transverse momentum dis-
tribution of a scalar and pseudoscalar boson. The effect is as expected, showing an enhancement
at low qT , followed by suppression, followed by enhancement again for a scalar and reversed for
a pseudoscalar. However, as long as h⊥g

1 is not measured, the absolute size of the effect will
be unknown, but, as said before, it will always show the same qualitative behavior. Higher
order perturbative corrections will also modify the exact form and width of our tree-level qT
distribution, as well as the size of the modulation. The effects of this remain to be investigated.
Although corrections to this leading order result have still to be taken into account, we think this
is an interesting proof of concept, that the transverse momentum distribution can, in principle,
be used to determine the parity of a scalar boson.

5.2 The diphoton transverse momentum distribution

In practice, one can not directly study the transverse momentum distribution of the Higgs
boson, but only that of the decay products. There will inevitably be processes other than
just the creation and annihilation of a Higgs boson that contribute to the same final state of
particles. For example, in the channel most important to the discovery of the new 126 GeV
boson, the H → γγ channel, a background process that contributes to the same final state is
gg → quark box → γγ. In order to distinguish a scalar from a pseudoscalar using the transverse
momentum distribution, one also needs a prediction for the background transverse momentum
distribution, as it might have a shape similar to that of a scalar or pseudoscalar boson and
be mistaken for it. Besides differentiating scalar from pseudoscalar, the transverse momentum
distribution might also be used to separate signal from background, provided that the signal
and background distributions differ enough. For these reasons, we will calculate the diphoton
transverse momentum distribution and compare the contributions from the different partonic
sub channels.

We will look at diphoton production from pp collisions initiated by gluon-gluon fusion, which
can be represented diagrammatically as in Figure 5.7. In accordance with Eq. (2.88), this can

M M∗

γ

γ γ

γ
g

g g

g

Figure 5.7: General diagram for diphoton production through gluon fusion.
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be expressed in a factorized form in terms of helicity amplitudes and correlators as

dσ

d4qdΩ
=

1

256π2S2

∫
d2pT d2kT δ

2(pT + kT − qT )

∑

λ1λ2λ3λ4κ1κ2=±
Φλ1λ3
g1 (x1,pT )Φ

λ2λ4
g2 (x2,kT )Mλ1λ2κ1κ2

(
Mλ3λ4κ1κ2

)∗
, (5.30)

where we have used the phase space element

dR ≡ d3~q1
(2π)32q01

d3~q2
(2π)32q02

=
d4q

(2π)4
dΩ

32π2
(5.31)

and the gluon/photon polarization sum

∑

λ=±
ǫµλ(ǫ

ν
λ)

∗ = −gµν (5.32)

to write the cross section terms of the helicity amplitude, which is defined as

Mλ1λ2κ1κ2 ≡ Mµνρσ
(
ǫλ1
µ (p)

)∗ (
ǫλ2
ν (k)

)∗
ǫκ1
ρ (q1)ǫ

κ2
σ (q2). (5.33)

Inserting the expression for the helicity correlator in Eq. (5.10) (which is correct up to leading
order in qT/Q), we get

dσ

d4qdΩ
=

1

1024π2Q2S

{
F1 C [f g1 f g1 ] + F2 C

[
Re[wpw

∗
k]h

⊥g
1 h⊥g

1

]
+ F ′

2C
[
Im[wpw

∗
k]h

⊥g
1 h⊥g

1

]

+ F±
3 C

[
Re[wp]h

⊥g
1 f g1 ± Re[wk]f

g
1h

⊥g
1

]
+ F ′±

3 C
[
Im[wp]h

⊥g
1 f g1 ± Im[wk]f

g
1h

⊥g
1

]

+ F4 C
[
Re[wpwk]h

⊥g
1 h⊥g

1

]
+ F ′

4 C
[
Im[wpwk]h

⊥g
1 h⊥g

1

]}
+O(qT/Q), (5.34)

in which the Fi are defined in terms of the partonic helicity amplitudes in Appendix E. The Fi

functions only depend on the partonic Mandelstam variables ŝ, t̂ and û, which can be expressed
in terms of the Collins-Soper angle θ and Q, see Appendix B (there is also a minor pT and kT

dependence, but that is irrelevant as we are working at leading order in qT/Q).
The partonic processes contributing to gg → γγ that we include are ‘direct’ gg → γγ

scattering via a quark box and Higgs (H) and pseudoscalar boson (A) production. The Higgs
production and quark box contributions are calculated within the Standard Model and for the
pseudoscalar boson contribution, the SM is again extend with a pseudoscalar, coupling via the
vertex in Figure 5.2. We can write the partonic amplitude diagrammatically as in Figure 5.8,
in which the H → γγ decay diagrams that occur through W and Goldstone boson loops are
not shown, but are included in the calculation. The pseudoscalar boson A is assumed not to
couple to W or Goldstone bosons at tree level and so the top quark triangle really is the only
contribution we take into account. In Appendix E, more details on the calculation of the partonic
amplitudes can be found.

From the general property of the helicity amplitudes

Mλ1λ2λ3λ4 = M−λ1−λ2−λ3−λ4 , (5.35)
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Figure 5.8: Partonic sub-channels that contribute to gg → γγ scattering. In the gg → H → γγ
channel also W and Goldstone boson loops contribute in the decay, but are not shown.

which is a consequence of parity conservation, it follows that the primed Fi’s in Eq. (5.34) are
zero,

F ′
2 = F

′±
3 = F ′

4 = 0. (5.36)

Using this constraint, the general structure of the cross section in Eq. (5.34), simplifies to

dσ

d4qdΩ
=

1

1024π2Q2S

{
F1 C [f g1 f

g
1 ] + F2 C

[
wH h

⊥g
1 h⊥g

1

]

+F±
3 C

[
w3(pT )h

⊥g
1 f g1 ± w3(kT )f

g
1h

⊥g
1

]
cos(2φ)+F4 C

[
w4 h

⊥g
1 h⊥g

1

]
cos(4φ)

}
+O(qT/Q),

(5.37)

with the weights defined as (see Appendix D)

wH ≡ 2(kT ·pT )
2 − k2

Tp
2
T

4M4
,

w3(pT ) ≡
2(qT .pT )

2 − q2
Tp

2
T

2q2
TM

2
,

w4 ≡
[
k2

Tq
2
T − 2(qT .kT )

2
] [

p2
Tq

2
T − 2(qT .pT )

2
]

4M4q4
T

. (5.38)

The cross section does not explicitly depend on φqT
(it does implicitly depend on the direction

of qT through the Collins-Soper angle φ) and so we will integrate it out by first rewriting the
phase space element using

d4q dΩ =
1

2
Q dQ dY dq2T dφqT

, (5.39)

to get

dσ

dQdY dq2TdΩ
=
Q

2

∫
dφqT

dσ

d4qdΩ
= Qπ

dσ

d4qdΩ
. (5.40)

We define a qT and φ dependent distribution by normalizing the cross section to the qT and φ
integrated one, which reads

dσ

dQdY d cos θ
=
F1f

g
1 (x1)f

g
1 (x2)

512πQS
, (5.41)
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to get (from here on we will drop the O (qT/Q) for clarity)

1
dσ

dQdY d cos θ

dσ

dQdY dq2TdΩ
=

[
1 +

F2

F1
R(qT ) +

F±
3

F1
R±

3 (qT ) cos 2φ+
F4

F1
R4(qT ) cos 4φ

]
×

C[f g1 f g1 ]
2f g1 (x1)f

g
1 (x2)

, (5.42)

with R(qT ) defined as before in Eq. (5.23) and the two additional R functions as

R±
3 (qT ) ≡

C[w3(pT )h
⊥g
1 f g1 ± w3(kT )f

g
1h

⊥g
1 ]

C[f g1 f g1 ]
,

R4(qT ) ≡
C[w4 h

⊥g
1 h⊥g

1 ]

C[f g1 f g1 ]
. (5.43)

We will also define a qT distribution by taking the ratio of the φqT
and φ integrated cross section

to the cross section integrated over qT and φ, to get

1
dσ

dQdY d cos θ

dσ

dQdY d cos θdq2T
=

[
1 +

F2

F1
R(qT )

]
πC[f g1 f g1 ]

f g1 (x1)f
g
1 (x2)

, (5.44)

which has the same form as the on-shell Higgs qT distribution in Eq. (5.22), but with the size
of the linearly polarized gluon effect modified by a factor F2/F1.

5.2.1 Numerical predictions

Using a Gaussian Ansatz for f g1 (x,p
2
T ), the diphoton qT distribution can be written as

1
dσ

dQdY d cos θ

dσ

dQdY d cos θdq2T
=

[
1 +

F2

F1
R(qT )

]
1

2〈p2T 〉
e−q2T /2〈p2T 〉. (5.45)

The ratio F2/F1 is plotted in the left graph of Fig. 5.9. At the Higgs mass we reproduce Eq.
(5.28), i.e. F2/F1 → ±1, for a scalar/pseudoscalar, but away from the pole, the background
quickly dominates. To mimic a finite detector resolution in the determination of Q, we also
plot the ratio F2/F1 in which both numerator and denominator are separately weighted with a
Gaussian distribution. From the graph we see that the continuum background reduces the effect
to approximately 30% or 20% of the maximal size with a 0.5 or 1GeV resolution, respectively.
The signal and background transverse momentum distributions in Eq. (5.45) are plotted in
Figure 5.10.
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Figure 5.9: The ratio F2/F1 in Eq. (5.45) plotted as function of Q at θ = π/2 for a 125GeV
scalar (H) or pseudoscalar (A) boson (left) and the same curves including a detector resolution
of 0.5 and 1GeV (right).
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Figure 5.10: The diphoton transverse momentum distribution due to scalar and pseudoscalar
boson production and gg → quark box → γγ continuum production. For the linearly polarized
gluon distribution, the parameterization in Eq. (5.26) is used with r = 2/3 (left) and r = 1/3
(right).

Using the Gaussian Ansatz for f g1 , the qT and φ distribution can be written as

1
dσ

dQdY d cos θ

dσ

dQdY dq2TdΩ
=

[
1 +

F2

F1
R(qT ) +

F±
3

F1
R±

3 (qT ) cos 2φ+
F4

F1
R4(qT ) cos 4φ

]
×

e−q2T /2〈p2T 〉

4π〈p2T 〉
. (5.46)

The additional R functions, as defined in Eq. (5.43), are evaluated, using the parameterization

of h⊥g
1 in Eq. (5.26), to

R−
3 (qT ) = 0,

R+
3 (qT ) = 4r2

1− r

(1 + r)3
q2T
〈p2T 〉

exp

[
1− 1− r

1 + r

q2T
2〈p2T 〉

]
,

R4(qT ) =
(1− r)2

16r

(2r〈p2T 〉 − q2T )
2

〈p2T 〉2
exp

[
2− 1− r

r

q2T
2〈p2T 〉

]
. (5.47)



100 Chapter 5. TMD effects in Higgs production

The functions R+
3 (qT ) and R4(qT ) are plotted in Figure 5.11 as a function of qT for r = 2/3 and

r = 1/3. The ratios F3/F1 and F4/F1 for background + scalar boson production and background
+ pseudoscalar boson production are plotted in Figure 5.12 and 5.13. For scalar and pseudoscalar
boson only production one has F3 = F4 = 0 resulting in a φ-independent distribution, as it should
be for a spin-0 particle. For just the background process gg → quark box → γγ the F ratios,
which are independent of Q, are plotted as function of θ in Figure 5.14. The resulting qT and φ
distribution for the background process is plotted in Figure 5.15 for θ = π/2.

5 10 15 20
qT @GeVD

0.2

0.4

0.6

0.8

1.0

1.2

R3
+HqTL

r=1�6

r=1�3

r=2�3

5 10 15 20
qT @GeVD

0.1

0.2

0.3

0.4

R4HqTL

r=1�6

r=1�3

r=2�3

Figure 5.11: The functions R+
3 (qT ) (left) and R4(qT ) (right) in Eq. (5.47) plotted as function of

qT for different choices of r.
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The distribution for the process gg → H(A) → γγ is independent of φ.
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5.2.2 Discussion

Looking at Figure 5.9, we see that if the diphoton pair’s invariant mass is close to the Higgs
mass, the characteristic modification of the transverse momentum distribution is the same as
for the Higgs itself. However, as little as 0.1 GeV away from the Higgs mass, the modification
of the transverse momentum distribution is severely altered by the background process. With
a detector resolution of & 0.5 GeV, as expected for ATLAS and CMS, one may thus expect
not to see anything. However, emulating an experimental resolution of 1 GeV in the determi-
nation of Q shows that the effect is reduced to 20% of its original size. That implies that the
difference between the Higgs and background transverse momentum distribution as shown in
Figure 5.10, will reduce to 20% of its size. The difference between the scalar/pseudoscalar boson
and background qT distribution will be smaller, but the characteristic feature that scalar boson
production is enhanced at low qT , suppressed at moderate qT and enhanced again at high qT as
compared to the background (and reversed for a pseudoscalar), will remain. Although it may
not be easy to get enough statistics to claim that the Higgs transverse momentum distribution
is enhanced-suppressed-enhanced as compared to the background (or reversed), this method is
conceptually straightforward.

Looking at the φ distribution of the continuum γγ production in Figure 5.15 we see that
there is a clear modulation due to linearly polarized gluons as already noted in [134], which was
aimed at the RHIC center of mass energy

√
s = 500 GeV. Although the size of the effect is not

too large (∼ 10%), using our model for h⊥g
1 , the relatively large numbers in which γγ pairs from

continuum production are produced might make measuring this modulation very well feasible.
Observing the φ modulation in continuum γγ production could serve as a proof-of-concept that
the effect of linearly polarized gluons exists and to establish the fact that h⊥g

1 is nonzero.

5.3 The pp → ZZ∗X → 4ℓX transverse momentum distribution

The next to most important decay channel in the search for a light Higgs boson is H → ZZ∗ →
4ℓ, in which the Higgs boson decays to one on-shell Z boson and one off-shell Z boson or virtual
photon of which both decay to a lepton pair.

In most of the extensions of the SM that predict a pseudoscalar boson, it does not couple to
vector bosons at tree level because of P and CP conservation. In that case, one could think that
one could easily distinguish scalar from pseudoscalar: the size of the total cross section should
be enough, as it should be much smaller for a pseudoscalar than for a scalar. For example,
the fact both ATLAS [108] and CMS [109] do observe the H → ZZ∗ decay, would imply that
it is a scalar. It is, however, not that easy as there are two ways to enhance the pseudoscalar
coupling to Z (and/or W ) bosons: one could either drop the demand of P and CP symmetry
and introduce a tree-level coupling to the vector bosons or introduce a higher dimensional (non-
renormalizable) operator (as for example done in [135]) that couples the pseudoscalar to the
vector bosons in a P and CP invariant way.

For now, we will calculate the pp → ZZ∗X → 4ℓX transverse momentum distribution
assuming a SM Higgs and our earlier discussed model for a pseudoscalar boson that couples
only to quarks, which will have a strongly suppressed cross section in this channel as compared
to the scalar Higgs boson. We leave it for future work to calculate the ZZ∗ transverse momentum
distribution for a pseudoscalar boson that does have a P and CP violating tree level coupling
to the Z boson or a P and CP even non-renormalizable coupling. Also the WW ∗ transverse
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momentum distribution will be treated in future work.
The gluon-gluon fusion contribution to pp → ZZ∗X → 4ℓX can be represented diagram-

matically as in Figure 5.16 and, in accordance with Eq. (2.88), be expressed in a factorized form

M M∗

γ, Z

γ, Z γ, Z

γ, Zg

g g

g

Figure 5.16: General diagram for pp→ ZZ∗X → 4ℓX production through gluon fusion.

as

dσ

dR =
(2π)4

8S2

∫
d2pT d2kT δ

2(pT + kT − qT )Φ
λ1κ1[−,−]
g (x1,pT , P1, S1)×
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ij
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(
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×
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k (q2)L

kl
2ν2ρ2

(
Πρ2σ2

l (q2)
)∗ (Mgg→jl

κ1κ2σ1σ2

)∗
, (5.48)

with the momentum fractions evaluated at x1,2 =
q ·P2,1

P1 ·P2
and Mµνρσ

gg→ik the gg → ik matrix
element, with i, j = γ, Z, Πγ and ΠZ the γ and Z propagators,

Πµν
γ (q) ≡ gµν

−i
q2
,

Πµν
Z (q) ≡

(
gµν − qµ1 q

ν
1

m2
Z

) −i
q2 −m2

Z + iΓzmZ
(5.49)

and Lijµν
n the lepton tensor for lepton pair n

Lijµν
n = Tr

[
γµ
(
gℓniV + gℓniA γ5
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/̄lnγ

ν
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gℓnjV

∗
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where, in the last step, we have defined

Gij
ℓn

≡
(
gℓniV gℓnjV

∗
+ gℓniA gℓnjA

∗)
. (5.51)

We want to calculate the cross section integrated over the polar and azimuthal angles of the
lepton pair in their rest frame, so let us first rewrite the phase space element

dR =
d3l1

(2π)32El1

d3l̄1
(2π)32El̄1

d3l2
(2π)32El2

d3l̄2
(2π)32El̄2

, (5.52)
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by using

d3ln
(2π)32Eln

d3l̄n
(2π)32El̄n

=
d4qn
(2π)4

dΩn

32π2
, (5.53)

as

dR =
d4q1
(2π)4

dΩ1

32π2
d4q2
(2π)4

dΩ2

32π2
, (5.54)

where dΩn contains the angles θn and φn of lepton pair n. The next step is to rewrite the lepton
tensor in terms of

∆qn ≡ ln − l̄n,

qn ≡ ln + l̄n, (5.55)

i.e.

Lijµν = 2Gij
ℓ

[
qµqν +∆qµ∆qν − q2gµν

]
− 2i

(
gℓiAg

ℓj
V

∗
+ gℓiV g
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A

∗)
ǫµνρσqρ∆qσ, (5.56)

in which the subscript n has now been suppressed. The vectors q and ∆q can be expressed in
the lepton pair rest frame by

∆q = (0, q sin θ cosφ, q sin θ sinφ, q cos θ) ,

q = (q, 0, 0, 0) . (5.57)

Now we can perform the integration over dΩ, i.e.
∫

dΩ∆qµ∆qν =
4π

3

(
qµqν − q2gµν

)
,

∫
dΩ∆qµ = 0, (5.58)

which allows us to write the lepton tensor as

∫
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3
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)
. (5.59)

Using the fact that

qµ

∫
dΩLijµν = qν

∫
dΩLijµν = 0, (5.60)

we can write the cross section, integrated over both lepton pair’s dΩ, as
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where Πi denotes the non-tensorial part of the propagator, i.e.

Πγ(q) ≡
−i
q2
,

ΠZ(q) ≡
−i

q2 −m2
Z + iΓZmZ

. (5.62)

We will write the cross section in terms of helicity amplitudes, because they are easier to calcu-
late. This can be done by using the general polarization sum

∑
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q2
, (5.63)

which reduces to the transverse polarization sum for the gluons by virtue of the Ward identity,
i.e.
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Inserting the polarization sum, the cross section can be written as
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Expressing the phase space element as (see Appendix B)
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2
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the cross section can be written as
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where the helicity correlator is defined as in Eq. (5.10) and the helicity amplitude as in Eq.
(5.33).
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Contracting the helicity correlator (see Appendix C) with the helicity amplitudes, the most
general structure of the cross section is again
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where we now work at leading order in qT/Q as the expressions for the helicity correlator are
only correct up to that order as well as that ŝ, t̂ and û do not depend on pT and kT at that
order and the Fn can thus be pulled out of the convolution. The Fn functions are defined by

Fn ≡
∑

i,j,k,l=γ,Z
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2
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2
1 )
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n (5.69)

in terms of the F̃ ijkl
n functions, which are defined in Appendix E in terms of the partonic

amplitudes. Working at leading order in qT/Q, the momentum fractions can be expressed as
x1,2 =

Q√
S
e±Y .

The partonic amplitude consists again of three partonic sub channels: ‘direct’ scattering via
a quark box and through scalar/pseudoscalar Higgs production and decay. For now we take the
same model as used before, in which the pseudoscalar couples only to fermions, such that the
decay to ZZ∗ will have to go through a top triangle, i.e., we take the partonic diagrams that are
shown in Figure 5.17. More details on the calculation of the partonic amplitudes can be found

A H
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γ, Z

γ, Z

Z

Z

g

g g

g g
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Figure 5.17: Partonic sub-channels that contribute to gg → ZZ∗ scattering. In the scalar
Higgs decay there are, in principle, also loop diagrams that contribute to H → Zγ, but their
contribution is much smaller than the tree-level H → ZZ contribution.

in Appendix E.
From the property of the gg → ZZ∗ helicity amplitudes (see Appendix E)

Mλ1λ2λ3λ4 = ±M−λ1−λ2−λ3−λ4 , (5.70)

with ± depending on whether the number of longitudinal polarizations is even/odd, it follows
that the primed Fi’s are zero,

F ′
2 = F

′±
3 = F ′

4 = 0. (5.71)
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Using this constraint and rewriting the weights in the convolution (see Appendix D), the general
structure of the cross section in Eq. (5.68) simplifies to (from here on we drop again the O(qT/Q)
for clarity)
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We again normalize the cross section to the qT and φ integrated one, which reads
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to get the qT and φ distribution
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with the R functions defined as before. We also define a qT distribution, by taking the ratio of
the φqT

and φ integrated cross section to the cross section integrated over qT and φ, to get
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Both distributions have the same form as the diphoton distribution, but with different F func-
tions, which now also depend on the invariant masses squared of the lepton pairs, M2

1 and
M2

2 .

5.3.1 Numerical predictions

Using the Gaussian Ansatz, the qT and φ distribution again reads
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. (5.76)

with the R functions as given in Eq. 5.29 and 5.47. The ratios F2/F1, F3/F1 and F4/F1 are
plotted in Figure 5.18 for background + scalar Higgs production and background + pseudoscalar
Higgs production. In Figure 5.19 the distribution of Z boson pairs from the different sub-
processes are plotted as function of qT and φ. The F ratios for the process gg → box → ZZ are
plotted in Figure 5.20 together with the distribution of on-shell Z bosons from this process at a
fixed value of Q.
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Figure 5.18: The ratios F2/F1, F3/F1 and F4/F1 in Eq. (5.74) plotted as function of Q at
θ = π/2, M1 = 27 GeV, M2 =MZ and assuming a 125GeV scalar (left) or pseudoscalar (right)
Higgs, with a 5 MeV width.
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Figure 5.19: Left: the distribution of Z boson pairs with M1 = 27 GeV and M2 = MZ , from
scalar/pseudoscalar Higgs production and the background process gg → box → ZZ∗ as a

function of qT at Q = 125 GeV and θ = π/2, assuming r = 1/3 in the parameterization of h⊥g
1 .

Right: the distribution of Z boson pairs withM1 = 27 GeV andM2 =MZ , from the background
process gg → box → ZZ∗ as a function of φ for different values of qT at Q = 125 GeV and
θ = π/2, assuming r = 1/3 in the parameterization of h⊥g

1 .



5.3 The pp→ ZZ∗X → 4ℓX transverse momentum distribution 109

200 250 300 350 400 450 500
Q @GeVD

- 0.4

- 0.2

0.2

0.4

0.6

0.8

gg®box®ZZ, M1=M 2=M Z

F 3� F 1

F 4 � F 1

F 2� F 1

- 3 - 2 - 1 0 1 2 3
Φ

0.002

0.004

0.006

0.008

0.010

0.012

0.014

dΣ

Σ dΦ dqT
2
@GeV- 2

D

qT =6 GeV

qT = 5 GeV

qT =4 GeV

qT =3 GeV

qT = 2 GeV

qT =1 GeV

qT =0.5 GeV
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5.3.2 Discussion

Looking at Figure 5.18, we see that the effect of a pseudoscalar Higgs in the ZZ∗ transverse
momentum distribution is negligible. This is not surprising, as under the assumption of no
tree-level coupling to the Z boson, the signal to background ratio is very poor. Increasing the
A→ ZZ∗ decay rate (by adding either a tree-level P and CP violating coupling or a P and CP
conserving non-renormalizable coupling) would enhance the effect.

The effect of a scalar Higgs is, in this channel, larger than in the γγ channel, which shows
itself in the fact that the width of the peak in F2/F1 is much wider. This means that the
invariant mass of the ZZ∗ pair does not have to be selected with such great accuracy to keep
a substantial difference between the transverse momentum distribution of the Higgs (+ small
amount of background) and the background. The discriminating power between scalar and
pseudoscalar is thus, in principle, larger in this channel. However, seen the effective event
rate of H → ZZ∗ in [108, 109], it will take much more integrated luminosity to determine the
transverse momentum distribution in this decay channel.

5.4 Summary and conclusions

We calculated the effect of linear gluon polarization on the production of scalar and pseudoscalar
bosons through gluon-gluon fusion in pp collisions. Even in the absence of polarization of the
proton, the gluons inside the proton are expected to be polarized. The amount of polarization
cannot perturbatively be calculated, but model calculations show that it is most likely sub-
stantial. Within transverse momentum dependent factorization, the linear gluon polarization is
treated as a non-perturbative input and described by the TMD h⊥g

1 .

Linear gluon polarization does not have an effect on the total cross section. However, the
transverse momentum distribution is altered by linearly polarized gluons and in distinct ways
for scalar and pseudoscalar bosons. We find that the effect is always such that scalar boson
production is enhanced at low qT , suppressed at moderate qT and enhanced again at high qT
with respect to the distribution expected on the basis of unpolarized gluons. This effect is exactly
reversed for a pseudoscalar, so there one should expect a suppression-enhancement-suppression
with respect to the unpolarized qT distribution. This characteristic modulation is independent
of the sign of h⊥g

1 , which opens up the possibility to use the transverse momentum distribution
to determine the CP quantum number of a scalar particle.

We made numerical predictions for the transverse momentum distribution of a scalar and
pseudoscalar boson assuming a simple Gaussian functional form for h⊥g

1 and a normalization

such that the upper bound on h⊥g
1 is satisfied for all pT and x. Depending on the width of

the Gaussian, the effect on the transverse momentum distribution (shown in Figure 5.5) is

large, in the order of 20-50% at low qT . If this Ansatz for h⊥g
1 turns out to be realistic, then

an identification of a spin-0 boson as a scalar or pseudoscalar on the basis of the transverse
momentum distribution is very well feasible.

An important decay channel in the investigation of the newly found boson at the LHC is the
decay to two photons. There are background processes that also contribute to this final state,
e.g., continuum production through gg → quark box → γγ. We calculated the transverse
momentum distribution of this background process and found it to be modified only slightly
due to gluon polarization (shown in Figure 5.10). This implies that, if one compares the boson’s
transverse momentum distribution to the background’s one, either an enhancement-suppression-
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enhancement or a suppression-enhancement-suppression will be observed depending on the boson
being a scalar or pseudoscalar respectively.

In practice, it will be difficult to separate the background qT distribution from the boson’s
qT distribution due to finite detector resolution. Assuming that one tries to isolate the boson’s
contribution from the continuum background on the basis of the invariant massQ with a detector
resolution of 1 GeV, the effect of of linearly polarized gluons is reduced to 20% of the size shown
in Figure 5.10. This will make it more diffuclt, but not impossible to distinguish scalar from
pseudoscalar in this channel.

Another important decay channel is the H → ZZ∗ → 4ℓ, for which there is also a gg →
quark box → ZZ∗ continuum production background process. The size of the effect of linearly
polarized gluons on this background process depends on Q and the invariant masses of the
lepton pairs and is for values relevant in Higgs decay small (see Figure 5.18), which allows one
to do the same analysis as in the γγ case to distinguish scalar from pseudoscalar. The effect in
Higgs boson production + background around Q = mH is larger than in the γγ channel due
to the better signal to background ratio. Within our model of a pseudoscalar boson (that does
not couple to the Z boson at tree level) the effect is negligible in pseudoscalar production +
background due to the poor signal to background ratio. This model is, however, not realistic
for the newly found boson at the LHC and to describe that boson well an enhanced coupling
to the Z boson should be introduced by either a P and CP violating tree-level coupling or a
higher-dimensional non-renormalizable coupling. Calculating the pseudoscalar + background
transverse momentum distriubtion in such a model is left for future work.

Continuum production does not only form a background, but can also be used to determine
the size of the linearly polarized gluon distribution. This can be done by measuring cos 2φ
and cos 4φ modulations in the cross section, where φ is the azimuthal Collins-Soper angle. The
angular modulation is expected to be substantial (±10%) in diphoton continuum production at

low qT using our model for h⊥g
1 (shown in Figure 5.15), which makes that process well suited to

measure the size of the linearly polarized gluon distribution.
A measurement of a φ modulation in either γγ or ZZ∗ continuum production is highly

desirable as it would establish a nonzero linearly polarized gluon distribution h⊥g
1 at that energy

scale. Model calculations indicate that h⊥g
1 is substantial at low energy, but that does not

necessarily mean that this is also true at a higher energy scale, e.g., around mH . The evolution
of h⊥g

1 with the energy scale Q is as yet unknown, but as gluons get linearly polarized by

radiating of another gluon, we think evolution will not kill h⊥g
1 .

Recently, it was put forward that the transverse momentum distribution of scalar and pseu-
doscalar quarkonia will be influenced by the effect of linearly polarized gluons as well [136] and
in the same way as discussed here. This provides another way to measure the linearly polarized
gluon distribution and at a different energy scale, making it possible to explore the evolution of
h⊥g
1 .
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Chapter 6

Summary

Proton-proton collisions pose some serious challenges for theoreticians, because the exact struc-
ture of the proton is unknown and cannot be calculated within perturbation theory. Although
it is possible to write many observables in hadronic collisions in terms of a calculable and a
measurable (non-perturbative) part, this is not necessarily true for every observable and has
to be checked for each case. Besides that, different observables need different factorization
formulas. For example, the total cross section for a given process is well described within
collinear factorization, but a transverse momentum distribution can only properly be described
at all scales using Transverse Momentum Dependent (TMD) factorization. Another complica-
tion arises from the process dependence of some of the non perturbative parts, which makes the
distribution functions measured in one process not necessarily usable in another process. To put
it briefly, proton-proton collisions do not form a totally impassable ground, but caution needs
to be taken when calculating observables.

Transverse momentum dependent factorization expresses observables in terms of calculable
hard parts and (perturbatively) non-calculable matrix elements that do not only depend on the
momentum fraction of the parton, but also on its transverse momentum. The non-calculable
matrix elements are parameterized in terms of distribution functions, of which 8 are needed to
parameterize the structure that contributes at leading order in 1/Q (as compared to three for
the collinear correlator). The extra distribution functions describe spin-momentum correlations.
For example, the Sivers function describes the asymmetry of the parton transverse momentum
distribution with respect to the nucleon’s transverse spin. Another example is the Worm-Gear
(WG) function, which describes a correlation between the parton’s helicity and the angle between
its transverse momentum and the nucleon’s spin.

These two TMD distributions can have a variety of observable effects in transversely polarized
proton-proton collisions. We have focused in this thesis on double transverse spin asymmetries
in vector boson production, i.e., in Drell-Yan (pp→ γ∗X → ℓ+ℓ−X) and inW boson production
with a leptonic decay (pp→ WX → ℓνℓX). Both of these asymmetries can and will be measured
at BNL’s Relativistic Heavy Ion Collider (RHIC).

The double transverse spin asymmetry in Drell-Yan is interesting as it can be used to measure
the quark transversity distribution, which measures the extent to which quarks are transversely
polarized inside a transversely polarized hadron. The asymmetry can be defined in the qT
integrated or differential cross section, of which the latter one needs the TMD factorization
framework to be described properly. The TMD contributions to the asymmetry in the differential
cross section were already calculated in the literature, where it was found that both the Sivers and
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worm-gear distributions contribute to a double transverse spin asymmetry that is independent of
the lepton angle φ measured in the Collins-Soper (CS) frame, whereas the asymmetry due to the
transversity distribution has a characteristic cos 2φ dependence. Using this fact, contributions
from TMD effects can be separated from the transversity contribution and they thus do not
form a background for transversity measurements.

The situation, however, is different if one measures the lepton angle in the laboratory frame.
The lepton direction is, in that frame, slightly correlated with the direction of the pair as a
whole and the TMD effects can, therefore, also produce asymmetries that depend on the lepton
angle. This is important to note, as TMD effects thus, in principle, form a background for
measurements that try to extract the transversity distribution from asymmetries measured in
the lab frame.

We, therefore, estimated the size of the Sivers and WG contribution to these asymmetries
as a function of the lepton angle measured in the laboratory frame and found that the resulting
background for transversity measurements is negligible. The contribution of TMD effects to the
integrated (non qT dependent) spin asymmetry is also negligible, as one would expect, because
collinear factorization should apply for that observable. Transversity measurements at RHIC can
thus safely be performed using angular measurements in the laboratory frame, which simplifies
the analysis.

Measuring the double transverse spin asymmetry ATT in W boson production is also in the
future physics program of RHIC, with the aim of finding physics Beyond the SM (BSM). Within
the SM, this spin asymmetry is zero at leading twist collinear factorization, because the W
boson only couples to chiral left-handed quarks. A non-zero transverse spin asymmetry would
then indicate a mixed left- and right-handed coupling and thus BSM physics.

However, collinear factorization is not necessarily applicable to double transverse spin asym-
metries in W boson production. Using the framework of TMD factorization the worm-gear and
Sivers contribution to ATT (qT ) in W production was calculated in [37, 38], where it was found
that the TMD and BSM effects give rise to asymmetries with different angular dependencies.
TMD effects can thus, in principle, be split from BSM effects, but these calculations use again
angles defined in the Collins-Soper frame. In W boson production, however, it is very unlikely
that one can perform the analysis in the CS frame, as one needs an accurate determination
of the W boson’s transverse momentum for this and in the leptonic decay of a W boson, the
neutrino goes unobserved making this very difficult.

A secondary effect of the difficulty measuring the W boson transverse momentum, is that it
is unlikely that ATT (qT ) will be measured, but instead an asymmetry differential in the charged
lepton transverse momentum ATT (lT ). For ATT (lT ) it is possible to do a collinear expansion and
express it in terms of collinear correlators. Higher order terms in the collinear expansion (TMD
effects) are expected to be M2/M2

W suppressed, where M is the hadronic scale and MW the
W boson mass. Naively, one would thus conclude that TMD effects can be of no influence in
ATT (lT ).

To be completely sure about the TMD backgrounds in BSM studies through double trans-
verse spin asymmetries in W boson production at RHIC, we have calculated the asymmetries,
within the TMD framework, as a function of the charged lepton momentum and azimuthal an-
gle as measured in the laboratory frame, integrated over the neutrino momentum as that is the
observable that actually can be measured. As it turns out, both BSM physics and TMD effects
give rise to the same angular dependency if angles are measured in the lab frame and can thus
not be separated from each other. Besides that, we find that the asymmetries can be much
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larger (max 2%) than expected on the basis of the collinear higher twist suppression argument.

Using realistic assumptions for the Sivers and worm-gear distributions, however, we find
that the asymmetries are below what could be measured at RHIC and thus do not form a real
background for BSM studies. We stress, nonetheless, that even though qT is not observed and
we can thus make a collinear expansion, the higher order corrections are not supppressed by
M2/M2

W and one should thus be very careful with dismissing TMD effects on the basis of not
observing qT .

A nonzero spin asymmetry in W boson production will thus only arise as an effect of BSM
physics, in particular a right-handed coupling of theW boson to quarks. A right-handed coupling
can arise in, e.g., Left-Right (LR) models, in which the SM is extended with a SU(2)R symmetry.
Such models also predict additional WR gauge bosons, which mix under an angle ζ with the WL

boson to form the mass eigenstates W1 and W2. The W1 boson corresponds almost to WL,
but the small admixture of the WR provides a small coupling to the right-handed fermions. In
Chapter 4, it is argued that in a general LR model the extra gauge bosons can be made arbitrarily
heavy while keeping the right-handed W boson coupling constant. Independent bounds on the
masses of the new gauge bosons and the right-handed coupling of the W boson should therefore
be set.

Many bounds on the mixing angle ζ in LR models are set by using the assumption of manifest
or pseudomanifest left-right symmetry, which provides a relation between the left- and right-
handed CKM matrix, but in this way only a very limited subset of models is bounded. We argue
that it is important to give model independent (assumption free) bounds on the right-handed
coupling to all different quarks individually. We have extracted from the literature what we
think are the most stringent bounds currently available. The list is not necessarily complete
as not all model dependent bounds can straightforwardly be translated into model independent
ones.

Using the best model independent bounds on the right-handed W boson coupling, we esti-
mate in Chapter 4 the transverse spin asymmetries that can be expected at RHIC. In principle,
two independent spin asymmetries can be measured, one with a sin 2φ and one with a cos 2φ
angular dependence, where φ is the angle between the spin plane and the charged lepton’s trans-
verse momentum. The sizes of the two asymmetries are proportional to the imaginary and real
part of the right-handed W boson coupling respectively. We estimated the size of these asym-
metries and concluded that, at design integrated luminosity, the bounds most likely cannot be
improved, but a competitive and entirely independent bound on the real part of the coupling
can be set.

Transverse momentum dependent effects can also show up in unpolarized proton-proton
collisions. TMD factorization, for example, allows for a nonzero linear gluon polarization, even
if the proton itself is not polarized. The direction of the linear polarization is in the direction
of the transverse momentum of the gluon, and the extent of polarization is described by the
non-perturbative distribution function h⊥g

1 . The exact size of this distribution is unknown, but
model calculations indicate that it might saturate its upper bound, at least in specific kinematical
regions.

The linear polarization of gluons inside an unpolarized hadron can have observable effects
at the Large Hadron Collider (LHC). For example, in Higgs production, which happens mainly
through gluon-gluon fusion, the transverse momentum distribution is altered. Also the γγ and
ZZ∗ continuum production that occurs via gg → quark box is influenced by gluon polarization.
This is important to note as calculations of the transverse momentum distribution based on
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collinear factorization with qT resummation or event generator based distributions that use
parton shower techniques do not incorporate this effect and the use of these predictions might
lead to misinterpretation of the data.

The effect of linearly polarized gluons is in fact such that it can be used to distinguish a
scalar boson from a pseudoscalar one as the transverse momentum distribution of a scalar boson
is enhanced at low qT , suppressed at moderate qT and enhanced again at large qT as compared
to the background, whereas for a pseudoscalar one has the opposite. The transverse momentum
distribution is thus, in principle, sufficient to determine the parity of the newly found scalar
boson at the LHC.

Higher order corrections and evolution of the relevant TMD distributions will have to be
included to make more realistic predictions of the Higgs transverse momentum distribution.
The size of the effect can be affected by this, but the qualitative behavior will always be such
that a scalar boson has enhancement-suppression-ehancement with respect to the background,
whereas a pseudoscalar has a suppression-enhancement-suppression. This prediction of TMD
factorization allows one to turn the complex structure of a proton, involving parton polarization,
into a tool to investigate or exclude physics beyond the Standard Model.



Appendix A

Polarization vectors

A.1 Covariant form

When calculating helicity amplitudes it is often very convenient to have covariant expressions for
the polarization vectors in terms of the external momenta instead of an explicit representation
in components. In this Appendix, we give a covariant representation of the polarization vectors
for 2 → 2 scattering. We make use of the Mandelstam variables, defined as

ŝ ≡ (p+ k)2,

t̂ ≡ (p− q1)
2,

û ≡ (k − q1)
2. (A.1)

The most general way to write the polarization vectors in a 2 → 2 scattering process is

ǫµλ(p) =
1

2
√
∆
(χµ − iλLµ),

ǫµλ(k) =
1

2
√
∆
(χµ + iλLµ),

ǫµλ(q1) =
1

2
√
∆
(χµ − iλKµ),

ǫµλ(q2) =
1

2
√
∆
(χµ + iλKµ), (A.2)

in which χµ is a pseudovector and Kµ and Lµ vectors. The only pseudovector we can construct
is

χµ ≡ ǫµνρσpνkρq1σ. (A.3)

To get the right normalization and orthogonality relation,
(
ǫµλ1

)∗
ǫλ2µ = −δλ1λ2 , we have to

demand that

K2 = L2 = χ2 = −2∆. (A.4)

A further constraint on L and K comes from the orthogonality of the polarization vectors to
the momenta, which results in

q1 ·K = q2 ·K = p ·L = k ·L = 0. (A.5)

Those two relations can be solved for K and L.
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A.1.1 Massless final state

Assuming all particles to be massless,

p2 = k2 = q21 = q22 = 0, (A.6)

the constraints can be solved to get

∆ =
1

8
ŝt̂û (A.7)

and

Kµ = − û
2
pµ +

t̂

2
kµ +

û− t̂

2
qµ1 ,

Lµ = − û
2
pµ − t̂

2
kµ − ŝ qµ1 . (A.8)

A.1.2 Massive final state (with equal masses)

Assuming the final state particles to be heavy, with equal mass, i.e.,

p2 = k2 = 0,

q21 = q22 = (p+ k − q1)
2 =M2, (A.9)

the constraints can be solved to get

∆ =
1

8
ŝ(t̂û−M4) (A.10)

and

Kµ = A
[
−(û+M2) pµ + (t̂+M2) kµ + (û− t̂) qµ1

]
,

Lµ =
1

2

[
(M2 − û) pµ + (M2 − t̂) kµ − ŝ qµ1

]
, (A.11)

in which

A ≡ 1

2

√
s

s− 4M2
. (A.12)

The last step is to construct the longitudinal polarization vectors from the conditions

ǫµ0 (qi)
∗ǫ0µ(qi) = −1,

ǫµ0 (qi)
∗ǫ±µ(qi) = 0,

ǫµ0 (qi)qiµ = 0, (A.13)

which results in

ǫµ0 (q1) =
i2A

ŝM

[
2M2(kµ + pµ)− ŝ qµ1

]
,

ǫµ0 (q2) =
i2A

ŝM

[
(t̂+ û) (kµ + pµ) + ŝ qµ1

]
. (A.14)
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A.1.3 Massive final state (with unequal masses)

Assuming the final state particles to be heavy with two different masses, i.e.,

p2 = k2 = 0

q21 =M2
1

q22 = (p+ k − q1)
2 =M2

2

(A.15)

the constraints can be solved to get

∆ =
1

8
s
(
t̂û−M2

1M
2
2

)
(A.16)

and

Kµ = A
{ [
M2

1

(
2M2

2 + t− u
)
− t(t+ u)

]
kµ

+
[
M2

1

(
−2M2

2 + t− u
)
+ u(t+ u)

]
pµ + s(u− t) qµ1

}
,

Lµ =
1

2

(
M2

1 − t
)
kµ +

1

2

(
M2

1 − u
)
pµ − s

2
qµ1 , (A.17)

in which

A ≡ 1

2
√

(t+ u)2 − 4M2
1M

2
2

. (A.18)

The last step is to construct the longitudinal polarization vectors from the conditions in Eq.
(A.13), which results in

ǫµ0 (q1) = A

(
4iM1k

µ − 2i
(
2M2

1 − t− u
)

M1
qµ1 + 4iM1p

µ

)
,

ǫµ0 (q2) = A

(
2i(t + u)

M2
kµ +

2i
(
2M2

2 − t− u
)

M2
qµ1 +

2i(t+ u)

M2
pµ

)
. (A.19)

A.2 Useful contractions of polarization vectors

A couple useful contractions of polarization vectors is

ǫλ1(p)∗ · ǫλ2(k)∗ =





−1 ++
−1 −−
0 rest

(A.20)

and (assuming the most general case of unequal masses in the final state)

ǫλ3(q1) · ǫλ4(q2) =





−1 ++
−1 −−
−ŝ+M2

1+M2
2

2M1M2
00

0 rest

(A.21)



120 Appendix A

Contractions involving epsilon tensors can be written as

ǫpkǫ(p)
∗ǫ(k)∗ = − i

2
ŝ





1 ++
−1 −−
0 rest

(A.22)

for the in-state and

ǫq1q2ǫ(q1)ǫ(q2) =
i

2

√
(ŝ−M2

1 −M2
2 )

2 − 4M2
1M

2
2





1 ++
−1 −−
0 rest

(A.23)

for the out-state.
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Frames

It is often useful to have explicit representations of the momentum vectors in components. We
will give explicit representations in three different frames: the hadronic Center Of Mass (COM)
frame, the ‘intermediate frame’, which we will define below and the Collins-Soper frame. The
incoming hadronic momenta are given by P1 and P2, the incoming partonic momenta by p and
k and the outgoing by q1 and q2 of which the sum is denoted by q. The hadronic center of mass
energy is given by S and the partonic one by s. The vectors pT , kT and qT are the transverse
projections of p, k and q in the hadronic center of mass frame.

B.1 Equal mass final state

The incoming partons are taken to be massless, the protons to have mass Mp and we will first
consider the outgoing momenta to have equal mass M , i.e.,

p2 = k2 = 0,

(p+ k)2 = s,

q21 = q22 = (p+ k − q1)
2 =M2,

P 2
1 = P 2

2 =M2
p ,

(P1 + P2)
2 = S.

(B.1)

Hadronic COM frame

In this frame the hadronic center of mass is stationary, i.e., P1 + P2 = (
√
S, 0, 0, 0) and P1 and

P2 have no transverse components, i.e., P 1
1 = P 2

1 = P 1
2 = P 2

2 = 0.
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P1 =

(
1

2

√
S,0,

1

2

√
S − 4M2

p

)
,

P2 =

(
1

2

√
S,0,−1

2

√
S − 4M2

p

)
,

q =
(√

s+ q2T cosh Y,qT ,
√
s+ q2T sinhY

)
,

pT = (0,pT , 0) ,

kT = (0,qT − pT , 0) ,

ǫµλ(p) ≡
1

2
√
∆

(χµ − iλLµ) =

(
0,

−iλ√
2
e−iλ(φ+φqT

),
1√
2
e−iλ(φ+φqT

), 0

)
+O

(
qT , pT√

s

)
(B.2)

Intermediate frame

In the intermediate frame

• the partonic COM only moves in the transverse direction (set to be the x direction) and

• the hadronic COM only moves along the beam direction,

i.e., p3 = −k3 and P1 and P2 have no transverse components. The frame is obtained from the
hadronic COM frame by a boost along the z-direction.

p =

(
s+ 2qT ·pT

2
√
s+ q2T

,pT ,
1

2

√
s2 − 4s(p2T − pT ·qT )− 4(p2T q

2
T − (pT ·qT )2)

s+ q2T

)

k =

(
s+ 2q2T − qT ·pT

2
√
s+ q2T

,qT − pT ,−
1

2

√
s2 − 4s(p2T − pT ·qT )− 4(p2T q

2
T − (pT ·qT )2)

s+ q2T

)

q = p+ k =
(√

s+ q2T ,qT , 0
)

q1 =

(
1

2

√
s+ q2T +

qT
2
√
s

√
s− 4M2 sin θ cosφ,

1

2
√
s

√
(s+ q2T )(s − 4M2) sin θ cosφ

+
1

2
qT ,

1

2

√
s− 4M2 sin θ sinφ,

1

2

√
s− 4M2 cos θ

)

pT = (0,pT , 0)

kT = (0,qT − pT , 0)

P1 =

(
1

2

√
S cosh Y − 1

2

√
S − 4M2

p sinhY,0,
1

2

√
S − 4M2

p coshY − 1

2

√
S sinhY

)

P2 =

(
1

2

√
S cosh Y +

1

2

√
S − 4M2

p sinhY,0,−
1

2

√
S − 4M2

p coshY − 1

2

√
S sinhY

)

ǫµλ(p) ≡
1

2
√
∆

(χµ − iλLµ) =

(
0,

−iλ√
2
e−iλ(φ+φqT

),
1√
2
e−iλ(φ+φqT

), 0

)
+O

(
qT , pT√

s

)
(B.3)
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Collins-Soper frame

The Collins-Soper frame is a partonic COM frame with a particular choice for the orientation
of the spatial axes. One can define the CS frame in two different ways

• The frame that is obtained by boosting the above mentioned “Intermediate frame” in the
direction of qT until q has no transverse component left and is purely time-like.

• The partonic rest frame in which the ẑ and x̂ unit vectors are given by

ẑ =
Z√
−Z2

with Z ≡ P2 · q
P1 ·P2

P1 −
P1 · q
P1 ·P2

P2

x̂ =
X√
−X2

with X ≡ P1

P1 ·Z
− P2

P2 ·Z
−
(
P1 · q
P1 ·Z

− P2 · q
P2 ·Z

)
q

q2
(B.4)

The momenta are in this frame given by

q1 =

(
1

2

√
s,

1

2

√
s− 4M2 sin θ cosφ,

1

2

√
s− 4M2 sin θ sinφ,

1

2

√
s− 4M2 cos θ

)
,

q2 =

(
1

2

√
s,−1

2

√
s− 4M2 sin θ cosφ,−1

2

√
s− 4M2 sin θ sinφ,−1

2

√
s− 4M2 cos θ

)
,

p =

(
1

2

√
s,−1

2
(qT − 2px

T )

√
s

s+ q2T
,py

T ,

1

2

√
s2 + 4s(pT ·qT − p2

T ) + 4[(pT ·qT )2 − p2
T q

2
T ]

s+ q2T

)
,

k =

(
1

2

√
s,

1

2
(qT − 2px

T )

√
s

s+ q2T
,−py

T ,

− 1

2

√
s2 + 4s(pT ·qT − p2

T ) + 4[(pT ·qT )2 − p2
Tq

2
T ]

s+ q2T

)
,

q = p+ k =
(√
s, 0, 0, 0

)
, (B.5)

in which the x-direction of pT is set by the direction of qT in the lab and intermediate frame.
To leading order in pT and qT , the polarization vectors are, in this frame, given by

ǫλ(p) =

(
0,

−iλe−iλφ

√
2

,
e−iλφ

√
2
, 0

)
,

ǫλ=±1(q1) =

(
0,

− sinφ− iλ cos θ cosφ√
2

,
cosφ− iλ cos θ sinφ√

2
,
iλ sin θ√

2

)
,

ǫ0(q1) =

(
−i

√
s− 4M2

2M
,
i
√
s

2M
sin θ cosφ,

i
√
s

2M
sin θ sinφ,

i
√
s

2M
cos θ

)
,

ǫ0(q2) =

(
−i

√
s− 4M2

2M
,− i

√
s

2M
sin θ cosφ,− i

√
s

2M
sin θ sinφ,− i

√
s

2M
cos θ

)
. (B.6)
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Mandelstam variables

The Mandelstam variables are, in these coordinates, given by

t ≡ (p − q1)
2 =

1

2
cos θ

√
s(s− 4M2) +M2 − s

2
+O(pT ,qT ),

u ≡ (k − q1)
2 = −1

2
cos θ

√
s(s− 4M2) +M2 − s

2
+O(pT ,qT ). (B.7)

Momentum fractions

The momentum fractions are, in these coordinates, given by

x1,2 ≡
q ·P2,1

P1 ·P2
= e±Y

√
s+ q2T
S

+O(M2
p/S). (B.8)

B.2 Unequal mass final state

In this section we will take the outgoing particles to be massive, with two different masses M1

and M2, i.e.,

p2 = k2 = 0,

(p+ k)2 = s,

q21 =M2
1 ,

q22 = (p + k − q1)
2 =M2

2 ,

P 2
1 = P 2

2 =M2
p ,

(P1 + P2)
2 = S. (B.9)

Collins-Soper frame

The outgoing momenta are in this frame given by

q1 =

(√
M2

1 + Q̃2, Q̃ sin θ cosφ, Q̃ sin θ sinφ, Q̃ cos θ

)
,

q2 =

(√
M2

2 + Q̃2,−Q̃ sin θ cosφ,−Q̃ sin θ sinφ,−Q̃ cos θ

)
,

q = p+ k = q1 + q2 =
(√
s, 0, 0, 0

)

∆q = q1 − q2 =

(
M2

1 −M2
2√

s
, 2Q̃ sin θ cosφ, 2Q̃ sin θ sinφ, 2Q̃ cos θ

)
(B.10)

where

Q̃ ≡ 1

2
√
s

√
(M2

1 −M2
2 )

2 − 2s(M2
1 +M2

2 ) + s2. (B.11)



B.3 Phase space 125

The polarization vectors read, to leading order in qT and pT ,

ǫλ(p) =

(
0,

−iλe−iλφ

√
2

,
e−iλφ

√
2
, 0

)

ǫλ=±1(q1) =

(
0,

− sinφ− iλ cos θ cosφ√
2

,
cosφ− iλ cos θ sinφ√

2
,
iλ sin θ√

2

)
,

ǫ0(q1) =

(
− i

√
M4

1 − 2M2
1

(
M2

2 + s
)
+
(
M2

2 − s
)2

4sM2
1

,
i sin(θ) cos(φ)

(
M2

1 −M2
2 + s

)

2M1
√
s

,

i sin(θ) sin(φ)
(
M2

1 −M2
2 + s

)

2M1
√
s

,
i cos(θ)

(
M2

1 −M2
2 + s

)

2M1
√
s

)
,

ǫ0(q2) =

(
− i

√
M4

1 − 2M2
1

(
M2

2 + s
)
+
(
M2

2 − s
)2

4sM2
2

,
i sin(θ) cos(φ)

(
M2

1 −M2
2 − s

)

2M2
√
s

,

i sin(θ) sin(φ)
(
M2

1 −M2
2 − s

)

2M2
√
s

,
i cos(θ)

(
M2

1 −M2
2 − s

)

2M2
√
s

)
. (B.12)

Mandelstam variables

The Mandelstam variables are, in these coordinates and to leading order in qT and pT , given by

t ≡ (p− q1)
2 =

M2
1 +M2

2 − s

2
+

1

2
cos θ +

√
s2 − 2s(M2

1 +M2
2 ) + (M2

1 +M2
2 )

2,

u ≡ (k − q1)
2 =

M2
1 +M2

2 − s

2
+

1

2
cos θ −

√
s2 − 2s(M2

1 +M2
2 ) + (M2

1 +M2
2 )

2. (B.13)

B.3 Phase space

We like to rewrite the 2-particle phase space element in terms of the kinematic variables that
we have used to parameterize the outgoing momenta, being Q, Y , qT , M1, M2, θ and φ. To do
so, we first rewrite the element as

d4q1 d
4q2 =

1

16
d4q d4∆q. (B.14)

Then we will express d4q in terms of dY , dQ and dqT , where Y is the forward rapidity, Q the
COM energy and qT the transverse momentum of the pair. This is done by using

q ≡ q1 + q2
LAB
=
(√

Q2 + q2
T coshY,qT ,

√
Q2 + q2

T sinhY
)
, (B.15)

from which it follows that

d4q = Q dQ dY d2qT , (B.16)

where Q ≡ √
s.

The second step is to express d4∆q in terms of dM2
1 , dM

2
1 , dΩ, where M

2
i ≡ q2i and dΩ

contains the Collins-Soper angles θ and φ of the Z∗Z∗ pair. For d4∆q we can use the the
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expression for ∆q in the CS frame, because the transformation from the LAB tot the CS frame
does not depend onM1, M2, θ or φ. (note: for e.g. d

4q one cannot take the CS frame expression,
although d4q is frame independent, it should be calculated in a fixed frame and not one that
depends on (in this case) Q, Y and qT .) The momenta q1 and q2 are parameterized in the
Collins-Soper (CS) frame by

q1
CS
=

(√
M2

1 + Q̃2, Q̃ sin θ cosφ, Q̃ sin θ sinφ, Q̃ cos θ

)
,

q2
CS
=

(√
M2

2 + Q̃2,−Q̃ sin θ cosφ,−Q̃ sin θ sinφ,−Q̃ cos θ

)
, (B.17)

i.e.

∆q ≡ q1 − q2
CS
=

(
M2

1 −M2
2√

s
, 2Q̃ sin θ cosφ, 2Q̃ sin θ sinφ, 2Q̃ cos θ

)
, (B.18)

where

Q̃ ≡ 1

2Q

√
(M2

1 −M2
2 )

2 − 2Q2(M2
1 +M2

2 ) +Q4. (B.19)

From this parameterization it follows that

d4∆q =
4Q̃

Q
dΩdM2

1 dM
2
2 , (B.20)

and therefore

d4q1 d
4q2 =

Q̃

4
dQ dM2

1 dM
2
2 dY dΩd2qT . (B.21)
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Helicity correlator

The helicity correlators are defined as

Φλ1λ4
g1 ≡ Φµν

g ǫλ1
µ (p) ǫλ4

ν (p)∗,

Φλ2λ3
g2 ≡ Φµν

g ǫλ2
µ (k) ǫλ3

ν (k)∗. (C.1)

To calculate the contraction with the polarization vectors, we use an explicit representation of
the polarization vectors in component form in the LAB frame,

ǫµλ(p) =
(
ǫµλ(k)

)∗
=

(
0,

−iλ√
2
e−iλ(φ+φqT

),
1√
2
e−iλ(φ+φqT

), 0

)
+O

(
pT , kT√

s

)
. (C.2)

This form follows from the covariant definition we use to calculate the helicity amplitudes, see
Appendix A and B. We will neglect the O(pT , kT/

√
s) corrections. Contracting the polarization

vectors with the leading twist gluon correlator for an unpolarized hadron,

Φµν
g (x,pT ) = − 1

2x

{
gµνT f g1 (x,p

2
T )−

(
pµTp

ν
T

M2
+ gµνT

p
2
T

2M2

)
h⊥ g
1 (x,p2

T )

}
, (C.3)

we end up with the helicity correlators,

Φλ1λ2
g1 (x,pT ) =

1

2x





f g1 (x,p
2
T )

++
−−

w(pT ) h⊥g
1 (x,p2

T ) +−
w(pT )

∗ h⊥g
1 (x,p2

T ) −+

Φλ1λ2
g2 (x,kT ) =

1

2x





f g1 (x,p
2
T )

++
−−

w(kT )
∗ h⊥g

1 (x,k2
T ) +−

w(kT ) h⊥g
1 (x,k2

T ) −+

(C.4)

in which we have defined w(pT ) as

w(pT ) ≡ − p2T
2M2

ei2(φpT
−φqT

−φ). (C.5)
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Weights & Convolutions

The weights that appear in the contraction of helicity correlator with helicity amplitudes, can
be rewritten as

Re[w(pT )w(kT )
∗] =

p2
Tk

2
T

4M4
cos 2(φpT

− φkT
) =

2(kT ·pT )
2 − k2

Tp
2
T

4M4
,

Im[w(pT )w(kT )
∗] = 0,

Re[w(pT )] = − p2
T

2M2
cos 2(φpT

− φqT
− φ) =

2(qT .pT )
2 − q2

Tp
2
T

2q2
TM

2
cos(2φ)

Im[w(pT )] = − p2
T

2M2
sin 2(φpT

− φqT
− φ) = −2(qT .pT )

2 − q2
Tp

2
T

2q2
TM

2
sin(2φ),

Re[w(pT )w(kT )] =
p2

Tk
2
T

4M4
cos 2(φpT

+ φkT
− 2φqT

− 2φ)

=

[
k2

Tq
2
T − 2(qT .kT )

2
] [
p2

Tq
2
T − 2(qT .pT )

2
]

4M4q4
T

cos(4φ),

Im[w(pT )w(kT )] =
p2

Tk
2
T

4M4
sin 2(φpT

+ φkT
− 2φqT

− 2φ)

= −
[
k2

Tq
2
T − 2(qT .kT )

2
] [

p2
Tq

2
T − 2(qT .pT )

2
]

4M4q4
T

sin(4φ). (D.1)

We will introduce shorthands for the following combinations of momenta

wH ≡ 2(kT ·pT )
2 − k2

Tp
2
T

4M4
,

w3(pT ) ≡
2(qT .pT )

2 − q2
Tp

2
T

2q2
TM

2
,

w4 ≡
[
k2

Tq
2
T − 2(qT .kT )

2
] [

p2
Tq

2
T − 2(qT .pT )

2
]

4M4q4
T

. (D.2)
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Some general properties of convolutions of distributions functions are

∫
d2qT C[f g1 f

g
1 ] =

∫
d2pT f

g
1 (x1,p

2
T )

∫
d2kT f

g
1 (x2,k

2
T ) = f g1 (x1)f

g
1 (x2),

∫
d2qT C

[
wHh

⊥g
1 h⊥g

1

]
=

∫
d2pT

∫
d2kT

p2
Tk

2
T

4M4
cos
(
2φkT

pT

)
h⊥g
1 (x1,p

2
T )h

⊥g
1 (x2,k

2
T )

= 0,
∫

d2qT q2
T C
[
wHh

⊥g
1 h⊥g

1

]
=

∫
d2pT

∫
d2kT

p2
Tk

2
T

4M4
(pT + kT )

2 cos
(
2φkT

pT

)
×

h⊥g
1 (x1,p

2
T )h

⊥g
1 (x2,k

2
T )

= 0. (D.3)

Using the following parameterization of the distribution functions

f g1 (x,p
2
T ) =

f g1 (x)

π〈p2T 〉
exp

(
− p

2
T

〈p2T 〉

)
, (D.4)

and

h⊥g
1 (x,p2

T ) =
M2f g1 (x)

π〈p2T 〉2
2e(1 − r)

r
exp

(
− p

2
T

r〈p2T 〉

)
, (D.5)

the R functions can be evaluated to

R(qT ) ≡
C[wHh

⊥g
1 h⊥g

1 ]

C[f g1 f g1 ]
=
r

2
(1− r)2

(
1− q2T

r 〈p2T 〉
+

q4T
8 r2 〈p2T 〉2

)
exp

[
2− 1− r

r

q2T
2 〈p2T 〉

]
,

R−
3 (qT ) ≡

C[w3(pT )h
⊥g
1 f g1 − w3(kT )f

g
1h

⊥g
1 ]

C[f g1 f g1 ]
= 0,

R+
3 (qT ) ≡

C[w3(pT )h
⊥g
1 f g1 + w3(kT )f

g
1h

⊥g
1 ]

C[f g1 f g1 ]
= 4r2

1− r

(1 + r)3
q2T
〈p2T 〉

exp

[
1− 1− r

1 + r

q2T
2〈p2T 〉

]
,

R4(qT ) ≡
C[w4h

⊥g
1 h⊥g

1 ]

C[f g1 f g1 ]
=

(1− r)2

16r

(2r〈p2T 〉 − q2T )
2

〈p2T 〉2
exp

[
2− 1− r

r

q2T
2〈p2T 〉

]
. (D.6)
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Partonic amplitudes

In all calculations of the helicity amplitudes we use FeynCalc [137] for tracing and tensor reduc-
tion to scalar integrals, which are evaluated using LoopTools [138].

E.1 On-shell Higgs production

The definition of the helicity amplitude is

Mλ1λ2 ≡ Mµνǫλ1
µ (p)∗ ǫλ2

ν (k)∗. (E.1)

E.1.1 The process gg → H

The diagrams contributing to the gg → H process are

k

p

l

p + l

l − k

+

k

p

−l

−p − l

k − l
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The corresponding amplitude is

Mλ1λ2
gg→H =

1

i
(ǫλ1

1µ)
∗(ǫλ2

2ν )
∗(igs)

2

(−igmt

2mW

)
(−1)(i)3×

∫
dDl

(2π)D
1

(l2 −m2
t + iǫ)((l + p)2 −m2

t + iǫ)((l − k)2 −m2
t + iǫ)

×
{
Tr[γµ(/l +mt)γ

ν(/l − /k +mt)(/l + /p+mt)]

+ Tr[γµ(−/p− /l +mt)(/k − /l +mt)γ
ν(−/l +mt)]

}

= Agg→H g
µν (ǫλ1

1µ)
∗(ǫλ2

2ν)
∗

= Agg→H





−1
++
−−

0
+−
−+

(E.2)

with

Agg→H ≡ −25/4
√
GFαsm

2
t

π

[(
2m2

t −
1

2
ŝ

)
C0(0, 0, ŝ,m

2
t ,m

2
t ,m

2
t ) + 1

]
, (E.3)

where C0 is the scalar triangle integral defined in Appendix F.

E.1.2 The process gg → A

For pseudoscalar Higgs production, we have the same diagrams, but with the tt̄A-vertex being

= −ggtmt
2mW

γ5

t

t

A

This results in the amplitude

Mλ1λ2
gg→A =

25/4
√
GFαsgtmt

(2π)3
(ǫλ1

1µ)
∗(ǫλ2

2ν )
∗

∫
dDl

1

(l2 −m2
t + iǫ)((l + p)2 −m2

t + iǫ)((l − k)2 −m2
t + iǫ)

×
{
Tr[γµ(/l +mt)γ

ν(/l − /k +mt)γ
5(/l + /p+mt)]

+ Tr[γµ(−/p− /l +mt)γ
5(/k − /l +mt)γ

ν(−/l +mt)]
}

= −25/4
√
GFαsgtm

2
t

π
C0(0, 0, ŝ,m

2
t ,m

2
t ,m

2
t )(ǫ

λ1
1µ)

∗(ǫλ2
2ν )

∗pρkσǫ
ρσµν

= Agg→A





−1 ++
1 −−
0

+−
−+

(E.4)
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with

Agg→A ≡ −i ŝ
2

25/4
√
GFαsgtm

2
t

π
C0(0, 0, ŝ,m

2
t ,m

2
t ,m

2
t ). (E.5)

E.2 Diphoton production gg → γγ

The F functions for diphoton production are expressed in terms of the partonic helicity ampli-
tudes by

F1 =
∑

λ1,λ2,λ3,λ4

Mλ1λ2λ3λ4

(
Mλ1λ2λ3λ4

)∗

F2 = 2
∑

λ3,λ4

Re
[
M++λ3λ4

(
M−−λ3λ4

)∗]

F ′
2 = 2

∑

λ3,λ4

Im
[
M++λ3λ4

(
M−−λ3λ4

)∗]

F±
3 = 2

∑

λ,λ3,λ4

Re
[
Mλ−λ3λ4

(
Mλ+λ3λ4

)∗
±M+λλ3λ4

(
M−λλ3λ4

)∗]

F ′±
3 = 2

∑

λ,λ3,λ4

Im
[
Mλ−λ3λ4

(
Mλ+λ3λ4

)∗
±M+λλ3λ4

(
M−λλ3λ4

)∗]

F4 = 2
∑

λ3,λ4

Re
[
M+−λ3λ4

(
M−+λ3λ4

)∗]

F ′
4 = 2

∑

λ3,λ4

Im
[
M+−λ3λ4

(
M−+λ3λ4

)∗]

(E.6)

The definition of the helicity amplitudes is

Mλ1λ2λ3λ4 ≡ Mµνρσ
(
ǫλ1
µ (p)

)∗ (
ǫλ2
ν (k)

)∗
ǫλ3
ρ (q1)ǫ

λ4
σ (q2), (E.7)

or graphically

M
k

p q1

µ

ν

ρ

σ

ǫλ1∗µ (p)

ǫλ2∗ν (k) ǫλ4σ (p+ k − q1)

ǫλ3ρ (q1)
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E.2.1 The sub-process gg → H → γγ

We first calculate the amplitude for the Higgs decay process H → γγ. In this decay, there is a
contribution from top-quark and W -boson loops, i.e.,

Mλ3λ4
H→γγ = Mλ3λ4

H→top loop→γγ +Mλ3λ4
H→W loop→γγ . (E.8)

The top quark contribution to the decay can be related to the gg → H production process by

Mλ1λ2
H→top loop→γγ = Q2

t NcMλ1λ2
gg→H

∣∣∣
αs→α

. (E.9)

The W -boson loop contribution we will take from [139], where it is given to be

Mλ3λ4
H→W loop→γγ =

21/4
√
GFα

2π
×

[
m2

H + 6m2
W − 6m2

W (m2
H − 2m2

W )C0(0, 0,m
2
H ,m

2
W ,m

2
W ,m

2
W )
]
ǫλ3
3µǫ

λ4
4νg

µν

=
21/4

√
GFα

2π

[
m2

H + 6m2
W − 6m2

W (m2
H − 2m2

W )C0(0, 0,m
2
H ,m

2
W ,m

2
W ,m

2
W )
]
×





−1
++
−−

0
+−
−+

(E.10)

which holds for an on-shell Higgs boson only, but that should be accurate enough.

The amplitude for the total process can now be obtained from the previous results,

Mλ1λ2λ3λ4
gg→H→γγ =

1

i

(
iMλ1λ2

gg→H

) i

ŝ−m2
H + iΓHmH

(
iMλ3λ4

H→γγ

)

= −
Mλ1λ2

gg→HMλ3λ4
H→γγ

ŝ−m2
H + iΓHmH

= αsαAH





1

+ + ++
++−−
−−++
−−−−

0 rest

(E.11)

with

AH ≡ 2
√
2GFm

2
t

π2

[(
2m2

t −
ŝ

2

)
C0(0, 0, ŝ,m

2
t ,m

2
t ,m

2
t ) + 1

]
1

ŝ−m2
H + iΓHmH

×
[
− 2m2

tQ
2
tNc

{(
2m2

t −
ŝ

2

)
C0(0, 0, ŝ,m

2
t ,m

2
t ,m

2
t ) + 1

}
+

1

2
m2

H + 3m2
W

− 3m2
W (m2

H − 2m2
W )C0(0, 0,m

2
H ,m

2
W ,m

2
W ,m

2
W )

]
. (E.12)
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E.2.2 The sub-process gg → A → γγ

We first calculate the A → γγ decay amplitude. In the decay of the pseudoscalar Higgs, we
assume that only the top quark loop contributes. Again, this top quark contribution can be
related to the gg → A production process by

Mλ3λ4
A→γγ = −Q2

t NcMλ3λ4
gg→A

∣∣∣
αs→α

(E.13)

Note the sign flip, which is caused by the fact that the production amplitude has to be contracted
with complex conjugated polarization vectors, whereas the decay matrix element is contracted
with ‘normal’ polarization vectors.

Production and decay amplitudes can be combined as before to obtain the full gg → A→ γγ
amplitude, i.e.,

Mλ1λ2λ3λ4
gg→A→γγ = −Mλ1λ2

gg→AMλ3λ4
A→γγ

1

ŝ−m2
H + iΓHmH

= αsαAA





1
+ + ++
−−−−

−1
+ +−−
−−++

0 rest

(E.14)

with

AA ≡ −αsα

√
2GFm

4
t g

2
T

π2
Q2

tNc

[
ŝ C0(0, 0, ŝ,m

2
t ,m

2
t ,m

2
t )
]2 1

ŝ−m2
H + iΓHmH

(E.15)

E.2.3 The sub-process gg → box → γγ

The diagrams contributing to the process gg → box → γγ are

k

p

l + p

l − k

l l + p − q1

q1

µ

ν

β

α

+

k

p

l + p

l − k

l l − k + q1

q1
µ

ν

α

β
+

k

p

l + p

l − k

l l + p− q1

q1

µ

ν

β

α

The corresponding amplitude is

Mλ1λ2λ3λ4
gg→box→γγ = −4παs4πα

∑

q=u,d,s,c,b

Q2
q(ǫ

λ1
1µ)

∗(ǫλ2
2ν)

∗(ǫλ3
3β)(ǫ

λ4
4α)

∫
dDl

i(2π)D

2

{
Tr[γµ/lγν(/l − /k)γα(/l + /p− /q1)γ

β(/l + /p)]

l2(l + p)2(l − k)2(l + p− q1)2

+
Tr[γµ/lγν(/l − /k)γβ(/l − /k + /q1)γ

α(/l + /p)]

l2(l + p)2(l − k)2(l − k + q1)2

+
Tr[γµ/lγα(/l + /p+ /k − /q1)γ

ν(/l + /p− /q1)γ
β(/l + /p)]

l2(l + p)2(l + p− q1)2(l + p+ k − q1)2

}
. (E.16)
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Inserting the covariant expression for the polarization vectors as defined in Appendix A, calcu-
lating the trace and canceling factors between numerators and denominators until only scalar
integrals are left, we come to the result

Mλ1λ2λ3λ4
gg→box→γγ = 8αs α

∑

q=u,d,s,c,b

Q2
qM

λ1λ2λ3λ4 (E.17)

with

M++++ = − t
3 + tu2

s2
C0(0, 0, t, 0, 0, 0) −

u3 + ut2

s2
C0(0, 0, u, 0, 0, 0)

+
t3u+ tu3

2s2
D0(0, 0, 0, 0, t, u, 0, 0, 0, 0) +

t− u

s
B0(t, 0, 0) +

u− t

s
B0(u, 0, 0) − 1,

M+++− = 1,

M++−− = 1, (E.18)

where B0, C0 and D0 are scalar integrals as defined in Appendix F. The others helicity ampli-
tudes can be obtained using the relations

Mλ1λ2λ3λ4 =M−λ1−λ2−λ3−λ4 ,

M+++− =M++−+ =M+−++ =M−+++,

M+−−+ =M++++
∣∣
t↔s

,

M+−+− =M++++
∣∣
u↔s

. (E.19)

The first relation can be infered from the structure of the polarization vectors by first realizing
that the tensor structure of the amplitude can be written only in terms of pµ, kµ, qµ1 and gµν ’s.
The only way a χµ can be contracted with this in a non-zero way, is with a gµν and another
χµ. The amplitude will thus always have an even number of λ’s in every term and so if all
λi → −λi the amplitude is unchanged. For this γγ case, one could also directly argue that this
is a consequence of parity conservation.

The second relation comes from the fact that the sum of diagram is unchanged by flipping
them all upside down or flipping left and right. The third and fourth relation are obtained from
flipping two endpoints of the box, combined with the relation

M++−− =M++++. (E.20)

The scalar integrals can be expressed in terms of logs (see Appendix F) to write the ++++
helicity amplitude as

M++++ = −1 +
u− t

s
log |t/u| − t2 + u2

2s2
[log2 |t/u|+ π2θ(t/u)]

+ iπ[θ(t) − θ(u)]

(
t− u

s
+
t2 + u2

s2
log |t/u|

)
. (E.21)

E.3 Z boson pair production gg → ZZ∗

We need to calculate the helicity amplitudes for the process gg → ZZ∗, where it is understood
that Z stands for both the Z boson and the photon. The definition of the helicity amplitudes is

Mλ1λ2λ3λ4
gg→ik ≡ Mµνρσ

gg→ik

(
ǫλ1
µ (p)

)∗ (
ǫλ2
ν (k)

)∗
ǫλ3
ρ (q1)ǫ

λ4
σ (q2), (E.22)
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where i, j = γ, Z. Graphically we have

M
k

p q1

µ

ν

ρ

σ

ǫλ1∗µ (p)

ǫλ2∗ν (k) ǫλ4σ (p+ k − q1)

ǫλ3ρ (q1)

The F̃ functions for ZZ∗ production are expressed in terms of the partonic helicity amplitudes
by

F̃ ijkl
1 =

∑

λ1,λ2,λ3,λ4

Mλ1λ2λ3λ4
gg→ik

(
Mλ1λ2λ3λ4

gg→jl

)∗

F̃ ijkl
2 = 2

∑

λ3,λ4

Re
[
M++λ3λ4

gg→ik

(
M−−λ3λ4

gg→jl

)∗]
,

F̃ ijkl
2′ = 2

∑

λ3,λ4

Im
[
M++λ3λ4

gg→ik

(
M−−λ3λ4

gg→jl

)∗]
,

F̃ ijkl
3± = 2

∑

λ,λ3,λ4

Re
[
Mλ−λ3λ4

gg→ik

(
Mλ+λ3λ4

gg→jl

)∗
±M+λλ3λ4

gg→ik

(
M−λλ3λ4

gg→jl

)∗]
,

F̃ ijkl
3′± = 2

∑

λ,λ3,λ4

Im
[
Mλ−λ3λ4

gg→ik

(
Mλ+λ3λ4

gg→jl

)∗
±M+λλ3λ4

gg→ik

(
M−λλ3λ4

gg→jl

)∗]
,

F̃ ijkl
4 = 2

∑

λ3,λ4

Re
[
M+−λ3λ4

gg→ik

(
M−+λ3λ4

gg→jl

)∗]
,

F̃ ijkl
4′ = 2

∑

λ3,λ4

Im
[
M+−λ3λ4

gg→ik

(
M−+λ3λ4

gg→jl

)∗]
. (E.23)

ŝ ≡ (p+ k)2,

t̂ ≡ (p− q1)
2,

û ≡ (k − q1)
2,

p2 = k2 = 0,

q21 =M2
1 ,

q22 = (p+ k − q1)
2 =M2

2 . (E.24)

E.3.1 The sub-process gg → H → ij

There is a tree-level coupling of the Z-boson to the Higgs, so the dominant contribution in
gg → H → ij is given by gg → H → ZZ and so, as a first approximation, we will take

Mλ1λ2λ3λ4
gg→H→γZ = Mλ1λ2λ3λ4

gg→H→Zγ = Mλ1λ2λ3λ4
gg→H→γγ = 0. (E.25)
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The dominant contribution to gg → H → ZZ process is given by the diagram

p

k

q1

q2

l1

l1 − k

l1 + p

H

t + crossed

The corresponding helicity amplitude can be written as

Mλ1λ2λ3λ4
gg→H→ZZ = CHǫ

λ3(q1) · ǫλ4(q2)ǫ
λ1
µ (p)∗ǫλ2

ν (k)∗

∫
dDl

Tr
[
γµ(/l +mt)γ

ν(/l − /k +mt)(/l + /p+mt)
]

(l2 −m2
t + iδ)((l + p)2 −m2

t + iδ)((l − k)2 −m2
t + iδ)

+ (p ↔ k), (E.26)

where the overall factor CH is given by

CH =
1

i
(−1)(igs)

2 1

2
δabi3

(−igmt

2mW

)
1

(2π)4
i

ŝ−m2
H + iΓHmH

igmZ

cos θW
(E.27)

= −iαsδ
ab2

√
2GFm

2
Zmt

1

(2π)3
1

ŝ−m2
H + iΓHmH

. (E.28)

After performing the trace and tensor reduction the amplitude can be written as

Mλ1λ2λ3λ4
gg→H→ZZ = 4iπ2mtCH

[
(4m2

t − ŝ)C0(0, 0, ŝ,m
2
t ,m

2
t ,m

2
t ) + 2

]





1

+ + ++
++−−
−−++
−−−−

ŝ−M2
1−M2

2
2M1M2

++ 00
−− 00

0 rest

(E.29)

E.3.2 The sub-process gg → A → ij

We assume that the pseudoscalar Higgs couples only to fermions and with a vertex

= −ggtmt
2mW

γ5

t

t

A

The main contribution to the process gg → A→ ij will therefore be given by
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p

k

q1

q2

l1

l1 − k

l1 + p

l2

l2 − q1

l2 + q2

A

t t + crossed

The corresponding helicity amplitude can be written as

Mλ1λ2λ3λ4
gg→A→ij = CA

∫
dDl1

ǫλ1
µ (p)∗ǫλ2

ν (k)∗Tr
[
γµ(/l 1 +mt)γ

ν(/l 1 − /k +mt)γ
5(/l 1 + /p+mt)

]

(l21 −m2
t + iδ)((l1 + p)2 −m2

t + iδ)((l1 − k)2 −m2
t + iδ)

×
∫
dDl2

ǫλ3
µ (q1)ǫ

λ4
ν (q2)Tr

[
γµ(gtiV + gtiAγ

5)(/l 2 +mt)γ
ν(gtjV + gtjAγ

5)(/l 2 + /q2 +mt)γ
5(/l 2 − /q1 +mt)

]

(l22 −m2
t + iδ)((l2 − q1)2 −m2

t + iδ)((l2 + q2)2 −m2
t + iδ)

+

(
p↔ k
λ1 ↔ λ2

)
+

(
q1 ↔ q2
λ3 ↔ λ4

)
, (E.30)

where the overall factor CA is given by

CA =
1

i
(−1)(igs)

2i3
(−ggtmt

2mW

)
1

(2π)4
i

ŝ−m2
H + iΓHmH

(−1)Nci
3

(−ggtmt

2mW

)
1

(2π)4

=
2
√
2GF αsNc g

2
t

(2π)7
m2

t

ŝ−m2
H + iΓHmH

. (E.31)

After performing the traces and tensor reduction, the ampitude can be written as

Mλ1λ2λ3λ4
gg→A→ij = CA

[
−8π2mtǫ

pkǫ(p)∗ǫ(k)∗C0(0, 0, ŝ,m
2
t ,m

2
t ,m

2
t )
] −8π2mtǫ
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+ ŝ2
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)
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V ŝ
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2
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×
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2
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2
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2
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2
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)
+ 2gtiAg

tj
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(
M2

1 −M2
2 + s

)
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(
M2

1 ,m
2
t ,m

2
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)

+ 2gtiAg
tj
A

(
M2
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1 + s

)
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2 ,m
2
t ,m

2
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)
− 4gtiAg

tj
A ŝB0

(
ŝ,m2

t ,m
2
t

) ]}
. (E.32)

The vector and axial-vector coupling strengths are given by

gtZA = − ig

4 cos θW
,

gtZV =
ig

4 cos θW

(
1− 8

3
sin2 θW

)
,

gtγA = 0,

gtγV = ie
2

3
,

g = 25/4MW

√
GF . (E.33)
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E.3.3 The sub-process gg → box → ij

The diagrams contributing to the process gg → fermion box → ZZ are

k

p

l + p

l − k

l l + p − q1

q1

µ

ν

β

α +

k

p

l + p

l − k

l l − k + q1

q1
µ

ν

α

β +

k

p

l + p

l − k

l l + p− q1

q1

µ

ν

β

α

plus the diagrams with a reversed charge flow.

The helicity amplitudes can be written as

Mλ1λ2λ3λ4
gg→Box→ij =

1

i
4παs

∑

q=u,d,s,c,b

ǫλ1
µ (p)∗ ǫλ2

ν (k)∗ ǫλ3
β (q1) ǫ

λ4
α (q2)

∫
dDl

(2π)D
×

{
Tr[γµ/lγν(/l − /k)γα(gqjV + gqjA γ

5)(/l + /p− /q1)γ
β(gqiV + gqiAγ

5)(/l + /p)]

l2(l + p)2(l − k)2(l + p− q1)2

+
Tr[γµ/lγν(/l − /k)γβ(gqjV + gqjA γ

5)(/l − /k + /q1)γ
α(gqiV + gqiAγ

5)(/l + /p)]

l2(l + p)2(l − k)2(l − k + q1)2

+
Tr[γµ/lγα(gqjV + gqjA γ

5)(/l + /p+ /k − /q1)γ
ν(/l + /p− /q1)γ

β(gqiV + gqiAγ
5)(/l + /p)]

l2(l + p)2(l + p− q1)2(l + p+ k − q1)2

}
+ rev

(E.34)

The reversed charge flow diagrams produce the same traces, but with gA → −gA. This implies
that there will be no terms proportional to gAgV , but only g

2
V and g2A. The latter two will be

equal, which you can see by moving the second γ5 to the left. The matrix element can therefore
be written as

Mλ1λ2λ3λ4
gg→Box→ij = −αs

π

∑

q=u,d,s,c,b

(
gqiV g

qj
V + gqiA g

qj
A

)
Mλ1λ2λ3λ4 , (E.35)

where M is defined as

Mλ1λ2λ3λ4 ≡ ǫλ1
µ (p)∗ ǫλ2

ν (k)∗ ǫλ3
β (q1) ǫ

λ4
α (q2)

(2π)4−D

−i4π2
∫
dDl

{
Tr[γµ/lγν(/l − /k)γα(/l + /p− /q1)γ

β(/l + /p)]

l2(l + p)2(l − k)2(l + p− q1)2
+

Tr[γµ/lγν(/l − /k)γβ(/l − /k + /q1)γ
α(/l + /p)]

l2(l + p)2(l − k)2(l − k + q1)2

+
Tr[γµ/lγα(/l + /p+ /k − /q1)γ

ν(/l + /p− /q1)γ
β(/l + /p)]

l2(l + p)2(l + p− q1)2(l + p+ k − q1)2

}
. (E.36)
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The coupling strengths are given by

gdZA = −guZA =
ig

4 cos θW
,

guZV =
ig

4 cos θW

(
1− 8

3
sin2 θW

)
,

gdZV =
ig

4 cos θW

(
1 +

4

3
sin2 θW

)
,

gqγA = 0,

gqγV = ieQq,

g = 25/4MW

√
GF . (E.37)

From the structure of the polarization vectors we can infer that

Mλ1λ2λ3λ4 = ±M−λ1−λ2−λ3−λ4 , (E.38)

where ± is for even/odd number of longitudinal polarizations. This can be seen by first realizing
that the tensor structure of the amplitude can be written only in terms of pµ, kµ, qµ1 and gµν ’s.
The only way a χµ can contracted with this in a non-zero way is with a gµν and another χµ.
Therefore, an amplitude with just ± polarizations, will always have an even number of λ’s in
every term, and so λ→ −λ will leave the amplitude unchanged. If there is a single longitudinal
polarization in the amplitude, the number of λ’s will always be odd, etc. The structure of the
polarization vectors also implies that

Mλ1λ2λ3λ4 =Mλ1λ2−λ3−λ4

∣∣∣
A→−A

. (E.39)

Another relation comes from the fact that the diagrammatic structure is unchanged by flipping
all diagrams upside down and therefore

Mλ1λ2λ3λ4 =Mλ2λ1λ4λ3 . (E.40)

By combining those relations, one gets that

M++−− =M++++
∣∣
A→−A

M++−+ =M+++−

M+−−− =M+−++

M+−−+ =M+−+−∣∣
A→−A

M++0+ =M+++0

M++−0 =M++0− =M+++0
∣∣
A→−A

M+−0− = −M+−+0

M+−−0 = −M+−0+ =M+−+0
∣∣
A→−A

(E.41)

With the use of the relations between the box amplitudes, there are only 8 independent
amplitudes left that have to be calculated, being M++++, M+++−, M+−++, M+−+−, M+++0,
M+−+0, M++00 and M+−00.
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Scalar integrals

The definitions of the scalar integrals are

B0(p
2
1,m

2
1,m

2
2) ≡

(2πµ)4−D

iπ2

∫
dDl

1

[l2 −m2
1 + iδ][(l + p1)2 −m2

2 + iδ]
, (F.1)

C0(p
2
1, p

2
2, (p1 + p2)

2,m2
1,m

2
2,m

2
3) ≡

(2πµ)4−D

iπ2

∫
dDl×

1

[l2 −m2
1 + iδ][(l + p1)2 −m2

2 + iδ][(l + p1 + p2)2 −m2
3 + iδ]

(F.2)

and

D0(p
2
1, p

2
2, p

2
3, p

2
4, (p1 + p2)

2, (p2 + p3)
2,m2

1,m
2
2,m

2
3,m

2
4) ≡

(2πµ)4−D

iπ2

∫
dDl

[l2 −m2
1 + iδ]

×

1

[(l + p1)2 −m2
2 + iδ][(l + p1 + p2)2 −m2
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Some analytical expressions are
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and
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In general the scalar integrals are evaluated numerically using LoopTools [138].
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Polarisatie-effecten in
proton-protonbotsingen binnen het
Standaardmodel en daar voorbij
Nederlandse samenvatting

Alle 60 miljoen bekende scheikundige stoffen kunnen worden opgebouwd uit niet meer dan
118 bouwstenen, atomen genaamd. Door atomen op verschillende manieren met elkaar te ver-
binden ontstaat materie met totaal verschillende eigenschappen, van water en zand tot genees-
middelen als ibuprofen. Net zoals legosteentjes is maar een zeer beperkt aantal verschillende
bouwstenen nodig om een gigantisch grote verscheidenheid aan producten te kunnen maken.

Als we kijken naar waar de atomen zelf uit opgebouwd zijn, dan zien we dat slechts drie
verschillende bouwstenen nodig zijn: elektronen, up-quarks en down-quarks. De quarks vormen
protonen en neutronen waaruit de atoomkern bestaat. De elektronen vormen vervolgens een wolk
om deze atoomkern heen. Door de materie op kleinere en kleinere lengteschalen te bekijken,
hebben we 60 miljoen stoffen gereduceerd tot slechts drie bouwstenen.

In de deeltjesfysica, de wetenschappenlijke discipline die zich bezighoudt met onderzoek naar
de kleinste bouwstenen van de natuur, is daarom de leidende gedachte dat de natuur eenvoudiger
wordt door te kijken op steeds kleinere lengteschalen wat overeenkomt met hogere energie. Hoe
kleiner de lengteschaal (en dus hoe hoger de energie) waarop de natuur onderzocht wordt, hoe
minder verschillende vormen van materie er zijn en hoe meer symmetrie de natuur heeft. Men
verwacht daarom dat de natuur bij zeer hoge energie (korte afstandsschalen) te beschrijven valt
met een eenvoudige theorie waaruit alle fenomenen die plaatsvinden bij lage energie (en lange
afstandsschalen) af te leiden zijn.

In hun poging om de natuur te onderzoeken bij voortdurend hogere energie maken deeltjes-
fysici gebruik van deeltjesversnellers die deeltjes versnellen in tegenovergestelde richtingen tot
almaar dichter bij de lichtsnelheid om ze vervolgens op elkaar te laten botsen. Door te onder-
zoeken welke verschillende nieuwe deeltjes gemaakt worden in de botsingen kunnen conclusies
getrokken worden over hoe de natuur zich gedraagt bij grote energie. Vooruitgang in de deeltjes-
fysica heeft voornamelijk geleund op steeds hoog-energetischere (en grotere) deeltjesversnellers.

De deeltjesversnellers die de hoogste energie kunnen behalen maken gebruik van protonen om
te versnellen. De reden hiervoor is dat protonen veel minder energie verliezen dan elektronen als
ze worden afgebogen. Protonversnellers hebben daarom bijna altijd het energierecord in handen
gehad en momenteel is dit record in handen van een protonversneller met de naam Large Hadron
Collider (LHC) die deel uitmaakt van het onderzoekscentrum CERN in Genève.
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Een notoir probleem met protonversnellers is de moeilijkheid om protonbotsingen theoretisch
nauwkeurig te beschrijven. Zulke theoretische beschrijvingen van wat er in een botsing gebeurt
zijn noodzakelijk om de gegevens die uit de experimenten komen te interpreteren. De moeilijk-
heid van de beschrijving zit hem in het feit dat protonen geen elementaire deeltjes zijn, maar
gebonden toestanden van quarks waarvan de exacte structuur, tot op heden, niet uitgerekend
kan worden.

Om toch een beschrijving te kunnen geven van de botsingen, kan het proton voorgesteld
worden als een collectie partonen (quarks, anti-quarks en gluonen) die allemaal in dezelfde
richting bewegen als het proton en daarbij een fractie x van de impuls van het proton bij
zich dragen. De hoeveelheid partonen bij een gegeven impulsfractie x wordt beschreven door
een zogenaamde partondistributiefunctie, die niet te berekenen is en daarom in experimenten
gemeten moet worden. Dit simpele empirische model is bedacht door de natuurkundige Feynman
en wordt het partonmodel genoemd. Inmiddels is dit empirische model uitgebreid en op een
solide theoretische basis gebracht binnen het raamwerk van de quantumveldentheorie. Er wordt
nu aan gerefereerd als collineaire factorisatie en het vormt de basis voor de meeste theoretische
beschrijvingen van proton-protonbotsingen.

De daadwerkelijke beweging van de partonen binnenin een proton is echter complexer en een
beschrijving waarin alle partonen collineair met het proton bewegen volstaat dan ook niet altijd.
Voor sommige observabelen in een protonbotsing is het noodzakelijk om ook de transversale
beweging van de partonen te beschouwen. Het theoretische raamwerk waarin dit gebeurt is de
zogenaamde Transverse Momentum Dependent (TMD) factorization, wat voornamelijk gebruikt
zal worden in dit proefschrift.

Binnen het kader van de TMD-factorisatie is er ruimte voor allerlei ‘nieuwe’ effecten die niet
aanwezig zijn in de collineaire beschrijving van het proton. Zo zou het bijvoorbeeld kunnen dat
up-quarks meer naar rechts bewegen en de down-quarks meer naar links binnen een gepolari-
seerd proton (als we de spinrichting omhoog kiezen en kijken in de richting waarin het proton
beweegt), een effect dat bekend staat als het Sivers effect. Ook kan het zijn dat de quarks meer
gepolariseerd zijn naarmate ze meer bewegen in de richting van de spin van het proton, wat we
het worm-gear effect zullen noemen. Weer een ander effect dat afwezig is in de collineaire be-
schrijving is de lineaire polarisatie van gluonen in een ongepolariseerd proton. In dit proefschrift
zijn een aantal van deze nieuwe effecten onderzocht die relevant kunnen zijn voor experimenten
die momenteel gedaan worden bij CERNs LHC en bij de Relativistic Heavy Ion Collider (RHIC)
op Brookhaven National Laboratory.

Zo is onderzocht wat de invloed is van het genoemde Sivers en worm-gear effect op zoge-
naamde transversale spin asymmetrieën die gemeten gaan worden bij RHIC. Deze effecten waren
al eerder onderzocht, maar daarbij werd ervan uitgegaan dat de analyse uitgevoerd zou worden
in een bepaald referentiestelsel, genaamd het Collins-Soperstelsel. Het gebruik van dat speci-
fieke referentiestelsel is echter niet altijd even praktisch en soms zelfs onmogelijk. We hebben
daarom de effecten uitgerekend in het zogenaamde laboratoriumstelsel dat wel altijd makkelijk
te gebruiken is.

We hebben de invloed van de nieuwe TMD-effecten op spin asymmetrieen in twee verschil-
lende processen berekend, zijnde het Drell-Yan process waarin via een virtueel foton een muon-
paar geproduceerd wordt en productie van W -bosonen met een verval naar neutrinos en geladen
leptonen. Het eerste proces gaat gebruikt worden om de transversale spindistributie van quarks
te bepalen. Onze berekeningen tonen aan dat de invloed van TMD-effecten klein is. Dit is
gunstig, omdat dit betekent dat de analyse uitgevoerd kan worden in het laboratoriumstelsel in
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plaats van het moeilijker te bepalen Collins-Soperstelsel, wat de analyse vereenvoudigt.
Het andere proces, W -boson productie, kan gebruikt worden om te zoeken naar nieuwe

deeltjes die niet eerder ontdekt zijn. Onze berekeningen laten zien dat de TMD-effecten in
principe eenzelfde signaal kunnen genereren als een nieuw deeltje, maar dat de grootte van het
signaal zodanig klein is dat het niet gemeten kan worden bij RHIC. Ook dit is gunstig, omdat
deze effecten dus niet de zoektocht naar nieuwe deeltjes kunnen verstoren. Ondanks dat de
effecten klein zijn, blijken ze wel vele malen groter te zijn dan wat je in eerste instantie zou
verwachten. Dit is een belangrijke gegeven dat van pas kan komen bij toekomstige berekeningen
van TMD-effecten.

Gegeven het feit dat TMD-effecten klein zijn, kan hetW -boson productieproces dus gebruikt
worden om naar nieuwe deeltjes, ofwel natuurkunde voorbij het Standaardmodel te zoeken bij
RHIC. De vraag die dan rest is natuurlijk: hoe gevoelig zullen deze metingen bij RHIC zijn voor
nieuwe fysica? Om dit te beantwoorden hebben we gekeken naar experimentele observabelen die
gelijksoortige nieuwe fysica begrenzen. We hebben samengevat wat de sterkste, modelonafhan-
kelijke grenzen hierop zijn en concluderen dat RHIC op ontwerpcapaciteit de grenzen niet zal
verbeteren. Wel kan op een onafhankelijke manier de bestaande grens geverifieerd worden. Deze
conclusies kunnen relevant zijn voor het bepalen welke experimenten bij de RHIC versneller
prioriteit dienen te krijgen.

Binnen het raamwerk van de TMD-factorisatie kunnen, zoals eerder gezegd, de gluonen
binnenin het proton lineair gepolariseerd zijn, zelfs als het proton zelf niet gepolariseerd is. Dit is
van belang voor de LHC waar, door ongepolariseerde protonen op elkaar te laten botsen, gezocht
wordt naar het Higgsdeeltje. We hebben daarom onderzocht wat de invloed van gluonpolarisatie
op de productie van Higgsdeeltjes zal zijn.

Onze berekeningen tonen aan dat de totale hoeveelheid Higgsdeeltjes die geproduceerd zal
worden in de LHC niet verandert, maar dat de snelheid die ze zullen hebben wel verandert. Ook
hebben we laten zien dat de snelheidsverdeling voor een Higgsdeeltje zoals voorspeld door het
Standaardmodel anders is dan die van een zogenaamd pseudoscalair Higgsdeeltje dat voorspeld
wordt door andere modellen. Dit is een zeer prettige bijkomstigheid, omdat de snelheidsverdeling
dus in principe gebruikt kan worden om te bepalen of een nieuw gevonden deeltje daadwerkelijk
het Higgsdeeltje uit het Standaardmodel is of iets anders. Deze mogelijkheid was nog niet eerder
bekend en kan de analyse van de LHC data omtrent het Higgsdeeltje aanzienlijk vereenvoudigen.
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