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Abstract

A new setup for the measurement of vapor-liquid phase equilibria of CO2-rich mixtures relevant for carbon capture and
storage (CCS) transport conditions is presented. An isothermal analytical method with a variable volume cell is used. The
apparatus is capable of highly accurate measurements in terms of pressure, temperature and composition, also in the critical
region. Vapor-liquid equilibrium (VLE) measurements for the binary system CO2+N2 are reported at 223, 270, 298 and 303
K, with estimated standard uncertainties of maximum 0.006 K in the temperature, maximum 0.003 MPa in the pressure, and
maximum 0.0004 in the mole fractions of the phases. These measurements are verified against existing data. Although some
data exists, there is little trustworthy data around critical conditions, and our data indicate a need to revise the parameters of
existing models. A fit made against our data of the vapor-liquid equilibrium prediction of GERG-2008/EOS-CG for CO2+N2
is presented. At 223 and 298 K, the critical region of the isotherm are fitted using a scaling law, and high accuracy estimates
for the critical composition and pressure are found.
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1. Introduction

Knowledge about how CO2-rich mixtures behave under
different conditions is important for the development of car-
bon capture, transport and storage (CCS) processes. For in-
stance, an accurate equation of state (EOS) describing the
thermodynamic properties of these mixtures is needed to
model and dimension the various processes along the CCS
value chain. Moreover, an EOS can be used to set require-
ments on the amount of impurities present in the CO2 to
be transported. Even with the recent progress of molecular
modeling, empirical EOSs still provide the most accurate de-
scription of thermodynamic properties of such systems. Un-
fortunately, even for relatively simple binary mixtures, the
data situation is not satisfactory for all relevant mixtures
and conditions [1, 2, 3]. Hence, new and accurate experi-
mental data are needed in order to improve the thermody-
namic property predictions, by developing new EOS models
or modifying the parameters and structure of existing ones.

Even small amounts of impurities in CO2-rich mixtures
can significantly affect the behavior of the fluid [3, 4]. As an
example, the maximum pressure at which a mixture of CO2
and only 5 % N2 can be in the two-phase region, the cricon-
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denbar, will increase to approximately 8.4 MPa compared to
the critical pressure of CO2, 7.3773 MPa [4, 5, 6].

Until recently, the most accurate EOS model describing
CO2-rich mixtures has been the GERG-2008 [7, 8]. This
EOS [7] covers most of the relevant mixtures expected in
CO2 conditioning and transport found in CCS [8, 3, 9]. The
structure and parameters in this EOS were developed and
fitted with focus on natural gas mixtures.

In the works by Gernert and Span [1] and Gernert [2], an
equation of state called EOS-CG (Equation Of State for Com-
bustion Gases and combustion gas like mixtures) has been
developed specifically for CO2-rich mixtures. The EOS was
based on the structure of GERG-2008, with modifications
for the binary CO2-rich systems found within CCS. The EOS
was fitted against a significantly extended literature data
base for CO2-rich mixtures compared to the GERG-2008 data
base [1, 2].

However, as Gernert and Span [1] and Gernert [2] pointed
out in the review of available literature data, large gaps oc-
cur in the experimental data for thermophysical properties
of CO2-rich mixtures [3, 10]. Moreover, some of the existing
data from different authors are systematically inconsistent
with those of other authors within the stated uncertainty es-
timates. As a consequence, the accuracy of the equations
of state fitted to the data could be increased significantly by
reconciling the inconsistencies and filling in the gaps in the
available data.
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The work to be presented here is part of a project called
CO2Mix. As described by Løvseth et al. [5], the CO2Mix
project aims at performing accurate vapor-liquid equilibrium
(VLE), speed of sound and density measurements of CO2-
rich mixtures at conditions relevant for transport and con-
ditioning in CCS [3, 9]. As part of this project, a setup
has been specifically designed and constructed in order to
perform highly accurate phase equilibria measurements on
CO2-rich mixtures under relevant conditions for CCS.

The present paper reports the results of VLE measure-
ments on the CO2+N2 binary system, with measurements
over the whole VLE pressure region at the temperatures 223,
298 and 303 K, and one VLE data point at 270 K. For some
conditions, high quality literature data exist for this system,
making it suitable to validate the operation of the experimen-
tal setup. Furthermore, several measurements were taken
at conditions where no previous data or only data of dubi-
ous quality could be found, for instance at pressures close to
the critical point of the binary mixture at the measured tem-
peratures. Additionally, measurements were performed at
temperatures close to the critical temperature of CO2. The
results are compared to existing EOS models, and new fits
are presented.

Special care has been taken by the authors to present the
results and analysis in accordance with the IUPAC Guide-
lines for reporting of phase equilibrium measurements given
in the work by Chirico et al. [11]. One of the most impor-
tant aspects of this is the thorough estimation of the standard
uncertainties, as specified in the ISO Guide for the Estima-
tion of Uncertainty in Measurement, commonly referred to
as “GUM” [12]. Error-free dissemination of the resulting ex-
perimental data with the uncertainty estimates is ensured by
supplying the data in a file written in the NIST ThermoML
format [13, 14, 15, 16].

In the current work, the experimental setup and the op-
erational procedures applied will be described in detail in
Section 2. In Section 3, an analysis of the pressure, tem-
perature and composition measurement uncertainty will be
presented, with references to further details in the appendix.
The measurement results will be provided in Section 4, be-
fore an analysis of the data with regards to existing data and
models in Section 5. Section 5 will also present fitting of
existing models to the new data.

2. Experimental apparatus

2.1. Description of setup

The experimental setup has been described briefly in [17].
A more detailed description will be given here. Additional
details necessary for the uncertainty analysis for the mea-
surement of pressure, temperature, and composition will be
given in Sections 3.2, 3.3, and 3.4, respectively.

The vapor-liquid equilibrium measurements were carried
out using an isothermal analytical method with a variable-
volume cell, as described by [18]. This method involves de-
termination of the equilibrium composition of both phases at

given temperature and pressure. A diagram of the cell and
the ancillary apparatus is shown in Fig. 1.

In our experiments with 2 components, CO2 and N2, Gibbs’
phase rule states that we can vary 2 intensive properties
freely when we have 2 coexisting phases present. We con-
trolled the temperature T by means of a thermostatic bath,
and the pressure p by the injection of CO2 and N2 into the
cell. We can then state the equilibrium compositions of the
liquid and vapor phases, xCO2

and yCO2
, respectively, as func-

tions of T and p:

xCO2
= f (T, p) , (1)

yCO2
= f (T, p) . (2)

The cell consisted of a transparent sapphire cylinder tube
placed between two titanium flanges. The internal volume
of the cell was approximately 100 ml. To keep the temper-
ature constant, the cell was placed in a thermostatic bath
kept at the desired temperature (Fluke Hart Scientific model
7080 for subambient temperatures, and model 6020 with ex-
ternal cooling water for temperatures above ambient). The
following two bath fluids were used: at temperatures below
ambient, ethanol, and for temperatures close to the critical
temperature of CO2, distilled water.

The temperature of the cell was monitored by two Fluke
model 5686 glass capsule standard platinum resistance ther-
mometers (SPRT) placed inside the top and bottom flanges.

The cell pressure was measured indirectly through a Rose-
mount 1199 diaphragm connected by an oil-filled circuit to a
Rosemount 3051 differential pressure transmitter with an ar-
ray of four absolute pressure sensors pi , where i = 1,2, 3,4,
(Keller model PAA-33X) with full scales of 1, 3, 10 and 20 MPa
respectively, on the other side. The absolute pressure sensor
circuit was filled with nitrogen and maintained at a pressure
such that the differential pressure between this circuit and
the cell circuit was close to zero, using syringe pump 5 (TOP
Industrie, model PMHP 100-500).

Three different syringe pumps (from TOP Industrie) were
used to fill the components into the cell. Pump 2 was ded-
icated to injecting CO2 (model PMHP 100-500). Pump 3
was used to inject an impurity, which was N2 in the case of
the present work (model PMHP 200-200). The surface of
the parts of the pump and the tubing in contact with the
fluid was sulfinert treated to minimize adsorption. Pump 4
could be used to inject fluids in liquid state, such as water, in
later work (model PMHP 100-500). All three pumps could be
evacuated through a connection to a vacuum pump (Trivac®

E 2 from Leybold).
These pumps were connected via tubing to valves that

were integrated in the cell flanges. Integrated valves were
used to minimize the dead volume inside the cell. An addi-
tional integrated valve could be opened to ventilation when
the cell pressure needed to be reduced.

The vacuum pump was connected to an integrated valve,
enabling evacuation of the cell before the filling took place.

A magnetic stirrer was placed at the bottom of the cell,
and could be rotated at up to 800 rpm to reach VLE faster.
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Fig. 1. Principal diagram of cell and ancillary apparatus. LS,VS: Liquid and vapor phase RolsiTM samplers, respectively. SM:
RolsiTM controller. M: Gear for rotating permanent magnet below cell, which rotates stirrer inside cell. Gear connected to
electric motor outside bath. T04: Top flange SPRT. T05: Bottom flange SPRT.
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A borescope was used to inspect the content of the cell
through the transparent sapphire cylinder, to ensure that the
liquid level was appropriate.

A custom made National Instruments LabVIEW program
was used for data acquisition of the measured pressure and
temperature values, which were logged every second.

The resistance of the two SPRTs were measured one at a
time using an ASL SB148 switchbox to change between the
two SPRTs, which in turn was connected to an ASL F650AC
thermometry bridge. A resistance measurement point of one
resistor was obtained once every 20 seconds when the ASL
bridge was set to obtain the most accurate ratio value. The
ASL bridge measured ratio values were obtained by the log-
ging program through an USB connection.

The update rates of the four pressure sensors pi were
400 Hz, and the dead time of the differential pressure sensor
p11 was approximately 45 ms. The measured pressure values
of pi were obtained by the logging program using the digi-
tal output of the sensors through a RS485 serial connection.
The values of p11 were obtained using a conversion of the
analog 4-20 mA DC current output of the sensor to a digital
output read through a RS485 serial connection by the log-
ging program.

The compositions of the vapor and liquid phases were
measured by extracting a sample from a phase using RolsiTM elec-
tromagnetic samplers (Armines patent [19]. Pneumatic ver-
sion of the RolsiTM sampler described in [20]). The vapor
phase sampling capillary inlet was placed close to the top
flange inside the cell, while the liquid phase capillary inlet
could be moved vertically inside the cell to be at an appropri-
ate position in the liquid phase. The use of these RolsiTM sam-
plers for VLE measurements was first described in [21].

Using the LabVIEW program, the electromagnetically con-
trolled valves of the RolsiTM samplers were opened for a
specified time period to let a sample flow out of the cell. The
sample flowed out through the capillaries into a heated gas
chromatograph (GC) helium carrier gas circuit at close to at-
mospheric pressure. The low-pressure side of the RolsiTM valves
and piping between the valves and GC were also heated
above the critical temperature of CO2, ensuring that both
the vapor and liquid samples were in gaseous form. The
sample was swept by the carrier gas into the GC (Agilent
7890A) equipped with a Supelco Carboxen-1010 PLOT Cap-
illary GC Column (from Sigma-Aldrich, column length 30 m,
internal diameter 0.53 mm) where the CO2 and N2 were sep-
arated. Downstream of the column, a thermal conductivity
detector (TCD) measured the difference in voltage needed
to keep the gas passing the detector at a constant tempera-
ture. The detector response was monitored as a function of
time at 5 Hz, resulting in two separate peaks corresponding
to N2 and CO2. At sampling, the logging of the detector re-
sponse was started automatically with the Agilent OpenLAB
CDS EZChrom GC data acquisition and control software.

When a sample was taken, pump 1 was used to apply an
increased N2 overpressure compared to the cell pressure on
a plate bellows inside the cell, to expand the bellows and
thereby decreasing the cell volume, preventing a decrease in

cell pressure after each sample. Fully expanded, the bellows
caused an approximate volume decrease inside the cell of
maximum 1 cm3.

The internal diameter of the RolsiTM capillaries were 150µm,
and the length of the liquid and vapor phase capillaries were
0.4 and 0.3 m, respectively. The internal volumes of the
liquid and vapor capillaries corresponded to approximately
0.007 and 0.005 % of the cell volume, respectively. The up-
per part of the both the liquid and the vapor capillaries were
outside the thermostatic bath, and were heated to 313 K to
avoid condensation.

As the liquid in the heated upper part of the liquid cap-
illary would boil off, too small samples would only consist
of the boil-off gas with a composition that would not be rep-
resentative of the liquid phase in the cell. In order to be
sure to measure the true liquid composition, the number of
moles of each liquid sample should at least be as large as
what is found in a volume of the whole liquid capillary with
the same density and composition as the liquid phase inside
the cell. As some of the volume of the liquid sampler was
occupied by a vapor phase with lower density than a liq-
uid phase, the calculated liquid sample size was probably
an overestimate, but helped ensure thorough flushing of the
liquid capillary for each sample. Because the sample size
should be sufficient to flush the capillaries, the expansion of
the bellows was necessary to prevent a significant change in
the cell pressure. For the vapor samples, the first samples
of a series at a pressure / temperature point were of a suf-
ficient size to flush the vapor capillary. Consecutive sample
sizes were set large enough to give a good repeatability in
the composition measurements. The repeatability as a func-
tion of sample size was determined from the calibration of
the GC using the calibration gas mixtures.

In practical terms, the sample volumes discussed above
were estimated from the GC traces. The liquid phase den-
sity and composition were calculated using the GERG-2008
EOS [7] at the cell pressure and temperature. An estimate
of the number of moles in a sample as a function of the peak
areas of each component in the GC traces was established by
injecting each of the components into the GC through a sam-
ple loop with a known volume, kept at ambient temperature
and slightly higher than atmospheric pressure. The densi-
ties of the pure components were calculated using the EOSs
by [6] and [22].

2.2. Calibration
The two SPRTs used for temperature measurements had

been calibrated in-house according to the International Tem-
perature Scale of 1990 (ITS-90) [23], against fix point cells
calibrated at accredited calibration laboratories. Details about
the calibration of the SPRTs can be found in Section 3.3.

The absolute pressure sensors had been calibrated in-
house against a dead weight tester recently calibrated at an
accredited calibration laboratory. For details, see Section 3.2.

The GC had been calibrated against gravimetrically pre-
pared calibration gas mixtures made in-house. See Section 3.4
for details.
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Table 1
Chemical samples used.

Chemical name CASRN Source Initial mole fraction purity Purification method Final mole fraction purity Analysis
method

Carbon dioxide 124-38-9 Yara Praxair 0.99999 None 0.99999 None
Nitrogen 7727-37-9 Yara Praxair 0.999999 None 0.999999 None
Helium1 7440-59-7 Yara Praxair/AGA 0.999999 None 0.999999 None

1 GC carrier gas

The manufacturer’s specified purity of the CO2 and N2
samples used for both the VLE experiments, and for prepar-
ing the calibration gas mixtures, are listed in Table 1. We did
not perform any additional analysis of the specified purity
of the samples by for instance mass spectroscopy. However,
as we performed vapor pressure measurements of CO2 at
the different temperatures where VLE measurements were
performed, we asserted that the vapor pressures were in
agreement with the calculated vapor pressures from the EOS
by Span and Wagner [6], within the combined uncertainty
in our pressure measurements and in the EOS calculations.

2.3. Experimental procedures

Before starting a VLE experiment, the whole circuit in
connection with the VLE cell was evacuated, using the vac-
uum pump. The evacuation included the gas lines to the
cell from the gas cylinders of pure CO2 and N2, and all lines
transporting the gases into the cell.

The CO2 pump and N2 impurity pump and lines were
first evacuated once, and then flushed with the respective
gases to dilute any remaining impurities in the lines and
pumps. This evacuation and flushing were repeated 5 times
for each pump. After the final evacuation, the gases were
filled onto their respective lines and pumps, and maintained
at a pressure of at least 0.5 MPa to prevent contamination of
the gases.

After the flushing of the gas lines and pumps, the cell
was flushed with CO2, and evacuated. As with the pumps,
the flushing and evacuation were repeated 5 times.

Following the flushing, and with the thermostatic bath
kept at the desired temperature, CO2 was injected until the
volume fraction of liquid CO2 was approximately 50 % of the
cell.

The stirrer then ran until the pressure and temperature
measurements had stabilized. After the stirrer had been turned
off, the vapor pressure of CO2 was measured. If the mea-
sured vapor pressure were within the combined uncertainty
of the Span-Wagner EOS [6] and our measurements, the pu-
rity of the CO2 in the cell was deemed to be sufficient.

After the CO2 vapor pressure measurements, N2 was filled
onto the cell to increase the pressure, and the stirrer was run
until the temperature and pressure had stabilized. The liquid
level in the cell was adjusted to keep a liquid volume frac-
tion of approximately 50 %, by either injecting more CO2 or
venting out either some of the vapor or liquid phase. The
liquid phase capillary inlet was placed such as to always be
more than 10 mm below the liquid level in the cell.

After this, the borescope was removed from the thermo-
static bath to prevent heat transfer from the surroundings
into the bath fluid. When the cell pressure and temperature
had stabilized, the stirrer was turned off, and the vapor and
liquid phases were left to settle before sampling started.

From this point on, there were two different procedures
employed in this work. The series of experiments started off
with VLE measurements at 298 K, and then 303, 223 and
270 K. At the end of the VLE experiments at 303 K, the bel-
lows started leaking N2 into the cell. To avoid delay in the
measurements, it was decided to replace the bellows with
a blind plug, and proceed with VLE experiments at the 223
and 270 K without pressure compensation of sampling, and
hence using slightly different procedures than for the previ-
ous isotherms.

For the measurements at 298 and 303 K, with the pres-
sure drop due to sampling compensated by using the bel-
lows, a sample was withdrawn from the cell every 25 min-
utes.

For the measurements at 223 and 270 K, the pressure
dropped slightly after each sample. Two different methods
were used to approach the VLE state of the new pressure
value. In the first method, the stirrer was run for 15 minutes
after each sampling, and then turned off to allow the phases
to separate for the remaining 10 minutes before the next
sample was taken. In the second method, the stirrer was not
used between the samples. Instead, the period between each
sample was increased from 25 minutes to 2-3 hours.

3. Uncertainty analysis

3.1. Definitions

The “GUM” [12] terms and definitions will be used in the
following analysis. For ease of reading, and, since several of
the estimation methods will be used repeatedly, some of the
symbols used will be defined here.

The uncertainty components will be evaluated as stan-
dard uncertainties, with symbol u(y), where y is the esti-
mate of the measurand Y , that is, the measurement result.
Standard uncertainty is the uncertainty of the result of a
measurement expressed as an estimated experimental sam-
ple standard deviation, with symbol s(y) [12].

Type A evaluation of uncertainty refers to uncertainties
evaluated by statistical analysis of a series of observations
[12]. Examples include the evaluation of the uncertainty
of the mean values of pressure and temperature in the time
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before a single sample is taken of the composition of the
phases in the cell.

Type B evaluation of uncertainty refers to uncertainties
evaluated by other means, for example specifications of mea-
surement equipment provided by the manufacturer, or when
the uncertainty of a value has to be subjectively evaluated,
as in the case of measured physical distances on the labora-
tory apparatus for the calculation of the hydrostatic pressure.
Common for these type of evaluations is that the uncertain-
ties have to be modeled using an applicable probability dis-
tribution [12].

The propagation of the standard uncertainties in the in-
put quantities X i to the standard uncertainty in the final es-
timate of the measurand is described by the combined stan-
dard uncertainty, symbol uc(y).

For N uncorrelated input quantities, the general expres-
sion for uc(y) is given by [12] as

u2
c (y) =

N
∑

i=1

�

∂ f

∂ x i

�2

u2(x i) , (3)

where Y = f (X1, X2, ..., XN ).
When it is difficult to determine if the input quantities

are independent, or if the correlation of the quantities is not
possible to determine, the most conservative estimate is as-
sumed, that the maximum errors in each contribution occurs
simultaneously:

uc(y) =
N
∑

i=1

�

�

�

�

∂ f

∂ x i

�

�

�

�

|u(x i)| . (4)

Some of the standard uncertainty terms u(x i) in these
equations have to be evaluated from other underlying stan-
dard uncertainties without knowing the functional form of
f . This is the case, for example, for manufacturers’ speci-
fications of several sources of uncertainties contributing to
the total uncertainty in the measured value. When this is the
case, and the contributions are assumed to be independent,
the total standard uncertainty is evaluated with Eq. (5a).

When the contributions cannot be assumed to be inde-
pendent, the most conservative estimate is assumed, similar
to Eq. (4), shown in Eq. (5b).

u(x i) =







Æ

ΣN
k=1u2(xk) if independent, (5a)

ΣN
k=1|u(xk)| if not independent. (5b)

These maximum estimates are also used in cases where
such a maximum estimate does not contribute significantly
to the final combined uncertainty in a value. Examples in-
clude cases where another source of uncertainty completely
dominates the final combined uncertainty.

It is sometimes only possible to assume that a quantity
X i lies within an interval [a−, a+] with a probability equal
to one. In these cases, the quantity is modeled using either
a rectangular or triangular probability distribution. If the

expected value of X i is estimated as x i = (a− + a+)/2, and
a = |a− − a+|/2, the standard uncertainty is estimated as
u(x i) = a/

p
3 for the rectangular distribution, and u(x i) =

a/
p

6 for the triangular distribution.

3.2. Pressure

The standard uncertainties connected to the measure-
ment of pressure p at VLE are summarized in Table 2, and the
justification for these uncertainties is presented in Appendix
A.1.

To illustrate the final estimated uncertainty in the pres-
sure measurements resulting from the analysis in Appendix
A.1, Fig. 2 shows the pressure standard uncertainty relative
to the measured pressure for the VLE measurements per-
formed in this work.

3.3. Temperature

The standard uncertainties connected to the measure-
ment of temperature T at VLE are summarized in Table 3,
and the justification for these uncertainties is presented in Ap-
pendix A.2.

The temperature standard uncertainty estimated in Ap-
pendix A.2 is illustrated by Fig. 3, which shows the temper-
ature uncertainty for the VLE experiments performed in this
work.

3.4. Composition

The results of the calibration of the GC, and the analysis
of the estimated uncertainty in the measured compositions
of the phases, are given in detail in Appendix A.3. The stan-
dard uncertainty in the CO2 mole fractions of the phases is
estimated to be u(xCO2

) = u(yCO2
) = 2.7 · 10−4.
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Table 2
Summary of standard uncertainty components for pressure measurements.

Symbol Description and unit u

Hydrostatic pressure phs
u(ρ1) EOS-CG2 vapor density of

CO2+N2 (kg m−3)
3 · 10−3 ·ρ1

u(ρ2) Same as u(ρ1) (kg m−3) 3 · 10−3 ·ρ2
u(ρ4,1) SW1 density at

313.15 K (kg m−3)
3 · 10−4 ·ρ4,1

u(ρ4,2) Same as u(ρ1) (kg m−3) 3 · 10−3 ·ρ4,2
u(CAD) (m) 0
uc(h1) (m) 0.0048

u(hliq) (m) 0.0048
u(hliq, 1) Borescope hliq (m) 0.0048
u(hliq, 2) Variation in hliq (m) 0

u(h2) Bath liquid level variation (m) 0.006
uc(h3) (m) 0.006
u(h4) Same as u(CAD) (m) 0
u(gL) Local g (m s−2) 2 · 10−7

Differential pressure p11
u(p11, 1) Ambient temperature (MPa) 0
u(p11, 2) Line pressure zero (MPa) 0
u(p11, 3) Line pressure span (MPa) 4.9 · 10−5 MPa−1 ·pi ·

p11
u(p11, 4) Mounting (MPa) 0
u(p11, 5) Vibration (MPa) 2.8 · 10−5

u(p11, 6) Power supply (MPa) 0
u(p11, 7) A/D conversion (MPa) 2.4 · 10−4

Pressure sensors pi
u(p1) 1 MPa sensor (MPa) 2.24 · 10−4

u(p2) 3 MPa sensor (MPa) 2.33 · 10−4

u(p3) 10 MPa sensor (MPa) 7.64 · 10−4

u(p4) 20 MPa sensor (MPa) 1.965 · 10−3

1 Span and Wagner [6] 2 Gernert and Span [1] and Gernert [2]
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Fig. 2. Pressure standard uncertainty relative to the
measured pressure for the VLE measurements performed,
expressed as 100 · ūc(p̄)/p̄f. Measured pressure p̄f. Standard
uncertainty ūc(p̄).

Table 3
Summary of standard uncertainty components for temperature
measurements.

Symbol Unit u

u(Wb) (-) 0.35 · 10−6

u(Rref) (Ω) 8.5 · 10−6

u(TH2O) (mK) 0.51
u(THg) (mK) 1.43
u(TGa) (mK) 0.85
For experiments at 298 K and 303.15 K

u(RH2O(T04)) (Ω) 2.06 · 10−5

u(RH2O(T05)) (Ω) 2.41 · 10−5

u(RHg(T04)) (Ω) 2.29 · 10−5

u(RHg(T05)) (Ω) 1.84 · 10−5

u(RGa(T04)) (Ω) 2.19 · 10−5

u(RGa(T05)) (Ω) 2.37 · 10−5

u(WHg(T04)) (-) 6.1 · 10−6

u(WHg(T05)) (-) 6.1 · 10−6

u(WGa(T04)) (-) 4.2 · 10−6

u(WGa(T05)) (-) 4.3 · 10−6

For experiments at 223.15 K and 270.00 K
u(RH2O(T04)) (Ω) 3.94 · 10−5

u(RH2O(T05)) (Ω) 2.57 · 10−5

u(RHg(T04)) (Ω) 2.29 · 10−5

u(RHg(T05)) (Ω) 1.84 · 10−5

u(RGa(T04)) (Ω) 2.69 · 10−5

u(RGa(T05)) (Ω) 2.37 · 10−5

u(WHg(T04)) (-) 6.2 · 10−6

u(WHg(T05)) (-) 6.1 · 10−6

u(WGa(T04)) (-) 4.5 · 10−6

u(WGa(T05)) (-) 4.3 · 10−6
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Isotherm mean T = 303.16 K

Fig. 3. Temperature deviations for each VLE measurement
from isotherm mean temperature, and temperature
standard uncertainty, expressed together as
T̄f ± ūc(T̄ ) - isotherm mean temperature, versus VLE
experiment pressure p̄f. VLE experiment mean temperature
T̄f. Temperature standard uncertainty ūc(T̄ ).
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3.5. Data reduction

As mentioned in Section 2.3, there is a small pressure
drop after each composition sample is withdrawn from the
cell. The experiments at 298 and 303 K were carried out
using pressure compensation after each composition sample
was extracted, while no pressure compensation was done at
223 and 270 K.

For the experiments at 298 and 303 K, the cell pressure
returned to its original value around 3-5 minutes after liq-
uid or vapor sampling, after which the cell pressure was sta-
ble for the remaining 20 minutes until the next composition
sample was taken. In these measurements, it was not pos-
sible to see a trend in the composition from sample to sam-
ple. Therefore, it was assumed that each composition sample
represented the equilibrium composition at the pressure and
temperature just before the sample was withdrawn from the
cell. With respect to temperature, it has not been possible to
see any variations caused by the withdrawal of a composition
sample from the cell.

For the experiments at 223 and 270 K, the cell pressure
decreased after each composition sample. To reach equilib-
rium at this new lowered pressure, the stirrer inside the cell
was run for 10 minutes right after the composition sample
was extracted, and then turned off to let the contents of the
cell settle for the remaining 15 minutes until the next compo-
sition sample. For some of the series, instead of stirring after
each sample, we waited for 2 or 3 hours to let the cell reach
VLE again before a new sample was taken. The changes in
composition from sample to sample were consistent with the
decrease in pressure, considering the derivatives ∂ xCO2

/∂ p
and ∂ yCO2

/∂ p evaluated numerically from the fitted version
of EOS-CG (See Section 5.4.2). Hence, the composition of
each sample withdrawn was assumed to represent the equi-
librium composition at the pressure and temperature just be-
fore the composition sample was withdrawn.

For each sample, the equilibrium pressure and temper-
ature were assumed to be represented by the pressure and
temperature measurements averaged over a time period equal
to 75 % of the sampling period ending just before the sam-
ple extraction starts, denoted p̄ and T̄ , respectively. During
these time periods, no systematic trends in pressure and tem-
perature were seen.

The standard systematic uncertainty of these mean val-
ues, ū(p) and ū(T ), were assumed to be equal to the arith-
metic mean values of the standard systematic uncertainties
of the pi and Ti measurements, uc(pi) and u(Ti), used to cal-
culate the mean pressure and temperature. uc(pi) and u(Ti)
were obtained from the analysis presented in Sections Ap-
pendix A.1.4 and Appendix A.2.1, in Eqs. (A.8) and (A.16),
respectively.

The standard random uncertainties of p̄ and T̄ , s(p̄) and
s(T̄ ), cannot be evaluated in the form s/

p
n, as the mea-

surements used to calculate the mean values were autocor-
related. Using the approach of Box et al. [24] and Law and

Kelton [25], approximate values can be obtained as

s(z̄)≈
s(z)
p

n
·

r

n− 1

n/a− 1
, (6)

where z = p or T , and

s(z) =

s

n
∑

i=1

(zi − z̄)2

n− 1
, (7)

a = 1+ 2
n−1
∑

k=1

(1− k/n)ρ̂k , (8)

ρ̂k =

n−k
∑

i=1
(zi − z̄)(zi+k − z̄)

n
∑

i=1
(zi − z̄)2

. (9)

The combined standard uncertainty of the mean values p̄
and T̄ are then given as

uc(p̄) =
p

s2(p̄) + ū2(p) ,

uc(T̄ ) =
p

s2(T̄ ) + ū2(T ) . (10)

For each series of pressure, temperature and composition
samples, the arithmetic mean values, p̄f, T̄f and x̄CO2

or ȳCO2
,

were calculated. The subscript f is used to differentiate be-
tween the pressure and temperature values for each com-
position sample, and the mean values of the pressure and
temperature for each series of samples. With ūc(p̄), ūc(T̄ ),
ūtot(xCO2

) and ūtot(yCO2
) calculated as the means of uc(p̄),

uc(T̄ ), utot(xCO2
) and utot(yCO2

) in each series, respectively,
the propagation of uncertainty is calculated in the following
manner:

uc(p̄f) =
p

s2(p̄f) + ūc(p̄)2 , (11)

uc(T̄f) =
p

s2(T̄f) + ūc(T̄ )2 , (12)

uc( x̄CO2
) =
Æ

s2( x̄CO2
) + ūtot(xCO2

)2 , (13)

uc( ȳCO2
) =
Æ

s2( ȳCO2
) + ūtot(yCO2

)2 , (14)

with s(p̄f), s(T̄f), s( x̄CO2
) and s( ȳCO2

) calculated according to
Eq. (7) divided by

p
n.

4. Results

VLE measurements at 223.14, 270.00, 298.17 and 303.16 K
were conducted.

The existence of liquid and vapor phases was confirmed
visually before the sampling of the phase compositions. Fur-
thermore, the volumes occupied by the liquid and vapor phases
inside the cell were measured visually. This visual inspec-
tion also assisted in determining the proximity to the criti-
cal point, that is, when the liquid and vapor phases for the
CO2+N2 system become clouded due to the small density
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difference of the phases, caused by critical opalescence, see
e.g. [26]. The difference in the appearance of the phases
as the VLE pressure was increased at 303.16 K is shown in
Fig. 4, where Fig. 4a shows the appearance of the phases at
a pressure relatively far from the critical point at 303.16 K,
and Fig. 4b at a pressure closer to the critical point.

The pressure p̄, temperature T̄ and composition xCO2
or

yCO2
for each VLE sample are given with the correspond-

ing uncertainties in Tables B.2 and B.3. The mean pressure
p̄f, temperature T̄f and composition x̄CO2

or ȳCO2
and corre-

sponding uncertainties for each series are given in Tables 4
and 5. These averaged measured data and estimated un-
certainties are plotted in Figs. 7 to 10 for the temperatures
223.14, 270.00, 298.17 and 303.16 K, respectively. The mea-
sured relative volatility for the different temperatures is plot-
ted as a function of pressure in Fig. 11.

At 223 and 270 K, the approach used to calculate the val-
ues in Tables 4 and 5 described in Section 3.5 will yield too
high estimates for the sample standard deviation of the mean
for the measurements, s(p̄f), s( x̄CO2

) and s( ȳCO2
). The reason

is that the pressure, and thereby the composition, from sam-
ple to sample changes to a new equilibrium condition. The
data shown in the tables for these two temperatures should
only be regarded as a summary of the data, and the more
detailed values found in Tables B.2 and B.3 should be con-
sidered for further modeling work.

For the measurements at 298.17 and 303.16 K, where the
bellows was used to prevent a decrease in cell pressure af-
ter sampling, the variation in the compositions of the sam-
ples was expected to be minimal. With reference to Tables 4
and 5, the maximum value of the sample standard deviation
of the mean of the mole fractions in the liquid phase, s( x̄CO2

),
was 3.2 · 10−5, and the corresponding maximum value for
the vapor phase was 9.0 · 10−5. It was not possible to see any
significant increasing trend in these sample standard devia-
tions for the measurements in the critical region compared
to the measurements at lower pressures.

With reference to Tables B.2 and B.3, it can be seen that
the combined standard uncertainty in temperature, uc(T̄ ),
was below 6 mK for all VLE measurements. The standard un-
certainty in pressure, uc(p̄), ranged from 0.5 kPa at the low-
est measured pressure around 0.68 MPa (0.07 %), to 3 kPa
at 18 MPa (0.02 %). The standard uncertainty in phase mole
fractions, utot(xCO2

) and utot(yCO2
), were for most of the sam-

ples around 2.8 · 10−4. For the samples at the highest pres-
sures at 223.14 K, the uncertainty increased to around 3.6 · 10−4.
Due to the proximity to the critical point, the uncertainty in
pressure contributed at a greater effect to the total uncer-
tainty in the mole fractions, as described by Eq. (A.33). This
same increase in uncertainty in the mole fractions is not seen
in Tables B.2 and B.3 for the VLE measurements in the crit-
ical region at 298.17 and 303.16 K, which was caused by
lack of match between the fitted version of EOS-CG and the
measured data in this region. The uncertainty in the mole
fractions in this region should therefore be higher than what
is given in Tables B.2 and B.3.

5. Analysis and discussion

5.1. Comparison with literature data
Identified literature data around the temperatures 223,

270, 298 and 303 K are plotted together with the measure-
ment data and uncertainties of this work in Figs. 7 to 10.

The only literature data found in the vicinity of 223.14 K
were the bubble and dew point measurements at 5 and 10 MPa
by Weber et al. [27]. Their measurements at 5 MPa were in
very good agreement with our measurements. Their mea-
surements at 10 MPa seemed to be slightly off in composi-
tion, compared with our neighboring data points at 9.8 and
10.9 MPa.

There was very good agreement between our measure-
ments at 270.00 K and 9.6 MPa, and the corresponding high
quality data points of Brown et al. [28]. The differences were
within their stated pressure and composition uncertainties.

At 298.17 K, there were very little high quality literature
data. Our liquid and vapor points at 7.41 MPa and our liq-
uid points at 8.15 MPa and the data of Yorizane et al. [29]
were in good agreement, given their stated composition and
pressure uncertainty. The remaining data of Yorizane et al.
[29] were not in agreement with our measurements, and
they predicted a higher critical point, compared to our mea-
surements.

At 303.16 K, our data and the recent data by Fandiño
et al. [30] seemed to be in good agreement up to their liq-
uid and vapor points at 7.42 MPa. Above this pressure, their
bubble point at 7.5 MPa was lower in CO2 content than the
bubble point line predicted by our data. In addition, their
data contained a bubble point at 7.5717 MPa, which was
0.014 MPa higher than the maximum pressure of our bub-
ble and dew points. Our data at the highest pressures sug-
gested close proximity to the critical point, lower than what
was suggested by the bubble point of Fandiño et al. [30].
At 303.16 K, some instability was seen in the composition
of our vapor data. This was probably due to a small leak-
age in the nitrogen filled bellows into the VLE cell, which
were later detected. However, this leakage did not explain
the apparent difference in critical pressure between our mea-
surements and those of Fandiño et al. [30]. For comparison,
in our apparatus, the transition between the two-phase re-
gion into the supercritical region could visually be observed
and accurately determined within approximately 0.02 MPa
for the VLE measurements at 298.17 K.

There was a possibility that some of our measurements
close to the critical point at 303.16 K were affected by in-
complete separation of the liquid and vapor phase before
sampling took place, causing the measured liquid and vapor
compositions to be closer to the total composition in the cell
than the actual VLE composition at the actual temperature
and pressure.

5.2. Critical point estimation
For binary mixtures the critical point in terms of pressure

and temperature is dependent on the composition. For a
given temperature, we denote the composition, if any, where
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Vapor

Liquid

(a) Before sampling liquid point L30 at 7.4035 MPa. Far from
critical point.

Vapor

Liquid

(b) Before sampling liquid point L34 at 7.5531 MPa. Closer to critical
point, more similar density and composition in phases.

Fig. 4. Borescope pictures of liquid and vapor interface at 303.16 K for two different pressures.

the critical point is attained for the critical composition, as
zCO2,c. The critical composition and pressure, pc, are iden-
tified as the maximum pressure point in closed isothermal
pressure-composition phase envelopes of binary mixtures, as
seen in e.g. Figs. 7 to 10. For a long time, thermodynamic
behavior around critical points in a range of different sys-
tems including VLE has been estimated using scaling laws
from statistical mechanics [31, 32, 33]. For binary mixtures,
the following scaling law can be applied [34, 35]:

zCO2
= zCO2,c +

�

λ1 + ε
λ2

2

�

�

pc − p
�

+ ε
µ

2

�

pc − p
�β ,

where, (15)

ε=
�

1 for bubble points
-1 for dew points

Here, zCO2
is the boiling point

�

zCO2
= xCO2

�

or dew point
�

zCO2
= yCO2

�

CO2 mole fraction at pressure p, pc is the crit-
ical pressure, and zCO2,c is the critical composition. β is an
universal scaling exponent, which here was fixed at 0.325
[36]. The other parameters of Eq. (15) are regressed by us-
ing data close to the critical point. In this work, the fitting pa-
rameters were regressed using data reported in Tables 4 and
5 at 223.14 and 298.17 K. The regression was performed us-
ing ordinary least squares method. No weighing of data was
performed. Based on the standard error of regression and
estimated uncertainty of the measured data, an estimate of
the uncertainties of the critical point can be found:

uzCO2,c
=

√

√

√

√S2
E

�

ẑCO2,c

�

+





1

np

np
∑

i=1

uc

�

x̄ i,CO2

�





2

(16)

upc
=

√

√

√

√S2
E

�

p̂c
�

+





1

np

np
∑

i=1

uc

�

p̄i, f

�





2

(17)

Here ẑCO2,c and p̂c are the regressed estimates for the critical
composition and pressure based on (15) and the np number
of data points i used in the regression. SE are standard er-
rors of regression coefficients, and uc

�

x̄ i,CO2

�

and uc

�

p̄i, f

�

are the estimated uncertainties of data point i taken from
Tables 4 and 5. The uncertainties estimates provided in
Eqs. (16)-(17) are conservative in that it was assumed that
the measurement errors were systematic, but the uncertainty
estimates of the critical points did not fully take into account
possible model errors.

The regression parameters and the uncertainties are pro-
vided in Table 6, and the fits, critical points and data points
used are shown in Fig. 5. The critical points are also included
in Figs. 7 and 9 together with the other data and equations
of state to be discussed in the following. The scaling law
of Eq. (15) appeared to provide an adequate fit of the data
of this work around the critical region. The estimated uncer-
tainties of the critical mole fraction area were around 10−3 at
223.14 K and 4·10−4 at 298.17 K, whereas the corresponding
estimated relative uncertainties in pressure were 0.05 and
0.02 %, respectively. The pressure measurement uncertainty
was a significant contributor to the critical point estimate
uncertainty at 223.14 K. As discussed in Section 4, the un-
certainty estimates for the data at 223.14 K without pressure
compensation were probably exaggerated. In Fig. 5b, also
some supercritical data points are included, which were out-
side the estimated uncertainty bounds of the critical point
at 298.17 K. Also the measurement points not used in the
regression included in Fig. 5a seemed to confirm that the
scaling law was suitable for our measurements.

5.3. Comparison to EOS-CG

In the development of EOS-CG, the parameters and mix-
ture model used by Gernert and Span [1] and Gernert [2] for
the description of CO2+N2, were the same as in the GERG-
2008 EOS [7].
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Table 4
Experimental VLE data for CO2 (1) + N2 (2) at mean temperature T̄f, mean pressure p̄f, and mean liquid phase mole fraction x̄CO2

a.

Data Temperature Pressure Composition
ID T̄f p̄f x̄CO2

s(T̄f) ūc(T̄ ) uc(T̄f) s(p̄f) ūc(p̄) uc(p̄f) s( x̄CO2
) ūtot(xCO2

) uc( x̄CO2
) xCO2 ,calc

(K) (MPa) (-) (K) (K) (K) (MPa) (MPa) (MPa) (-) (-) (-) (-)

P1 223.138 0.68291 0.99999 5.3e-5 2.5e-3 2.5e-3 2.5e-6 5.0e-4 5.0e-4
L1 223.140 1.9354 0.98156 4.5e-5 2.4e-3 2.4e-3 4.4e-5 5.2e-4 5.2e-4 9.3e-6 2.7e-4 2.7e-4 0.98346
L2 223.138 4.3468 0.94422 1.1e-4 2.6e-3 2.6e-3 2.5e-4 1.1e-3 1.1e-3 4.2e-6 2.7e-4 2.7e-4 0.94892
L3 223.139 5.0287 0.93314 1.4e-4 3.4e-3 3.4e-3 6.2e-4 1.1e-3 1.3e-3 8.0e-6 2.7e-4 2.7e-4 0.93846
L4 223.143 6.0976 0.91557 1.7e-4 5.5e-3 5.5e-3 7.8e-4 1.1e-3 1.4e-3 1.0e-5 2.7e-4 2.7e-4 0.92134
L5 223.141 6.9979 0.90041 7.6e-5 5.4e-3 5.4e-3 1.1e-3 1.1e-3 1.6e-3 2.1e-5 2.7e-4 2.7e-4 0.90618
L6 223.139 8.1151 0.88108 1.9e-4 5.0e-3 5.0e-3 1.0e-3 1.2e-3 1.6e-3 1.1e-5 2.7e-4 2.7e-4 0.88632
L7 223.140 8.7815 0.86908 6.5e-5 3.3e-3 3.3e-3 2.1e-3 1.3e-3 2.5e-3 4.4e-5 2.7e-4 2.8e-4 0.87386
L8 223.140 9.2232 0.86112 2.6e-4 6.0e-3 6.0e-3 1.8e-3 1.4e-3 2.2e-3 3.3e-5 2.7e-4 2.8e-4 0.86532
L9 223.141 9.8292 0.85043 6.2e-5 5.2e-3 5.2e-3 3.0e-3 2.7e-3 4.0e-3 1.2e-5 2.8e-4 2.8e-4 0.85322
L10 223.140 10.8430 0.82974 5.8e-5 3.6e-3 3.6e-3 3.3e-3 2.7e-3 4.3e-3 4.6e-5 2.8e-4 2.8e-4 0.83187
L11 223.142 10.8779 0.82920 7.6e-5 5.4e-3 5.4e-3 2.7e-3 2.7e-3 3.8e-3 5.4e-5 2.8e-4 2.8e-4 0.83111
L12 223.143 12.0106 0.80546 8.9e-5 5.5e-3 5.5e-3 4.2e-3 2.7e-3 5.0e-3 8.4e-5 2.8e-4 2.9e-4 0.80527
L13 223.138 14.9228 0.73343 1.8e-4 3.0e-3 3.0e-3 5.8e-3 2.8e-3 6.4e-3 1.6e-4 2.9e-4 3.3e-4 0.72553
L14 223.140 15.9554 0.70046 7.6e-5 2.9e-3 2.9e-3 6.9e-3 2.8e-3 7.5e-3 2.5e-4 2.9e-4 3.8e-4 0.68981
L15 223.137 17.1911 0.64879 1.6e-4 2.8e-3 2.8e-3 8.0e-3 2.8e-3 8.4e-3 4.2e-4 3.1e-4 5.2e-4 0.63665
L16 223.139 18.1560 0.57419 1.1e-4 2.7e-3 2.7e-3 8.4e-3 2.8e-3 8.8e-3 1.2e-3 3.5e-4 1.3e-3 0.57689
L17 269.996 9.5824 0.86046 1.2e-4 5.7e-3 5.7e-3 2.2e-3 1.4e-3 2.6e-3 5.1e-5 2.8e-4 2.8e-4 0.85932
P2 298.174 6.43692 0.99999 1.9e-5 1.6e-3 1.6e-3 8.0e-6 1.2e-3 1.2e-3
L18 298.158 6.7090 0.99359 2.2e-4 1.5e-3 1.5e-3 1.1e-4 1.1e-3 1.1e-3 2.7e-6 2.7e-4 2.7e-4 0.99371
L19 298.160 6.7192 0.99334 5.5e-5 1.4e-3 1.4e-3 5.0e-5 1.1e-3 1.1e-3 3.7e-6 2.7e-4 2.7e-4 0.99347
L20 298.161 7.1003 0.98384 3.6e-4 1.6e-3 1.6e-3 1.0e-4 1.1e-3 1.1e-3 9.9e-7 2.7e-4 2.7e-4 0.98411
L21 298.162 7.4191 0.97525 1.6e-4 1.5e-3 1.5e-3 1.7e-4 1.2e-3 1.2e-3 3.0e-6 2.7e-4 2.7e-4 0.97557
L22 298.175 7.8946 0.96050 4.3e-4 1.5e-3 1.5e-3 3.0e-4 1.2e-3 1.2e-3 3.7e-6 2.8e-4 2.8e-4 0.96091
L23 298.174 8.0782 0.95344 1.2e-4 1.6e-3 1.6e-3 3.0e-5 1.2e-3 1.2e-3 4.8e-6 2.8e-4 2.8e-4 0.95412
L24 298.171 8.1479 0.95029 1.5e-4 1.4e-3 1.4e-3 2.2e-4 1.2e-3 1.3e-3 1.1e-5 2.8e-4 2.8e-4 0.95126
L25 298.173 8.1544 0.94976 2.5e-4 1.5e-3 1.5e-3 4.0e-4 1.2e-3 1.3e-3 2.3e-6 2.8e-4 2.8e-4 0.95099
L26 298.174 8.2531 0.94359 3.6e-4 1.5e-3 1.5e-3 3.1e-4 1.2e-3 1.2e-3 3.2e-5 2.8e-4 2.8e-4 0.94654
L27 298.174 8.2743 0.94155 4.4e-4 1.5e-3 1.6e-3 1.4e-4 1.3e-3 1.3e-3 1.8e-5 2.8e-4 2.8e-4 0.94551
L28 298.174 8.2862 0.94041 2.8e-4 1.5e-3 1.5e-3 1.5e-5 1.3e-3 1.3e-3 6.4e-6 2.8e-4 2.8e-4 0.94492
L29 298.176 8.2971 0.93797 2.0e-5 1.6e-3 1.6e-3 1.8e-4 1.2e-3 1.2e-3 2.0e-5 2.8e-4 2.8e-4 0.94437
P3 303.158 7.21053 0.99999 9.5e-6 2.0e-3 2.0e-3 3.0e-5 1.1e-3 1.1e-3
L30 303.156 7.4035 0.99450 5.0e-4 1.9e-3 2.0e-3 3.0e-5 1.1e-3 1.1e-3 1.4e-6 2.7e-4 2.7e-4 0.99457
L31 303.155 7.5216 0.99044 3.0e-4 1.7e-3 1.7e-3 3.2e-5 1.1e-3 1.1e-3 1.2e-6 2.8e-4 2.8e-4 0.99078
L32 303.157 7.5345 0.98985 3.1e-5 1.7e-3 1.7e-3 4.3e-5 1.1e-3 1.1e-3 3.3e-6 2.8e-4 2.8e-4 0.99035
L33 303.157 7.5452 0.98928 8.9e-5 1.7e-3 1.7e-3 2.8e-5 1.2e-3 1.2e-3 5.1e-6 2.8e-4 2.8e-4 0.98997
L34 303.157 7.5531 0.98883 5.8e-5 1.8e-3 1.8e-3 2.5e-5 1.2e-3 1.2e-3 2.0e-6 2.8e-4 2.8e-4 0.98969
L35 303.157 7.5539 0.98894 5.2e-5 1.7e-3 1.7e-3 6.7e-5 1.1e-3 1.1e-3 1.8e-6 2.8e-4 2.8e-4 0.98966
L36 303.157 7.5575 0.98840 1.7e-4 1.7e-3 1.7e-3 4.6e-5 1.1e-3 1.1e-3 5.2e-6 2.8e-4 2.8e-4 0.98954

a Sample standard deviation of the mean of the temperatures s(T̄f), mean of the standard systematic uncertainty of the temperatures ūc(T̄ ), total standard
uncertainty of the temperature uc(T̄f), sample standard deviation of the mean of the pressures s(p̄f), mean of the standard systematic uncertainty of the
pressures ūc(p̄), total standard uncertainty of the pressure uc(p̄f), sample standard deviation of the mean of the mole fractions s( x̄CO2

), mean of the to-
tal standard uncertainty of the mole fractions ūtot(xCO2

), total standard uncertainty of the mole fraction uc( x̄CO2
), fitted EOS-CG calculated mole fraction

xCO2 ,calc(T̄f, p̄f) 1 Span-Wagner CO2 vapor pressure is 0.6820 ± 0.0002 MPa; 2 Span-Wagner CO2 vapor pressure is 6.4379 ± 0.0019 MPa;
3 Span-Wagner CO2 vapor pressure is 7.2149 ± 0.0021 MPa;

At present, EOS-CG (or GERG-2008) gives the best pre-
diction of the VLE of the CO2+N2 system. On this basis, it
was of interest to determine how well our data agreed with
EOS-CG.

The VLE predictions of EOS-CG using the original param-
eters [1, 2] are shown with the measurement data and un-
certainty estimates of the current work in Figs. 7 to 10. The
relative volatility of the new data and EOS-CG can be com-
pared in Fig. 11.

At 223.14 K, our data showed very good agreement with
EOS-CG up to pressures of 12 MPa. Above this pressure, the
estimate for the critical point from Section 5.2 was p̂c =
18.26 MPa and ẑCO2,c = 0.4880, while EOS-CG with origi-

nal parameters indicated p̂c =19.88 MPa and ẑCO2,c = 0.479.
Hence, it seemed like EOS-CG overpredicted the critical pres-
sure at this temperature by about 1.6 MPa. The deviations
between our data and the model were in this region order
of magnitudes larger than the estimated uncertainties of our
data and critical point estimate.

According to the literature data review of Gernert and
Span [1] and Gernert [2], there were no VLE literature data
in the critical region at temperatures below the data pro-
vided by Al-Sahhaf et al. [37] at 240 K. There were, however,
some phase boundary measurements in the temperature re-
gion 208 to 240 K with CO2 mole fractions from 0.4 to 0.5,
in the works by Esper [38], [39] and Duarte-Garza et al.
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Table 5
Experimental VLE data for CO2 (1) + N2 (2) at mean temperature T̄f, mean pressure p̄f, and mean vapor phase mole fraction ȳCO2

a.

Data Temperature Pressure Composition
ID T̄f p̄f ȳCO2

s(T̄f) ūc(T̄ ) uc(T̄f) s(p̄f) ūc(p̄) uc(p̄f) s( ȳCO2
) ūtot(yCO2

) uc( ȳCO2
) yCO2 ,calc

(K) (MPa) (-) (K) (K) (K) (MPa) (MPa) (MPa) (-) (-) (-) (-)

P1 223.138 0.68291 0.99999 5.3e-5 2.5e-3 2.5e-3 2.5e-6 5.0e-4 5.0e-4
V1 223.139 1.9383 0.40700 1.1e-4 2.6e-3 2.6e-3 3.6e-4 5.2e-4 6.3e-4 1.2e-4 2.9e-4 3.1e-4 0.41050
V2 223.139 4.3535 0.23253 8.2e-5 2.5e-3 2.5e-3 1.2e-3 1.1e-3 1.6e-3 3.8e-5 2.8e-4 2.8e-4 0.23398
V3 223.139 4.3652 0.23239 1.8e-4 2.5e-3 2.5e-3 1.1e-3 1.1e-3 1.5e-3 6.9e-5 2.8e-4 2.8e-4 0.23364
V4 223.139 5.0378 0.21785 1.2e-4 3.4e-3 3.4e-3 1.0e-3 1.1e-3 1.5e-3 4.8e-5 2.7e-4 2.8e-4 0.21745
V5 223.141 6.0853 0.20174 8.5e-5 5.1e-3 5.1e-3 1.8e-3 1.1e-3 2.1e-3 4.7e-5 2.7e-4 2.8e-4 0.20185
V6 223.139 7.0097 0.19326 1.3e-4 4.9e-3 4.9e-3 1.6e-3 1.6e-3 2.2e-3 9.8e-5 2.7e-4 2.9e-4 0.19449
V7 223.141 8.0989 0.18971 1.2e-4 5.7e-3 5.7e-3 1.5e-3 1.2e-3 2.0e-3 6.6e-5 2.7e-4 2.8e-4 0.19118
V8 223.141 8.4403 0.18981 1.7e-4 3.6e-3 3.6e-3 1.7e-3 1.3e-3 2.1e-3 1.1e-5 2.7e-4 2.7e-4 0.19110
V9 223.142 8.6079 0.18980 4.4e-4 4.2e-3 4.2e-3 1.5e-3 1.3e-3 2.0e-3 5.7e-5 2.7e-4 2.8e-4 0.19122
V10 223.140 9.1920 0.19069 2.8e-4 5.4e-3 5.4e-3 1.3e-3 1.4e-3 1.9e-3 3.8e-5 2.7e-4 2.8e-4 0.19234
V11 223.141 9.8050 0.19283 6.6e-5 5.2e-3 5.2e-3 2.0e-3 2.6e-3 3.3e-3 6.9e-5 2.7e-4 2.8e-4 0.19470
V12 223.139 10.8694 0.19990 2.4e-4 3.2e-3 3.2e-3 1.9e-3 2.7e-3 3.3e-3 1.0e-4 2.7e-4 2.9e-4 0.20150
V13 223.141 11.9787 0.20881 3.5e-4 5.0e-3 5.0e-3 2.5e-3 2.7e-3 3.7e-3 9.6e-5 2.8e-4 2.9e-4 0.21230
V14 223.138 14.9699 0.25683 3.6e-4 3.0e-3 3.0e-3 3.3e-3 2.8e-3 4.3e-3 2.6e-4 2.8e-4 3.8e-4 0.26333
V15 223.138 16.0098 0.28507 1.1e-4 2.8e-3 2.8e-3 3.5e-3 2.8e-3 4.5e-3 1.6e-4 2.9e-4 3.3e-4 0.29132
V16 223.139 17.2510 0.33148 1.6e-4 2.9e-3 2.9e-3 3.3e-3 2.8e-3 4.3e-3 1.6e-4 3.0e-4 3.4e-4 0.33698
V17 223.138 18.2173 0.41480 5.8e-5 2.7e-3 2.7e-3 3.3e-3 2.8e-3 4.3e-3 6.1e-4 3.6e-4 7.1e-4 0.39381
V18 269.997 9.5571 0.58169 7.3e-5 4.8e-3 4.8e-3 4.5e-3 1.4e-3 4.8e-3 2.5e-4 2.8e-4 3.8e-4 0.58466
V19 269.996 9.5839 0.58095 1.1e-4 6.0e-3 6.0e-3 2.6e-3 1.4e-3 2.9e-3 2.3e-4 2.8e-4 3.6e-4 0.58453
P2 298.174 6.43692 0.99999 1.9e-5 1.6e-3 1.6e-3 8.0e-6 1.2e-3 1.2e-3
V20 298.159 6.7088 0.98174 2.2e-5 1.5e-3 1.5e-3 4.2e-5 1.1e-3 1.1e-3 9.0e-5 2.8e-4 3.0e-4 0.98181
V21 298.158 6.7194 0.98097 8.7e-5 1.5e-3 1.5e-3 1.3e-4 1.1e-3 1.1e-3 6.8e-6 2.8e-4 2.8e-4 0.98113
V22 298.162 7.0988 0.95952 5.3e-6 1.5e-3 1.5e-3 2.4e-5 1.2e-3 1.2e-3 1.5e-5 2.8e-4 2.8e-4 0.95949
V23 298.161 7.4163 0.94435 6.9e-5 1.4e-3 1.4e-3 1.0e-4 1.1e-3 1.1e-3 5.6e-5 2.8e-4 2.8e-4 0.94439
V24 298.163 7.4175 0.94434 1.1e-4 1.5e-3 1.5e-3 2.9e-4 1.1e-3 1.2e-3 3.8e-5 2.8e-4 2.8e-4 0.94435
V25 298.175 7.8935 0.92792 1.5e-5 1.5e-3 1.5e-3 1.5e-4 1.2e-3 1.2e-3 2.3e-5 2.8e-4 2.8e-4 0.92736
V26 298.174 8.0724 0.92467 7.7e-5 1.6e-3 1.6e-3 3.0e-4 1.2e-3 1.2e-3 3.9e-5 2.7e-4 2.8e-4 0.92293
V27 298.169 8.1434 0.92461 3.0e-4 1.4e-3 1.5e-3 8.1e-5 1.2e-3 1.2e-3 5.2e-5 2.7e-4 2.8e-4 0.92153
V28 298.173 8.2526 0.92610 7.3e-5 1.5e-3 1.5e-3 1.4e-4 1.2e-3 1.2e-3 4.2e-5 2.7e-4 2.8e-4 0.92011
V29 298.174 8.2721 0.92694 8.9e-5 1.5e-3 1.5e-3 8.8e-5 1.2e-3 1.2e-3 8.4e-5 2.7e-4 2.9e-4 0.91995
V30 298.175 8.2862 0.92730 1.2e-5 1.5e-3 1.5e-3 1.0e-4 1.3e-3 1.3e-3 4.6e-5 2.7e-4 2.8e-4 0.91988
V31 298.175 8.2972 0.93025 3.6e-4 1.6e-3 1.7e-3 7.6e-5 1.2e-3 1.2e-3 3.4e-5 2.7e-4 2.8e-4 0.91982
P3 303.158 7.21053 0.99999 9.5e-6 2.0e-3 2.0e-3 3.0e-5 1.1e-3 1.1e-3
V32 303.157 7.4007 0.99154 2.7e-4 2.0e-3 2.0e-3 1.7e-5 1.2e-3 1.2e-3 1.4e-5 2.8e-4 2.8e-4 0.99157
V33 303.157 7.4672 0.98904 2.4e-4 2.0e-3 2.0e-3 5.5e-5 1.1e-3 1.1e-3 2.6e-5 2.8e-4 2.8e-4 0.98888
V34 303.158 7.5217 0.98695 1.8e-5 1.7e-3 1.7e-3 7.9e-5 1.1e-3 1.1e-3 1.5e-5 2.8e-4 2.8e-4 0.98682
V35 303.158 7.5350 0.98699 3.5e-5 1.8e-3 1.8e-3 5.7e-5 1.2e-3 1.2e-3 9.4e-6 2.8e-4 2.8e-4 0.98635
V36 303.158 7.5450 0.98683 2.0e-5 1.7e-3 1.7e-3 2.1e-5 1.2e-3 1.2e-3 2.3e-5 2.8e-4 2.8e-4 0.98600
V37 303.158 7.5532 0.98681 2.4e-4 1.8e-3 1.8e-3 1.1e-4 1.2e-3 1.2e-3 6.6e-5 2.8e-4 2.8e-4 0.98571
V38 303.158 7.5540 0.98662 3.2e-5 1.8e-3 1.8e-3 6.2e-5 1.1e-3 1.1e-3 1.6e-5 2.8e-4 2.8e-4 0.98568
V39 303.157 7.5543 0.98641 1.0e-4 1.7e-3 1.7e-3 1.9e-5 1.1e-3 1.1e-3 1.1e-5 2.8e-4 2.8e-4 0.98571
V40 303.158 7.5574 0.98708 2.3e-5 1.7e-3 1.7e-3 6.2e-5 1.1e-3 1.1e-3 8.2e-6 2.8e-4 2.8e-4 0.98568

a Sample standard deviation of the mean of the temperatures s(T̄f), mean of the standard systematic uncertainty of the temperatures ūc(T̄ ), total standard
uncertainty of the temperature uc(T̄f), sample standard deviation of the mean of the pressures s(p̄f), mean of the standard systematic uncertainty of the
pressures ūc(p̄), total standard uncertainty of the pressure uc(p̄f), sample standard deviation of the mean of the mole fractions s( ȳCO2

), mean of the to-
tal standard uncertainty of the mole fractions ūtot(yCO2

), total standard uncertainty of the mole fraction uc( ȳCO2
), fitted EOS-CG calculated mole fraction

yCO2 ,calc(T̄f, p̄f) 1 Span-Wagner CO2 vapor pressure is 0.6820 ± 0.0002 MPa; 2 Span-Wagner CO2 vapor pressure is 6.4379 ± 0.0019 MPa;
3 Span-Wagner CO2 vapor pressure is 7.2149 ± 0.0021 MPa;

[40]. As Gernert and Span [1] and Gernert [2] noted, these
phase boundary measurements indicated that EOS-CG over-
predicted the critical pressure at these lower temperatures,
which was in accordance with our measurements.

Both at 298.17 and 303.16 K, our data indicated a critical
point at lower pressures and higher total CO2 compositions
than EOS-CG.

At 298.17 K, EOS-CG indicated a critical point at approx-
imately p̂c = 8.449MPa and ẑCO2,c = 0.9286, while the esti-
mation of the critical point from Section 5.2 was p̂c = 8.295 MPa

and ẑCO2,c = 0.9342. Hence, the new data indicated that
EOS-CG overpredicts the critical pressure by approximately
0.15 MPa.

At 303.16 K, the critical point indicated by EOS-CG was
approximately p̂c = 7.665 MPa and ẑCO2,c = 0.9834, while
the data of this work indicated p̂c = 7.558MPa and ẑCO2,c =
0.9877. Based on this comparison, EOS-CG overpredicts the
critical pressure by approximately 0.11 MPa.

Overall, EOS-CG seems to predict higher critical pres-
sures than indicated by our data.
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Fig. 5. Estimation of phase behavior around the critical point by regression analysis of scaling law in Eq. (15). Note that that
the scales are very different in the two graphs.

5.4. Model fitting

5.4.1. Introduction
The parameters of two different equations of state were

fitted against the experimental data. First, EOS-CG [1, 2]
was fitted to obtain the best possible description of the criti-
cal region. Second, the Peng-Robinson (PR) cubic EOS [41]
with the alpha correction by Mathias and Copeman [42]
(MC), the mixing rules by Wong and Sandler [43] (WS)
and the NRTL [44] excess Gibbs energy model, were cho-
sen. This combination of EOS, alpha correction, mixing rule
and excess Gibbs energy model, designated here as PR-MC-
WS-NRTL, has previously been used with some success to fit
VLE data of the CO2-Ar system [45], for instance with regard
to the critical region at a certain temperature. This EOS is
computationally less time-consuming than EOS-CG.

The phase equilibrium calculations were performed by
solving the equation of state using the equilibrium condition,
expressed as an equality of the fugacities of each component,

i = CO2, N2, in the liquid and vapor phase [46]:

fi,L(T, p, x i) = fi,V(T, p, yi) . (18)

The solution of this equation was performed using an in-
house software.

The model fit was performed using orthogonal distance
regression (ODR), which in our case consisted of minimiz-
ing an objective function with weighting of the error be-
tween data and model prediction in both composition xCO2

and yCO2
, and in pressure p̄, at a fixed temperature. The

PythonTM implementation of NIST’s ODRPACK [47]was used
to perform the regression. With zCO2

equal to xCO2
or yCO2

,

Table 6
Regressed parameters of scaling law in Eq. (15) in this work and other
parameters relevant for fit.

Symbol Unit T=223.14 K T=298.17 K

np 8 7
λ̂1 (T ) (MPa−1) 1.8247·10−3 0.020517
λ̂2 (T ) (MPa−1) 0.012694 -0.075047
µ̂ (T ) (MPa−β ) 0.29375 0.056131
ẑCO2 ,c (T ) 0.4880 0.9342
p̂c (T ) (MPa) 18.26 8.295
szCO2,c

0.0008 0.0002

uzCO2,c
0.0009 0.0004

spc
(MPa) 0.008 0.001

upc
(MPa) 0.01 0.002
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the objective function S minimized can be stated as:

S2 =
1

n− np

∑

i

�

pi,calc − p̄i

uc(p̄i)

�2

+
1

n− np

∑

i

�

zi,CO2,calc − zi,CO2

u(zi,CO2
)

�2

, (19)

where n is the total number of experimental data points, and
np is the number of parameters adjusted in the model fit.

It should be noted that by using Eq. (19), the data are
only weighted according to their estimated uncertainty. Hence,
more weight was put on regions with higher number of data
points, which may skew the model since we are using an in-
complete set of data. For the present purpose of interpreting
the data, this simple approach was deemed sufficient.

In addition to the value of the objective function S, two
statistics were used to describe the agreement between model
and data, the absolute average deviation (AAD) and the bias
(BIAS):

AAD=
100

n

∑

i

�

�

�zi,CO2
− zi,CO2,calc

�

�

� , (20)

and

BIAS=
100

n

∑

i

�

zi,CO2
− zi,CO2,calc

�

. (21)

The fitted models were compared with a selection of some
of the high quality VLE data from the literature. An overview
of these data is given in Table 8.

5.4.2. EOS-CG VLE
For EOS-CG [1, 2], two parameters in the reducing func-

tion for temperature in EOS-CG for CO2 (1) + N2 (2), βT,12
and γT,12, were fitted. These two parameters were chosen
for fitting as their main influence is on the shape of the VLE
two-phase region, which is what we wanted to adjust to our
data. The three remaining parameters in the reducing func-
tions, and the 34 parameters of the departure function, were
kept at the values given in [1, 2]. For details about these pa-
rameters and the structure of the EOS, see Gernert and Span
[1] and Gernert [2].

The binary parameters for the reducing function for tem-
perature in EOS-CG for CO2 (1) + N2 (2), βT,12 and γT,12,
were fitted against our VLE pressure, temperature and com-
position data for the temperatures 223.14, 298.17 and 303.16 K
in Tables 4 and 5.

The fitted parameters of EOS-CG are shown in Table 7
together with the original parameter set from [1, 2, 7]. The
values of the objective function S in Eq. (19) are also shown.

The VLE predictions of EOS-CG using the fitted param-
eters from Table 7 are shown in Figs. 7 to 10 together with
relevant data and the uncertainty estimates of this work. The
relative volatilities calculated from the fitted EOS-CG and the
new data can be compared in Fig. 11.

The objective function value S decreased significantly by
fitting the parameters, and it can be seen that the fitted

Table 7
Original and fitted parameters and objective function S value (Eq. (19)) for
VLE calculation for CO2 (1) + N2 (2) in EOS-CG, valid for
T ∈ [223.15,303.16] K.

Original Fitted

βT,12 0.994140013 1.000800075
γT,12 1.107654104 1.110649656
βv,12 1.022709642
γv,12 1.047578256
F12 1
S 36 14

model matched much better with our data in the critical re-
gion at 223.14 K than the original model, without causing
significantly larger deviations at lower pressures. However,
at 298.17 and 303.16 K, the fitted model matched slightly
worse with our data in the critical region than the original
model. This development can also be seen from the objec-
tive function values calculated for each temperature, shown
in Table 8. The S value at 223.14 K decreases significantly, at
expense of the slight increase in the S values at 298.17 and
303.16 K. This was probably caused by the inadequacy of the
weighting of the model deviations in the objective function
at the different temperatures, as mentioned in Section 5.4.1.

Fig. 12a shows the deviations between our measured CO2
mole fractions and those calculated by both the original and
fitted version of EOS-CG at the same temperatures and pres-
sures.

Fig. 13 shows the VLE predictions of the original and fit-
ted model at a selection of temperatures different than those
measured at in the present work. These temperatures were
chosen on the basis of a selection of literature data used in
the model fitting in Section 5.4.3, and an overview of the
literature data is shown in Table 8.

With reference to these figures, it can be seen that the
fitted model lowers the critical pressure significantly at the
lower temperatures 218 to approximately 258 K, compared
to the original model. At temperatures above this, the critical
pressure started to shift from decrease to a slight increase.
The critical composition changed very little compared to the
original version of EOS-CG.

Fig. 12b shows the deviations between the measured CO2
mole fractions in the literature data in Table 8 and those
calculated by both the original and fitted version of EOS-CG
at the same temperatures and pressures.

The figure shows that the fitted version of EOS-CG matched
better than the original EOS-CG the data in the critical re-
gion at 240.00 K by Al-Sahhaf et al. [37] and at 243.15 K
by Fandiño et al. [30]. For the remaining literature data, the
fitted version of EOS-CG matches better than the original
version of EOS-CG in some temperature regions, and some-
what worse at other temperatures. This is indicated by the
AAD, BIAS and S values found in Table 8.

The fitted version of EOS-CG presented here, indicated
a possibility to improve the description of the VLE in the
critical region by EOS-CG. Only the VLE data measured at
223.15, 298.15 and 303.15 K in the present work was used
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to perform the fit. Therefore, the model with the fitted pa-
rameters cannot be used to calculate other properties for the
CO2+N2 binary system, such as density, heat capacity and
others. For this, a complete new fit of the parameters is nec-
essary, including the data for these properties, as well.

5.4.3. Peng-Robinson EOS
The alpha correction by Mathias and Copeman is given

as [42]

αi(T ) =

(

�

1+ c1,ih(T ) + c2,ih
2(T ) + c3,ih

3(T )
�2

if T < Tc,i ,
�

1+ c1,ih(T )
�2

if T ≥ Tc,i ,

h(T ) = 1−
p

T/Tc,i , (22)

where i = CO2 or N2. The values for c1,i , c2,i , c1,i , and the
critical temperatures Tc,i and pressures pc,i , are given in Ta-
ble 9.

The mixing rule by Wong and Sandler (WS) is given as [43]

bm =

∑

i

∑

j
x i x j

�

b−
a

RT

�

i j

1−
AE
∞

CRT
−
∑

i
x i

�

ai

biRT

�

, (23)

am = bmRT − RT
∑

i

∑

j

x i x j

�

b−
a

RT

�

i j
, (24)

where am and bm are the mixture parameters, and ai and bi
are the pure component parameters, of the Peng-Robinson
EOS. The cross second virial coefficient is given by [43]

�

b−
a

RT

�

i j
=

�

bi −
ai

RT

�

+
�

b j −
a j

RT

�

2

�

1− ki j

�

, (25)

where ki j is the Wong-Sandler binary interaction parameter.
The molar excess Helmholtz energy, AE

∞, is modeled in
the present work using the NRTL model [43]

AE
∞

RT
=
∑

i

x i









∑

j
x jτ ji exp (−α jiτ ji)

∑

k
xk exp (−αkiτki)









, (26)

where αi j are the non-randomness parameters and τi j are
the binary interaction parameters of the NRTL model.

The following restrictions are put on the parameters:

ki j = k ji , kii = 0 ,

αi j = α ji , αii = 0 ,

τi j 6= τ ji , τii = 0 . (27)

As in the work by Coquelet et al. [45], we have assumed
a constant value for α12 = α21 = 0.3, based on the sug-
gestions by Renon and Prausnitz [44] for a system of two
non-polar components. This leaves 3 adjustable parameters
in the PR-MC-WS-NRTL model: k12, τ12 and τ21. These pa-
rameters are assumed to be temperature dependent.

With temperature dependent parameters, it is of interest
to fit the parameters to data at different temperatures, and
try to determine a model for the temperature dependence of
the parameters, enabling the use of the EOS at temperatures
over the whole temperature range of the data.

To ensure some form of temperature dependency in the
parameters, it was chosen to only perform parameter fitting
for temperatures where measurements existed in the whole
range from the vapor pressure of CO2 up to the critical re-
gion. Our data contained measurements covering this region
for the three temperatures 223, 298 and 303 K. These data
were used to fit the three parameters k12, τ12 and τ21 of the
PR-MC-WS-NRTL EOS. In addition, these three parameters
were fitted against literature data with measurements span-
ning the same pressure region for other temperatures. The
selected literature data used for fitting the parameters are
shown in Table 8.

The resulting parameter values for the different tempera-
tures are shown in Table 10 and Figs. 6a and 6b, designated
as Case 1.

With reference to Fig. 6a, the temperature dependencies
of τ12 and τ21 could be described approximately by func-
tions on the following form:

τ12(T ) = aτ12
+ bτ12

/(T − cτ12
) , (28)

τ21(T ) = aτ21
+ bτ21

/(T − cτ21
) . (29)

The optimal values of k12 seemed to be approximately
constant up to 298.17 K. For the two data sets at 303 K, the
optimal values were significantly higher. The reason for this
seemed to be that the parameters of the EOS cannot be ad-
justed such as to simultaneously get a good fit of the data in
the critical region at these higher temperatures and a good
fit of the data below the critical region. The optimal parame-
ters at these two temperatures gave a reasonable description
of the data below the critical region, but predicted a signif-
icantly higher critical pressure than what was suggested by
the data.

Based on this, the values of τ12 and τ21 were fitted again
for these two temperature data sets, keeping k12 fixed at a
value equal to the k12 optimal values at the lower temper-
ature, approximately k12 = 0.27. This gave a significantly
better match between the model prediction of the critical
pressure and the critical pressure suggested by the data, at
expense of the match of the model to the composition of the
phases below the critical pressure.

To obtain an approximation to the temperature depen-
dency of τ12 and τ21, it was decided to fit τ12 and τ21
against the data sets in Table 8 using a constant value of
k12 = 0.266801. The optimal values of τ12 and τ21 under
this restriction are given in Table 10 as Case 2 and in Figs. 6a
and 6b.

With cτ12
fixed at 308 K, the coefficients aτ12

and bτ12

in Eq.(28) were fitted against the optimal values of τ12 for
Case 2 for the temperatures where critical region data ex-
ist. Please refer to Table 8 for the data sets that were in-
cluded. With cτ21

fixed at 323 K, the coefficients aτ21
and
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Table 8
AAD and BIAS of the different EOSs, for data from the present work and data from literature.

EOS-CG Original EOS-CG Fitted PR-MC-WS-NRTLa Datab

ID T (K) AAD BIAS S AAD BIAS S AAD BIAS S pmin - pmax (MPa) nxCO2
, nyCO2

Source

1* 218.16 0.21 -0.14 5.73 0.38 -0.28 11.00 0.60 -0.09 15.93 0.97 - 15.03 11, 11 [30]
2 223.14 0.95 0.11 52.12 0.47 -0.08 16.86 0.78 0.03 25.81 1.94 - 18.22 16, 17 This work
3* 233.15 0.20 0.04 5.86 0.39 -0.11 11.90 0.64 -0.43 16.86 1.44 - 14.96 10, 10 [30]
4 240.00 1.03 -0.06 11.25 0.60 -0.25 6.38 1.07 -0.81 7.95 1.70 - 16.15 25, 21 [37, 48]
5 243.15 0.62 -0.15 23.78 0.38 -0.21 10.74 0.81 -0.67 19.86 1.51 - 15.21 11, 11 [30]
6 258.15 0.66 -0.46 18.49 0.63 -0.60 15.47 0.95 -0.95 23.24 2.79 - 13.64 13, 13 [30]
7* 270.00 0.22 0.05 11.57 0.24 -0.12 13.70 0.49 -0.40 N/A 9.56 - 9.58 1, 2 This work
8 270.00 0.39 -0.13 2.57 0.36 -0.26 2.21 0.53 -0.33 3.29 3.43 - 12.34 54, 63 [49, 28, 50, 48]
9 273.15 0.39 -0.14 11.05 0.38 -0.26 9.39 0.49 -0.13 14.10 3.54 - 11.79 11, 11 [30]
10 288.15 0.29 -0.27 7.91 0.29 -0.29 7.04 0.41 0.16 10.45 5.24 - 9.70 7, 7 [30]
11 288.30 0.51 -0.50 4.95 0.56 -0.54 5.20 0.35 -0.02 3.91 6.61 - 9.70 8, 8 [51]
12 293.30 0.32 0.06 2.81 0.38 0.03 2.92 0.63 0.39 10.03 6.00 - 9.11 10, 10 [51]
13 298.17 0.23 0.13 13.05 0.28 0.12 14.93 0.38 0.34 17.49 6.71 - 8.30 12, 12 This work
14 303.15 0.03 -0.02 1.04 0.04 -0.03 1.19 0.05 -0.04 1.41 7.31 - 7.57 6, 6 [30]
15 303.16 0.06 0.02 2.86 0.07 0.02 3.02 0.06 -0.05 2.83 7.40 - 7.56 7, 7 This work

a PR-MC-WS-NRTL Case 3. b Data pressure range pmin - pmax, number of liquid points nxCO2
and vapor point nyCO2

. ID is a data set identifier. T is the

mean temperature of the data set. * Not used for fitting the coefficients of Eqs. (28) and (29) since no data in the critical region.

bτ21
in Eq. (29) were fitted in a similar way. The fit was

performed using unweighted least squares.
The fitted coefficients are shown in Table 10 as Case 3, to-

gether with the calculated values of τ12 and τ21 from Eqs. (28)
and (29).

The VLE predictions of PR-MC-WS-NRTL EOS model us-
ing the Case 3 parameters for the temperatures 223.14, 270.00,
298.17 and 303.16 K are shown in Figs. 7 to 10 with the
measurement data, uncertainties, and other models consid-
ered in this work. The corresponding relative volatilities are
shown in Fig. 11. The PR-MC-WS-NRTL EOS VLE predic-
tions for the temperatures of the literature data in Table 8
are plotted in Fig. 13.

As it can be seen in Figs. 12c and 12d, the deviation be-
tween the model prediction of the composition of the phases
and the experimental data was for most of the data points
higher than for the fitted version of EOS-CG, shown in Figs. 12a
and 12b. This was also reflected in the increased AAD and
S values for the majority of the temperature data sets com-
pared to the fitted version of EOS-CG, which can be found
in Table 8. The loss in accuracy is augmented by the sim-
pler formulation of the PR-MC-WS-NRTL model, compared

to EOS-CG.
The prediction of the critical point from the PR-MC-WS-

NRTL model (Case 3) was comparable with that of the fitted
version of EOS-CG for the lower temperature range, except
at 218.16 K. At temperatures above approximately 270 K, the
critical pressure predicted by the PR-MC-WS-NRTL model
agreed better with our experimental data than the fitted ver-
sion of EOS-CG. However, the fitted version of EOS-CG gave
a more accurate description of the composition of the phases
below the critical region, as can be seen from Figs. 7 to 10.

The PR-MC-WS-NRTL EOS with α = 0.3, k12 = k21 =
0.266801 and τ12 and τ21 described by Eqs. (28) and (29),
respectively, provided an approximate description of the VLE
of CO2+N2 over the temperature range 223.14 to 303.16 K.
Although the model was less accurate than the fitted version
of EOS-CG, it provided a fairly accurate description of the
critical pressure at the different temperatures.

Table 9
Critical propertiesa and Mathias-Copeman coefficientsb used in
PR-MC-WS-NRTL EOS for CO2 and N2.

i Tc,i (K) pc,i (MPa) c1,i c2,i c3,i

CO2 304.2 7.3765 0.704606 -0.314862 1.89083
N2 126.161 3.3944 0.404606 0.391057 -0.963495

a Values used by the in-house software. Slightly different from the val-
ues used in [6] and [22]: Tc,CO2

= 304.1282K, pc,CO2
= 7.3773MPa,

Tc,N2
= 126.192K, pc,N2

= 3.3958 MPa. b Parameters for CO2 from [45].
Parameters for N2 obtained by fitting the N2 vapor pressure calculated us-
ing PR-MC against N2 vapor pressures calculated by the N2 reference EOS
by Span et al. [22] over the temperature range between the N2 triple point
and the critical point.
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Table 10
Optimal parameters k12, τ12 and τ21 for the PR-MC-WS-NRTL model, fitted against data from the present work and literature data.

Case 1a Case 2b Case 3c

IDd T (K) k12 τ12 τ21 S τ12 τ21 S τ12 τ21 S

1* 218.16 0.2900 1.3089 0.1064 4.6 1.0545 0.3482 6.5 1.5691 -0.0567 15.9
2 223.14 0.2689 1.5661 -0.0569 23.6 1.5478 -0.0432 23.6 1.5817 -0.0773 25.8
3* 233.15 0.2910 1.3736 -0.0553 8.1 1.0386 0.2261 9.9 1.6122 -0.1258 16.9
4 240.00 0.2805 1.9191 -0.3681 4.5 1.7554 -0.2797 4.7 1.6383 -0.1656 7.9
5 243.15 0.2630 1.5047 -0.1917 11.6 1.5545 -0.2235 11.6 1.6521 -0.1862 19.9
6 258.15 0.2844 1.7847 -0.4687 13.3 1.4619 -0.2874 13.7 1.7419 -0.3119 23.2
8 270.00 0.2824 2.2506 -0.6894 3.5 2.0062 -0.5610 3.4 1.8629 -0.4615 3.3
9 273.15 0.2643 2.0383 -0.5748 12.1 2.0802 -0.5959 12.1 1.9090 -0.5133 14.1
10 288.15 0.2567 1.8852 -0.5275 7.5 2.1554 -0.6901 7.5 2.3286 -0.8879 10.5
11 288.30 0.2541 2.0092 -0.7143 3.9 2.3286 -0.8882 3.9 2.3358 -0.8931 3.9
12 293.30 0.2529 2.2199 -0.6667 4.4 2.8110 -0.9317 4.2 2.6696 -1.1035 10.0
13 298.17 0.2669 3.3958 -1.2019 7.5 3.3919 -1.2001 7.5 3.3219 -1.3902 17.5
14 303.15 0.6231 7.7672 -2.7658 0.6 5.3201 -1.9738 1.5 5.3417 -1.8284 1.4
15 303.16 0.4235 6.1298 -2.2467 1.2 5.3199 -1.9738 3.5 5.3493 -1.8294 2.8

a k12 = k21 varies freely, α = 0.3 b k12 = k21 = 0.266801, α = 0.3 c k12 = k21 = 0.266801, α = 0.3. τ12 and τ21 calculated from Eqs. (28) and (29)
respectively using aτ12

= 1.35373, bτ12
= −19.3496, cτ12

= 308 K, and aτ21
= 0.357156, bτ21

= 43.3883, cτ21
= 323K.

d ID number corresponds to ID in Table 8. * Data set does not contain data in the critical region. Optimal values τ12 and τ21 for Case 2 not used for fitting
coeffiecients of Eqs. (28) and (29).
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Fig. 6. Optimal values for τ12, τ21 and k12 for the different temperature data sets in Table 8.
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6. Conclusions

This work describes a new facility for the measurement
of vapor-liquid equilibria (VLE) of CO2-rich mixtures, and re-
ports the measurements of this setup on mixtures of CO2 and
N2. More accurate VLE data will be required for a number of
relevant mixtures in order to build better predictive models
to be used in order to optimize the design and operation of
various processes needed within CCS.

Our data covers a large range of VLE liquid and vapor
phase CO2 compositions, spanning from approximately 0.57
to 0.995 in the liquid phase, and from 0.19 to 0.992 in the
vapor phase. Our measured CO2 vapor pressures at the tem-
peratures 223.14, 298.17 and 303.16 K are all within the val-
ues calculated from the Span-Wagner EOS. The agreement
between our VLE data and high quality literature data is
very good, the differences being within our and the litera-
ture data author’s uncertainty estimates. The apparatus have
shown that it is able to perform very stable measurements
in the critical region, especially at the higher temperatures
298.17 and 303.16 K, where the two-phase region spans over
very small pressure and composition ranges. It is reasonable
to assume that our apparatus is working properly when it
comes to performing VLE measurements of high quality in
these temperature, pressure and composition ranges.

The VLE measurements in the critical region at 223.14
and 303.16 K, and the accurate measurements at 298.17 K
are new contributions, as no data for these regions with the
same accuracy could be found in the literature. These have
been used to calculate estimates with low uncertainties for
the critical points using a scaling law.

The equation of state (EOS) giving the current best de-
scription of the VLE of CO2+N2 system, the GERG-2008 EOS [7]
(or EOS-CG [1, 2]), predicts a higher critical pressure than
the measurements in this work suggests. At 223.14 K, this
EOS predicts a critical pressure approximately 1.6 MPa higher
than indicated by our data. The same behavior occurs at
298.17 and 303.16 K, with a predicted critical pressure 0.15
and 0.11 MPa higher than our data, respectively.

Two different EOSs have been fitted to our data and lit-
erature data. Two of the parameters of EOS-CG [1, 2] have
been fitted. In addition, a fit has been made of the Peng-
Robinson EOS [41] utilizing the alpha correction by Mathias
and Copeman [42], the mixing rule by Wong and Sandler
[43] and the NRTL excess Gibbs energy model [43]. These
EOSs are able to describe the data in the present work quite
accurately at the lower temperatures, especially in the criti-
cal region. However, at the higher temperatures, the descrip-
tion of the critical region is not so accurate. The EOSs also
describe literature data quite accurately. Hence, this work
illustrate the need to improve current models also with re-
gards to a system which is relatively well known compared
with other binary systems relevant for CCS.

Acknowledgements

This publication has been produced with support from
the research program CLIMIT and the BIGCCS Centre, per-
formed under the Norwegian research program Centres for
Environment-friendly Energy Research (FME). The authors
acknowledge the following partners for their contributions:
Gassco, Shell, Statoil, TOTAL, ENGIE and the Research Coun-
cil of Norway (193816/S60 and 200005/S60).

The research leading to these results has also received
funding from the European Community’s Seventh Frame-
work Programme (FP7-ENERGY-20121-1-2STAGE) under grant
agreement n◦ 308809 (The IMPACTS project). The authors
acknowledge the project partners and the following fund-
ing partners for their contributions: Statoil Petroleum AS,
Lundin Norway AS, Gas Natural Fenosa, MAN Diesel & Turbo
SE and Vattenfall AB.

The authors would like to thank Dr. Morten Hammer,
Dr. Geir Skaugen, Øivind Wilhelmsen, Eskil Aursand and
Magnus Aashammer Gjennestad at SINTEF Energy Research
for the in-house software used for VLE calculations and the
model fitting. We would also like to thank Bjarne Malvik
and Helge Johansen at SINTEF Energy Research and Håvard
Rekstad and Reidar Tellebon of NTNU for their contributions.

Furthermore, the authors would like to thank Professor
Roland Span of Ruhr-Universität Bochum and Dr. Eric W.
Lemmon of NIST for suggesting parameters for fitting EOS-
CG to the VLE data in the present work. Also, the authors
would like to thank Dr. Johannes Gernert and Professor Span
for the access to their literature data base [1].

Finally, the authors would like to thank the following
summer interns at SINTEF Energy Research for their contri-
butions: Asgeir Bjørgan, Petter Vollestad, Maximilian Schillings,
Bjørn Holst Pettersen and Ingeborg Treu Røe.

22



0 2 4 6 8 10 12 14 16 18 20
10

0

10
1

10
2

p (MPa)

R
e

la
ti
v
e

 v
o

la
ti
li
ty

 x
C

O
2

 y
N

2

/(
x

N
2

 y
C

O
2

)

 

 

EOS−CG original

EOS−CG fitted

PR−MC−WS−NRTL Case 3

This work

(a) 223.14 K

2 4 6 8 10 12 14
1

2

3

4

5

6

7

8

9

10

11

12

13

14

p (MPa)

R
e
la

ti
v
e
 v

o
la

ti
li
ty

 x
C

O
2

 y
N

2

/(
x

N
2

 y
C

O
2

)

 

 

EOS−CG original

EOS−CG fitted

PR−MC−WS−NRTL Case 3

This work

(b) 270.00 K

6 6.5 7 7.5 8 8.5
1

1.5

2

2.5

3

3.5

p (MPa)

R
e

la
ti
v
e

 v
o

la
ti
li
ty

 x
C

O
2

 y
N

2

/(
x

N
2

 y
C

O
2

)

 

 

EOS−CG original

EOS−CG fitted

PR−MC−WS−NRTL Case 3

This work

(c) 298.17 K

7.2 7.3 7.4 7.5 7.6 7.7
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

p (MPa)

R
e

la
ti
v
e

 v
o

la
ti
li
ty

 x
C

O
2

 y
N

2

/(
x

N
2

 y
C

O
2

)

 

 

EOS−CG original

EOS−CG fitted

PR−MC−WS−NRTL Case 3

This work

(d) 303.16 K

Fig. 11. Measured relative volatilities compared with different models.
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Fig. 12. Mole fraction deviations between data and models.
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Fig. 13. Original and fitted versions of EOS-CG and PR-MC-WS-NRTL model for the literature data temperatures in Table 8.
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List of symbols
a half-width used to model uncertainties using a

rectangular or triangular probability
distribution (−)

ai Peng-Robinson pure component i parameter
(−)

am Peng-Robinson mixture parameter (−)
AE
∞ molar excess Helmholtz energy at infinite

pressure (J mol−1)
bi Peng-Robinson pure component i parameter

(−)
bm Peng-Robinson mixture parameter (−)
C EOS-dependent constant in WS mixing rule. For

PR, C = ln (
p

2− 1)/
p

2 (−)
fi,L Section 5.4.1: Fugacity of component i in the

liquid phase (MPa)
fi,V Section 5.4.1: Fugacity of component i in the

vapor phase (MPa)
F12 EOS-CG weight parameter for CO2+N2 (−)
gL local acceleration of gravity (m s−2)
hi i = 1, 2,3, 4, liq. Distance used in phs

calculation. See Section Appendix A.1. (m)
ki j WS binary interaction parameter between

components i and j in Eq.(25) (−)

M molar mass (kg mol−1)
p pressure at VLE (MPa)
pi absolute pressure of sensor i, where

i = 1,2, 3,4 (MPa)
p0 pressure at cell side of p11 (MPa)
p11 differential pressure (MPa)
pc critical pressure
phs hydrostatic pressure (MPa)
p̄ pressure at VLE: mean pressure before one

composition sample in Tables B.2 and B.3 (MPa)
p̄f pressure at VLE: mean of the pressures p̄ for a

series of composition samples in Tables 4 and 5
(MPa)

R Resistance of SPRT at a temperature (Ω)
R Universal gas constant = 8.3145 J K−1 mol−1

RGa resistance of SPRT at TGa (Ω)
RH2O resistance of SPRT at TH2O (Ω)
RHg resistance of SPRT at THg (Ω)
Rref resistance of reference normal (Ω)
s(z) sample standard deviation of variable z (−)
s(z̄) sample standard deviation of the mean of

variable z (−)
S Model fitting objective function to be minimized

(−)
T04 ITS-90 temperature of top flange SPRT (K)
T05 ITS-90 temperature of bottom flange SPRT (K)
T ITS-90 temperature at VLE (K)
T̄ ITS-90 temperature at VLE: mean temperature

before one composition sample in Tables B.2
and B.3 (K)

T̄f ITS-90 temperature at VLE: mean of the
temperatures T̄ for a series of composition
samples in Tables 4 and 5 (K)

TGa ITS-90 temperature at gallium melting point (K)
TH2O ITS-90 temperature at water triple point (K)
THg ITS-90 temperature at mercury triple point (K)
u(z) standard uncertainty of variable z (−)
uc(z) combined standard uncertainty of variable z

(−)
utot(z) total standard uncertainty of variable z = xCO2

or yCO2
, from Eq. (A.33). (−)

W ITS-90 ratio R/RH2O (−)
Wb thermometry bridge ratio R/Rref (−)
Wr ITS-90 reference function (−)
xCO2

liquid phase CO2 mole fraction at VLE in
Table B.2 (−)

x̄CO2
liquid phase CO2 mole fraction at VLE: mean
mole fraction a series of composition samples in
Table 4 (−)
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xCO2,calc liquid phase CO2 mole fraction at VLE,
calculated from fitted EOS-CG. See
Section 5.4.2. (−)

yCO2
vapor phase CO2 mole fraction at VLE in
Table B.3 (−)

ȳCO2
vapor phase CO2 mole fraction at VLE: mean
mole fraction a series of composition samples in
Table 5 (−)

yCO2,calc vapor phase CO2 mole fraction at VLE,
calculated from fitted EOS-CG. See
Section 5.4.2. (−)

zCO2
Liquid or vapor phase mole fraction at VLE

zCO2,c Estimated critical composition in terms of CO2
mole fraction, defined in Section 5.2.

Greek letters
αi j NRTL non-randomness parameter for binary

interaction between components i and j in
Eq. (26) (−)

β Universal critical exponent of scaling law in
Eq. (15)

βT,12 EOS-CG parameter in temperature reducing
function for CO2+N2 (−)

βv,12 EOS-CG parameter in density reducing function
for CO2+N2 (−)

γT,12 EOS-CG parameter in temperature reducing
function for CO2+N2 (−)

γv,12 EOS-CG parameter in density reducing function
for CO2+N2 (−)

λ1
Parameters of scaling law in Eq. (15)λ2

µ
ρ density (kg m−3)
ρi density in the four different regions i = 1,2, 3,4

used for calculation of phs (kg m−3)
ρ4,1 density of pure CO2 in Region 4 used for

calculation of phs (kg m−3)
ρ4,2 density of fluid in Region 4 used for calculation

of phs (kg m−3)
σ standard deviation (−)
τi j NRTL parameter for binary interaction between

components i and j in Eq. (26) (−)

Subscripts
c critical state

Superscripts
¯ arithmetic mean

Abbreviations
ABBA Weighing cycle of A and B comparisons

CAD Computer-Aided Design
CCS Carbon Capture, transport and Storage
EOS Equation of State
EOS-CG Equation of State for Combustion Gases

and combustion gas like mixtures
GC Gas Chromatograph
GUM ISO Guide for the Estimation of Uncertainty in

Measurement
MC Mathias-Copeman alpha correction
NRTL Non-Random Two-Liquid excess Gibbs energy

model
OIML Organisation Internationale de Métrologie

Légale
PLC Programmable logic controller
PR Peng-Robinson EOS
SPRT Standard Platinum Resistance Thermometer
SW Span-Wagner EOS for CO2
TCD Thermal Conductivity Detector in GC
URL Upper Range Limit for p11
VLE Vapor-Liquid Equilibrium
WS Wong-Sandler mixing rule
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Appendix A. Detailed uncertainty analysis

Appendix A.1. Uncertainty analysis of pressure

As mentioned in Section 2.1, the equilibrium pressure at
the vapor-liquid interface p was measured indirectly. The
setup is shown in Fig. A.1. The absolute pressure sensor in
use for a given experiment is designated pi , where the index
i = 1, 2,3, 4 corresponds to the sensor in use, with increas-
ing full scale pressure for increasing indices. The differential
pressure transducer, designated p11, was placed at the same
elevation as the pi sensors, to avoid a pressure difference
due to a hydrostatic pressure. The differential pressure sen-
sor and the tubing going down to the cell was heated to a
temperature T10 above the cell temperature, to avoid con-
densation of the vapor phase in the tubing. Using these defi-
nitions, the pressure on the cell circuit side of the differential
pressure sensor can be stated as p0 = pi + p11.

p11

Liquid
xCO2

Vapor
yCO2 p,T

hvap

ρvap 

Thermostatic bath

Cell

p0

h2=0.104 m

h1=0.083 m-hliq

hliq=?

h3=0.214 m - h2

h4=0.204 m

pi

T
T T10

T<T10

ρ1(T,p0,yCO2,1) 

ρ2(T2,p0,yCO2,2) 

ρ3(T3,p0,yCO2,3)

ρ4(T4,p0,yCO2,4) 

T10

0.083 m

0.501 m

Fig. A.1. Sketch of pressure measurement system.

At thermodynamic equilibrium, the pressure at the vapor-
liquid interface p is equal to p0 plus the hydrostatic pres-
sure of the fluid in the vertical distance between the position
where p0 is measured and the vapor-liquid interface. This
hydrostatic pressure is designated phs. The pressure at the
vapor-liquid interface can then be stated as

p = pi + p11 + phs . (A.1)

Appendix A.1.1. Hydrostatic pressure phs

The hydrostatic pressure is in general equal to ρgLh, that
is, density times gravity times vertical height difference. This
pressure will in most cases be very small compared to the
cell pressure, as the fluid column is less than 0.5 m high,
and, as the density of the fluid is approximately proportional
to the cell pressure. The density of the fluid column ρ de-
pends on the contents of the cell. The height depends on the

liquid level in the cell hliq, and can be measured quite accu-
rately using a borescope to inspect the cell contents visually.
The local gravity used, gL = 9.82146 m s−2, was based on
a measurement by the Geological Survey of Norway (NGU)
in the room where the experimental setup is located. The
hydrostatic pressure phs was calculated based on the mean
absolute pressure value pi over the time period of the VLE
experiment, to obtain the equilibrium pressure p.

The tubing connecting the point where p0 was calculated
and the bulk contents of the cell was quite small in inter-
nal diameter (approximately 0.6 mm), and it was not certain
that the contents of this tubing had the same composition
and temperature as the bulk vapor phase in the cell, when
the bulk contents of the cell had reached VLE. This made it
difficult to calculate the density of the fluid very accurately.

In addition, the density of the fluid column will vary in
the vertical region between p and p0. As shown in Fig. A.1,
the vertical region was divided into four different subregions,
indicated with vertical distances hi , with corresponding tem-
peratures Ti , CO2 mole fractions yCO2,i and densities ρi , where
i = 1,2, 3,4.

In Regions i = 1,2 and 4, we could assume that the tem-
perature, and thereby the composition, in the fluid column
was approximately constant. Between the vapor-liquid inter-
face and up to the thermostatic bath fluid surface, the tem-
perature was assumed to be equal to T , as the bath fluid
should keep a specified temperature given by the set point of
the bath. The temperature in Regions 1 and 2 was therefore
equal to T . In Region 4 the temperature was kept at T10,
and is assumed to be constant. We assumed that the tem-
perature in Region 3, between the thermostatic bath liquid
surface at T and the circuit kept at T10 was increasing lin-
early, as shown in Fig. A.1. This was not necessarily correct,
as the region between the bath fluid surface and the bottom
of the insulating lid was filled with air.

The pressure in these four regions was assumed to be
equal to p0, to be able to perform the calculation of the den-
sities needed to calculate the hydrostatic pressure.

Based on the assumption of the temperature behavior in
Region 3, we assumed that the density in Region 3 was de-
creasing linearly from the density in Regions 2 to 4 as we
move up vertically. Assuming a vertical height datum z = 0
at the interface between Regions 2 and 3, the densities in
this and the other regions could be expressed as

ρ1 = ρvap(T, p0, yCO2
) ,

ρ2 = ρ2(T, p0, yCO2,2) ,
ρ3 = ρ2 + z(ρ4 −ρ2)/h3 ,
ρ4 = ρ4(T10, p0, yCO2,4) .

(A.2)

Under these assumptions, a general expression for the hy-
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drostatic pressure could be written as

phs = f
�

ρ1,ρ2,ρ4, h1, h2, h3, h4, gL
�

= ρ1 gLh1 +ρ2 gLh2

+
∫ h3

z=0
ρ3(z)gLdz+ρ4 gLh4

= ρ1 gLh1 +ρ2 gLh2

+ gL

�

ρ2h3 +
ρ4 −ρ2

2
h3

�

+ρ4 gLh4 .

(A.3)

During the experiments, T10 was kept at 313 K. At this
temperature we were above the critical temperature of both
N2 (126.192 K [22]) and CO2 (304.1282 K [6]), ensuring
that the fluid in Region 4 was supercritical.

When making assumptions about the composition in the
four different regions, we had several possibilities. In the
current experimental procedure, CO2 was filled into the cell
first, and then the second component N2. Regions 2-4 will
therefore initially consist of pure CO2, and the mixing of the
contents of the cell using the stirrer did not affect the con-
tents of these regions very much. Any mass transport from
Region 1 to Regions 2-4 and back again, therefore, mainly
relied on diffusion along the thin tubing.

As all our VLE experiments were carried out at temper-
atures above the critical temperature of N2 and below the
critical temperature of CO2, vapor and liquid phases at equi-
librium could only exist at pressures above the vapor pres-
sure of CO2. Based on this fact, the only place where pure
CO2 could exist at cell pressure p (above the vapor pressure
of CO2) was where the temperature was above the critical
temperature of CO2. This included Region 4 and the upper
part of Region 3. For simplicity we assumed that only Region
4 was included. If we assumed that only the vapor phase of
the cell had been in contact with the entrance of the tubing,
the two extreme points for the possible total composition in
Region 4, yCO2,4, were either pure CO2 or the composition of
the vapor phase with the lowest CO2 content in the previous
and current VLE measurements. Consequently, the differ-
ence in the calculated density in Region 4 was the largest
during VLE measurements at low temperatures far from T10,
where the N2 content of the vapor phase would increase.

The best solution to this would be to wait for a suffi-
ciently long time after VLE has been reached in the cell, to
ensure that the composition in Regions 2-4 is closer to that of
the cell vapor phase. It was, however, difficult to determine
what sufficient time would be.

Based on this discussion, the following assumptions were
made about the contents of the fluid column: The density
in Region 2 was assumed to be equal to that in Region 1,
ρ2 = ρ1(T, p0, yCO2

). The density and corresponding uncer-
tainty in Region 4 were based on the most conservative esti-
mate. It was assumed that the probability that the density in
Region 4 is not included in the interval defined by the two
density extremes (a− and a+) is equal to zero. A rectangu-
lar probability distribution was assumed, with the expected
value of the density ρ4 = (a+ + a−)/2. The standard uncer-
tainty was then u(ρ4) = 0.5 · |a+− a−|/

p
3. The two density

extremes were designated ρ4,1 = ρ4(T10, p0, yCO2,4 = 1) for

pure CO2, and ρ4,2 = ρ4(T10, p0, yCO2,4 = yCO2
) for CO2 and

N2 with the composition equal to that of the cell vapor phase
yCO2

. The density of supercritical pure CO2 was calculated
using the Span-Wagner EOS [6]. The density of the cell va-
por phase was calculated using EOS-CG [1, 2]. The standard
uncertainties in density for these EOSs at the relevant tem-
peratures and pressures are given in Table 2.

Taking into the account the uncertainties in the densi-
ties calculated from the EOSs, the combined standard uncer-
tainty uc(ρ4) is given by Eq. (3),

u2
c (ρ4) = u2(ρ4) +

�

u(ρ4,1)
�

∂ ρ4/∂ ρ4,1

�

ρ4,2

�2

+
�

u(ρ4,2)
�

∂ ρ4/∂ ρ4,2

�

ρ4,1

�2

= u2(ρ4)+
�

u(ρ4,1)/2
�2
+
�

u(ρ4,2)/2
�2

. (A.4)

For specifying the height of the fluid column, there are
two types of input variables. The first type are the numbers
specified as constants in Fig. A.1 in the expressions for h1,
h3 and h4, which were taken from the CAD drawing of the
apparatus and verified by manual measurements on the ap-
paratus. The second type are the only two variables in the
calculation of the fluid column height, hliq and the distance
from the bottom of the top flange to the thermostatic bath
liquid surface, h2.

The uncertainty in the liquid level hliq can be significant,
and this has two causes. The first is the uncertainty con-
nected to measuring the level from a borescope picture, u(hliq, 1).
The second source for uncertainty is that the liquid level
might change slightly from sample to sample, u(hliq, 2). The
current procedure is to sample a volume equal to the cap-
illary sampler volume. The liquid sampler capillary had an
internal volume of approximately 7.1 · 10−3 cm3, or 0.0071
% of the cell internal volume. For the vapor sampler capil-
lary, the internal volume was 5.3 · 10−3 cm3, or 0.0053 % of
the cell volume. Because of the relatively small volume of the
samples withdrawn compared to the cell volume, the change
in liquid level was found to be insignificant. The change in
liquid level was calculated using an EOS, and checked using
the borescope before and after the samples were taken. Dur-
ing the performed experiments, it was not possible to see a
change in the liquid level before and after a series of liquid
and vapor samples.

The standard uncertainty in the borescope determination
of the liquid level was modeled using a rectangular distri-
bution, with maximum bounds a estimated as 10 % of the
maximum liquid level 0.083 m, a = 0.0083m, yielding a
standard uncertainty of u(hliq, 1) = a/

p
3 ≈ 0.0048 m. Since

it was not possible to see a change in liquid level during
the course of one experiment, the uncertainty contribution
from this source was considered negligible compared to the
borescope determination of the liquid level, and u(hliq, 2) ≈
0 m was assumed. Assuming independence of the two con-
tributions, and using Eq. (5a), the total standard uncertainty
was given as u(hliq) = [u2(hliq, 1)+u2(hliq, 2)]0.5 = 0.0048m.
The height h2, determined by the fluid level in the thermo-
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static bath, was subject to some variations. h2 was also mod-
eled using a rectangular distribution, with estimated a =
0.010m, yielding u(h2)≈ 0.006 m.

The uncertainty in the lengths obtained from the CAD
drawing were assumed to be negligible compared to the un-
certainty in hliq. Using Eq. (3), this gave uc(h1) = [12 ·
u2(CAD) + (−1)2 · u2(hliq)]0.5 = 0.0048m and uc(h3) = [12 ·
u2(CAD) + (−1)2 · u2(h2)]0.5 = 0.006 m.

The variables of Eq. (A.3) are not independent, and as it
is difficult to determine the correlations, the Type B evalua-
tion of Eq. (4) was used for the combined standard uncer-
tainty of phs:

u(phs) =
∑

i=1,2

�

�

�

�

u(ρi)
∂ phs

∂ ρi

�

�

�

�

+

�

�

�

�

uc(ρ4)
∂ phs

∂ ρ4

�

�

�

�

+
∑

i=1,3

�

�

�

�

uc(hi)
∂ phs

∂ hi

�

�

�

�

+
∑

i=2,4

�

�

�

�

u(hi)
∂ phs

∂ hi

�

�

�

�

+

�

�

�

�

u(gL)
∂ phs

∂ gL

�

�

�

�

.

(A.5)
In the temperature range 223.15 to 303.15 K, the stan-

dard uncertainty u(phs) was less than 10−4 · p. The main
contributors were u(ρ4) and to a lesser extent uc(hliq) and
u(h2).

Appendix A.1.2. Differential pressure p11

The differential pressure was measured using a Rose-
mount 3051S1CD differential pressure transmitter, in combi-
nation with a Rosemount 1199 remote mount seal/diaphragm.
The transmitter can measure pressure differences over the
diaphragm in the range ±0.0623 MPa. The transmitter was
kept at a fairly constant temperature, as the room tempera-
ture was kept at around 22 ◦C by air-conditioning.

According to the specification of the transmitter, the mea-
sured value of the differential pressure is influenced by the
temperature of the surroundings, the line pressure, the span
of the measurements, how the transmitter is mounted, vibra-
tions and changes in the voltage of the power supply. In addi-
tion, there is a discretization error due to the AD-conversion.
Hence, in total 7 different uncertainty terms have been iden-
tified, with uncalibrated values given by:

u(p11, 1) = 0.44 Pa/K ·∆T , Temperature
(A.6a)

u(p11, 2) = 7.6 · 10−7 · pi , Line pressure
(A.6b)

u(p11, 3) = 4.9 · 10−5 MPa−1 · pi · p11 , Span (A.6c)

u(p11, 4) = 0.10 MPa , Mounting (A.6d)

u(p11, 5) = 28 Pa , Vibrations (A.6e)

u(p11, 6) = 2.1Pa V−1 ·∆V , Voltage (A.6f)

u(p11, 7) = 0.24 kPa . AD converter
(A.6g)

In addition to these terms, a long term stability of 42 Pa
was guaranteed for a period of 10 years. As the transmitter
was bought 3 years ago, the stability should still be within
this specification. The uncertainties were specified at ±3σ,
and are functions of the calibrated URL and span. As nothing
else was stated by the manufacturer, it was assumed that a
normal probability distribution has been used in the estima-
tion of the uncertainties. Hence, the specified uncertainties
U were assumed to be three times the standard uncertainty
u, u= U/3.

Some of the terms of Eq. (A.6) were reduced to insignif-
icant levels through the design and procedures of the setup.
The temperature dependent uncertainty u(p11, 1) was elim-
inated by controlling the ambient temperature. The line
pressure u(p11, 2) and mounting dependent u(p11, 4) zero
reading uncertainty were eliminated by physically connect-
ing the two sides of the transmitter at different line pres-
sures. Based on these measurements, an offset function us-
ing linear interpolation was constructed at T10. The uncer-
tainty caused by voltage variations, u(p11, 6), was negligi-
ble, leaving only the span error u(p11, 3), effect of vibra-
tions, u(p11, 6), and AD-conversion error, u(p11, 7). The for-
mer term was in most measurements reduced, but not al-
ways completely eliminated, by controlling the pressure lev-
els such that p11 was small. The transmitter was subjected to
some small vibrations, especially from the motors powering
the compressor in the cold thermostatic bath.

The largest contribution to uncertainty of p11 turned out
to be the AD conversion. The specified accuracy of the used
PLC was 0.3 % FS, where the full scale was 20 mA DC. Since
nothing else was stated, this was assumed to be at ±2σ cal-
culated using a normal distribution, in accordance with the
“GUM” [12]. This error can be reduced by decreasing the
span or using an AD converter with higher resolution.

The contributing uncertainties in the differential pressure
p11 are summarized in Table 2.

As the different contributions were independent we got

u(p11) =
p

u(p11, 3)2 + u(p11, 5)2 + u(p11, 7)2 . (A.7)

It should be noted that the dominating source of uncertainty,
u(p11, 7), was independent of line pressure, with a relative
contribution of 3−4 ·10−4 at the lowest measured line pres-
sures around 0.7 MPa. Hence, for most of our data, the
uncertainty contribution from the differential pressure mea-
surements was insignificant.

Appendix A.1.3. Pressure transmitter pi

The pressure transmitters pi (Keller model PAA-33X) were
delivered with certified “precision” stated as 0.01 % of the
full scale pressure for the temperature range 10 to 40 ◦C,
when the RS485 digital readout is used. The sensors had
been calibrated in-situ before and after the VLE measure-
ments were performed, against a dead weight tester that was
calibrated by IKM Laboratorium in Norway in 2013 (Des-
granges et Huot model 26000 M). It was not possible to see
any drift in the response of the sensors from the first to the
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second calibration. Based on the calibrations, the standard
uncertainties of the sensor values were those given as u(pi)
for i = 1,2, 3,4 in Table 2.

Appendix A.1.4. Total uncertainty in cell pressure p
As the hydrostatic pressure phs is a function of the abso-

lute pressure pi , and p11 changes when pi changes, the three
terms in Eq. (A.1) could not be assumed to be independent.
Therefore, we had to use Eq. (4) to estimate the combined
standard uncertainty in the cell pressure:

uc(p) =

�

�

�

�

∂ p

∂ pi

�

�

�
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� +
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�

�
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� +
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�
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�

∂ p

∂ phs

�
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�u(phs)
�

�

=
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�u(pi)
�

� +
�

�u(p11)
�

� +
�

�u(phs)
�

� .
(A.8)

For the higher pressures between 10 and 20 MPa, the to-
tal uncertainty was dominated by the uncertainties in sen-
sors p3 and p4, while for lower pressures below 10 MPa, the
uncertainties in sensors p1 and p2 were of the same mag-
nitude as the uncertainty caused by the A/D conversion in
sensor p11. For all pressures, the uncertainty in the hydro-
static pressure was small compared to these other sources.
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Appendix A.2. Uncertainty analysis of temperature
The sensors T04 and T05 were standard platinum resis-

tance thermometers (SPRT). The temperature of a SPRT is
calculated by measuring the resistance of the SPRT at the
unknown temperature and comparing this resistance to the
measured resistance at other known temperatures. The frame-
work used for doing this comparison was the International
Temperature Scale of 1990 (ITS-90) [23]. As the VLE mea-
surements were carried out in the temperature range 223.14
to 303.16 K, the ITS-90 calibrations were performed in the
subrange defined by the triple point of mercury (T90 ≡ 234.3156 K),
triple point of water (T90 ≡ 273.16 K) and the melting point
of gallium (T90 ≡ 302.9146 K). The ITS-90 deviation func-
tion for this subrange (Section 3.3.3 in [23]) have been used
together with the ITS-90 reference functions Wr (Eqs. 9a and
10a in [23]) to calculate the ITS-90 temperatures T90. The
extrapolation of this deviation function to 303.16 K, 0.24 K
above the gallium melting point, was assumed to give neg-
ligible contribution to the temperature uncertainty. Accord-
ing to [56], the extrapolation of the deviation function to
223.14 K, 11 K below the mercury triple point is not advised
when the utmost accurate temperature measurements are to
be taken.

The resistance of the SPRT at a certain temperature was
measured using an ASL F650AC Thermometry Bridge, to-
gether with a external Tinsley 5685A resistance normal placed
inside a Tinsley 5648 temperature-controlled enclosure as
reference. The measured input quantity was the bridge ra-
tio:

Wb =
R(T90)

Rref
, (A.9)

where R(T90) is the resistance of the SPRT at the unknown
ITS-90 temperature T90, and Rref is the resistance of the Tins-
ley resistance normal. The resistance normal was calibrated
inside the temperature-controlled enclosure by the Norwe-
gian national metrology service Justervesenet on 2012-04-
12. The calibration certificate stated Rref = 24.998 982Ω
with a standard uncertainty of u(Rref, 1) = 6 · 10−6Ω. Tak-
ing into account the temperature stability of the enclosure
and its effect on the resistance of the resistance normal, and
the long term stability of the resistance, the total standard
uncertainty at the time of use was estimated using Eq. (5a)
to be u(Rref) = 8.5 · 10−6 Ω.

The uncertainty u(T90) in the calculated temperature T90
can be stated as

u(T90) =
�

�u(Wr(T90)) · [∂ T90/∂Wr(T90)]
�

� , (A.10)

where Wr(T90) is the ITS-90 reference function calculated
based on the resistance of the SPRT at the calculated temper-
ature and the resistance of the SPRT at the calibration points.
Two reference functions were given in the ITS-90, and which
one to use depends on the temperature. The derivative was
obtained analytically as the inverse of ∂Wr(T90)/∂ T90. For
details, please refer to [23].

The simplified framework for uncertainty estimation of
an ITS-90 temperature prepared by the Measurement Stan-
dards Laboratory of New Zealand [57]was used in the present

work. To be able to use their simplified analysis, some re-
quirements must be fulfilled.

The measurements on the calibration points should be
performed using the same thermometry bridge. The calibra-
tions were performed in-situ with the same bridge as used in
the VLE measurements, so this requirement was fulfilled.

The uncertainty in the measurement of the ratio of Eq. (A.9)
should be negligible. The ASL thermometry bridge speci-
fied accuracy in the ratio measurements was 6 · 10−7. For
the current value of Rref, this corresponded to approximately
0.16 mK. Assuming a rectangular distribution gave u(Wb) =
0.6 · 10−6/

p
3 ≈ 0.35 · 10−6. The resolution of the ratio

measurements was 1 · 10−7, or approximately 0.025mK, so
the last digit should not be considered significant during the
measurements. When uncertainties in the resistance mea-
surements below 0.16mK were considered to be negligible,
this requirement was also satisfied.

The uncertainties in the ratio measurements at the triple
point of water should be negligible. That is, the measured
ratio of the SPRT when placed in the fixed point cell for the
triple point of water was not significantly different from what
it should have been if the SPRT was at the exact triple point
temperature of water, defined in the ITS-90 to be 273.16 K.
This offset can be caused by a number of reasons, which will
be discussed here.

According to the calibration certificate of the water triple
point cell, the standard uncertainty caused by the difference
between the temperature of the water triple point cell and a
reference cell at the National Physical Laboratory in England
was 0.05 mK.

According to the specification of the cell, the temper-
ature at the point where the SPRT is placed was approxi-
mately 0.2 mK lower than the true triple point temperature
(273.16 K) due to the hydrostatic pressure effect.

The self-heating effect of the two SPRTs was checked
at the triple point of water comparing the resistance at a
measuring current of 1 mA and 1 ·

p
2 mA according to the

method of Veltcheva et al. [58], and the temperature at zero
current was found to be approximately 0.6 mK lower than at
the utilized measuring current 1 mA.

To ensure good heat transfer between the SPRT and the
water triple point cell, the part of the cell well where the
SPRT is placed was filled with distilled water during calibra-
tion.

Also, the temperature of the SPRT can be higher than
the triple point temperature in the cell if heat is transferred
from the surroundings down into the thermometer well. The
triple point cell was placed inside an insulated dewar during
calibration to minimize this effect.

The effect of both hydrostatic pressure and self-heating
can be minimized by correcting the measured resistance. How-
ever, these effects were quite small, so the uncorrected re-
sistances were used, and a rectangular distribution was as-
sumed for these effects. The total standard uncertainty of
the measurement of the water triple point temperature was
estimated using Eq. (5b) as u(TH2O)≈ 0.51 mK.
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The assumptions can be said to be fulfilled, and the stan-
dard uncertainty in the ITS-90 ratio W (T90) = R(T90)/RH2O
at an unknown temperature T90 could be expressed as [57]

u2(W ) = f
�

u(R), u(RH2O), u(T, diff), u(TH2O)
�

=
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(A.11)
where u(R) and u(RH2O) are the standard uncertainty in the
resistance measurement at the unknown temperature and
at the triple point of water. They were calculated as uR =
�

�Rref · u(Wb)
�

�+
�

�Wb · u(Rref)
�

�.
u(T, diff) is the uncertainty caused by the SPRT being at

a temperature other than the one we want to measure, and
this is usually the largest contribution to the total uncertainty
in a temperature measurement. For the mercury triple point
and the gallium melting point calibration points, this is equal
to u(THg) and u(TGa), and they were evaluated in the same
way as for u(TH2O). At an unknown temperature during the
VLE experiments, this uncertainty was assumed to be equal
to the difference between the measured temperatures of the
two SPRTs and was modeled using a rectangular distribu-
tion: u(T, diff) =

�

�T04 − T05

�

�/
p

3.
The drift in the resistance can be controlled by perform-

ing regular calibration of the SPRT at the fixed points. The
effect on the SPRT not being at the temperature we are try-
ing to measure can only be controlled by ensuring the best
possible heat transfer between the cell contents, which has
the temperature we want to measure, and the SPRT. This
can be ensured by, for example, avoiding having stagnant air
surrounding the SPRT in the pocket in which it is placed. In
the experimental setup, we had two SPRTs, one placed in
the top flange and one in the bottom flange. Aluminium ox-
ide powder was placed around the SPRTs in the pockets in
which they were placed, to ensure good heat transfer to the
titanium in the cell flanges. By having two sensors at these
locations, we could be more certain that the temperatures
measured by the SPRTs represented the temperature of the
fluid inside the cell.

The standard uncertainty of the calculated reference func-
tion value is expressed as [57]

u2(Wr(T90)) = u2(W )
+u2(WHg, tot) + u2(WGa, tot) . (A.12)

Here,

u2(WHg, tot) =

�

(W − 1) · (W −WGa)
(WHg − 1) · (WHg −WGa)

�2

· u2(WHg) ,

(A.13)
and

u2(WGa, tot) =

�

(W − 1) · (W −WHg)

(WGa − 1) · (WGa −WHg)

�2

· u2(WGa) ,

(A.14)
where u(WHg) and u(WGa) were evaluated using Eq. (A.11).

Appendix A.2.1. Total uncertainty in cell temperature T
The discussion in the previous section concerns the un-

certainty analysis of one of the two SPRTs used to measure
the temperature, T04 and T05. When the contents of the cell
is at VLE, the temperature at the vapor/liquid interface, des-
ignated T , should be somewhere between the temperatures
in the top flange, T04, and in the bottom flange, T05. This
will be a reasonable assumption if the temperature of the
thermostatic bath fluid is sufficiently uniform and stable in
the heat transfer regions between the cell and the bath fluid.
The uniformity and stability can be investigated by measur-
ing the temperature around the perimeter of the cell seen
from above and at different vertical positions ranging from
the position of the top flange to the bottom flange.

Given that the uniformity and stability in these regions
are sufficient, the VLE temperature can be approximated us-
ing the arithmetic mean of the two measured temperatures

T =
T04 + T05

2
. (A.15)

T04 and T05 can not be assumed to be independent, so the
uncertainty in T must be expressed as

u(T ) =

�

�

�

�

u(T04)
∂ T

∂ T04

�

�

�

�

+

�

�

�

�

u(T05)
∂ T

∂ T05

�

�

�

�

=
�

�u(T04)/2
�

�+
�

�u(T05)/2
�

� .
(A.16)
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Appendix A.3. Uncertainty analysis of composition

The VLE composition analysis was performed using a GC,
which was calibrated using gas mixtures with composition
known to high accuracy. These mixtures were gravimetri-
cally prepared using a custom-built rig in our laboratories at
NTNU and SINTEF Energy Research [17], with adherence
to the ISO standard [59]. The uncertainty of the VLE com-
position analysis has contributions from a range of sources,
including the impurities of the gases used to prepare the cal-
ibration mixtures, the uncertainty in the molar masses, inac-
curacies in the weighed masses, adsorption, repeatability /
uncertainties of the sampling and GC analysis, and finally the
consistency between the GC calibration function and data.

Appendix A.3.1. Composition calibration procedure
Each calibration gas was filled into the cell using the im-

purity pump shown in Fig. 1. The cell, pump and lines lead-
ing to the cell were kept at 313 K, to ensure that the calibra-
tion gas was in single phase. Using the same procedure as
described in Section 2.3, the impurity pump and lines were
first evacuated once, then flushed with the calibration gas to
dilute any remaining impurities in the lines and pumps. This
evacuation and flushing was repeated 5 times. After the final
evacuation, the calibration gas was filled onto the impurity
pump and connected lines, and maintained at a pressure of
at least 0.5 MPa to prevent contamination of the gas.

The next step was to flush the cell with the calibration
gas from the impurity pump and then evacuate. As with the
pump, this process was repeated 5 times to remove most of
the remaining impurities in the cell. After the final evacua-
tion of the cell, the cell was flushed with the calibration gas
once more, to minimize the effects of surface adsorption of
the components in the calibration gas. The cell was then
filled to different pressures in the range of 5 to 10 MPa.

Samples of varying sizes were withdrawn from the cell
at various pressures. These samples formed the basis for the
calibration of the composition analysis, giving a relation be-
tween the CO2 mole fractions of the calibration gas mixtures
and the GC detector response.

Appendix A.3.2. Source gas composition and molar mass
When preparing a calibration mixture gravimetrically, the

composition and its uncertainty are affected by both the mo-
lar mass and purity of the source gases. According to [60,
61], the molar masses of monoatomic carbon C, monoatomic
oxygen O in commercial tank gas CO2 and monoatomic ni-
trogen N in commercial tank gas N2 generally lie within ranges
of width 0.6, 0.15, and 0.05 mg mol−1, respectively. The
arithmetic mean values of these ranges were used as the mo-
lar masses of the atomic elements, and, as a conservative es-
timate, the half width of the ranges used as standard uncer-
tainties in the atomic element molar masses. The standard
uncertainty in the molecular molar masses of CO2 and N2
were calculated using Eq. (3). The molar masses MCO2

, MN2

and uncertainties are summarized in Table A.1. As can be
seen, the relative uncertainties of MCO2

and MN2
were of the

Table A.1
Molar masses of atomic elements and compounds. Data from [60, 61].

Component i Mi u(Mi) Unit

C 0.0120108 0.0000003 kg mol−1

O 0.01599938 0.00000007 kg mol−1

N 0.01400673 0.00000002 kg mol−1

CO2 0.0440096 0.0000003 kg mol−1

N2 0.02801345 0.00000005 kg mol−1

CO2+imp 0.0440094 kg mol−1

N2+imp 0.02801345 kg mol−1

order of 10 and 1 ppm, respectively. The minimum certified
purities of the CO2 and N2 gas sources used to prepare the
calibration gas mixtures are provided in Table 1. Moreover,
the maximum content of certain impurities were specified by
the providers of the CO2 and N2 gas. Due to impurities, the
molar masses of these gases were not exactly equal to the
molar masses of CO2 and N2, respectively. For the CO2 gas,
the maximum specified impurity content by volume was less
than 2 ppm H2O, 1 ppm O2, 5 ppm N2, 1 ppm hydrocarbons
CnHm and 1 ppm H2. For the N2 gas, less than 0.5 ppm H2O,
0.1 ppm O2, 0.1 ppm hydrocarbons CnHm and 0.5 ppm CO2
and CO have been specified.

Since the composition of the CO2 and N2 source gases
was not known, but only their minimum purities and maxi-
mum concentrations of some impurities, it was assumed that
completely pure gases and maximum impurity were equally
probable. More specifically, it was assumed that the stan-
dard uncertainty of the purity of the source gases equaled
half the maximum certified impurity fraction and estimated
that the actual purity level was the minimum purity plus this
standard uncertainty. Furthermore, it was assumed that the
concentration of each impurity component was proportional
to its maximum fraction provided in the gas specifications.
With the mole fractions of the different components set, the
molar mass of the sample of component i = CO2 or N2 could
be estimated as

Mi+imp = yi, in sample ·Mi +
∑

j=impurities

y j, in sample ·M j . (A.17)

The molar mass M j of each impurity j was calculated using
data from Wieser et al. [61], assuming methane CH4 for the
hydrocarbon impurity specification, and the mean value of
the molar mass of CO2 and CO for the impurity specification
was used where these two components were combined. The
calculated molar masses MCO2+imp and MN2+imp of the gas
samples are shown in Table A.1. The effective molar mass of
each component i = CO2 or N2 could be written as

Mi,eff =
Mi+imp

yi, in sample
= Mi +

�

1− yi, in sample

�

Mimp

yi, in sample
, (A.18)

where

Mimp =

∑

j=impurities y j, in sample ·M j

1− yi, in sample
. (A.19)
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Appendix A.3.3. Gravimetric preparation
As described in [17], the calibration gas mixtures were

prepared by injecting CO2 and N2 consecutively into the cal-
ibration gas cylinder and weighing the cylinder accurately
using a comparator with certified weights before and after
each gas injection. Based on the discussion in Appendix
A.3.2 above, the resulting masses of each component, i =
CO2 and N2, with impurities were converted into moles, ex-
cluding impurities, using Eq. (A.18):

ni = mi+imp/Mi,eff . (A.20)

Both the numerator and denominator in Eq. (A.20) contribute
to uncertainty. The uncertainty in mass mi+imp was a func-
tion of a range of factors, including the repeatability of the
ABBA mass comparisons, the uncertainty in the buoyancy
correction, the uncertainty in the OIML masses, where the
repeatability was the dominating contributor. Using the fact
that yCO2 in sample was close to unity, it can be shown that the
uncertainty term from the effective molar mass, Mi,eff, to the
first order can be estimated by

u
�

ni ,Meff
�

= ni ·

Æ

4u2(yi, in sample)M2
imp + u2(Mi)

Mi
, (A.21)

where
u(yi, in sample) = 1− yi, in sample . (A.22)

Note that the definition in Eq. (A.22) is a formalization of
the assumptions made with regards to source gas purity un-
certainty discussed in Appendix A.3.2.

Appendix A.3.4. Sampling and estimated composition uncer-
tainty

As discussed in Appendix A.3.1, each of the calibration
gas mixtures was filled onto the cell to calibrate the GC.
The cell was kept at 313.15 K to ensure that the contents
of the cell were in a uniform supercritical state. Samples
were taken from the VLE cell using both the liquid and vapor
RolsiTM samplers with different opening times to get samples
which spanned the expected sample size during VLE experi-
ments. 7 samples were taken for each selected combination
of calibration gas mixture, sampler, and sampler opening
time. The first 2 samples were discarded as flushing samples,
leaving 5 valid samples. The uncertainty of the calibration
mixture uncertainty reaching the GC could be estimated as

uc(yCO2,cal) =
Æ

u2(yCO2,cal, m) + u2(yCO2,cal, Meff) + u2(yCO2,cal, ads.) ,

(A.23)

where

u(yCO2,cal, m) =
u(nCO2

, m) · nCO2
+ u(nN2

, m) · nN2
�

nCO2
+ nN2

�2 (A.24)

u(yCO2,cal, Meff) =

Æ

u2(nCO2
, Meff) · n2

CO2
+ u2(nN2

, Meff) · n2
N2

�

nCO2
+ nN2

�2 .

(A.25)

Note that due to the measurement procedure, where the
value readings of the scale between the two gas component
fillings are used both to calculate the mass of N2 and CO2, the
deviations in the measured masses of the two components
can be negatively correlated, leading to a positive correlation
with respect to the impact mole fractions. With reference to
Section 3.1, Eq. (A.24) provides a conservative estimate.

The third term in Eq. (A.23), u(yCO2,cal, ads.), was the
contribution to uncertainty from adsorption. It is expected
that CO2 should be adsorbed by metallic surfaces to a small
degree, but higher than N2, but little work has been dedi-
cated to quantify this effect. Leuenberger et al. [62] per-
formed experiments with mixtures including CO2 on com-
mercial steel and aluminium gas cylinders. No polishing was
performed in the experiments. Their measurements indi-
cated that CO2 formed at most a molecular monolayer on
steel bottles using a model ignoring surface roughness. In
our case, the pump and most of the piping were sulfinert
treated and were expected to have minimum adsorption.
Also the cell was expected to have little adsorption. Nev-
ertheless, it was assumed monolayer adsorption in both the
cylinders where the calibration mixtures were prepared and
in the cell, and the maximum estimated adsorption of CO2
in the gas cylinder and cell became:

∆nCO2,max.ads.,cyl. =
Acyl.

ACO2
· NA

, (A.26)

∆nCO2,max.ads.,cell =
Acell

ACO2
· NA

. (A.27)

Here, ACO2
·NA is the surface area of a monolayer of one mole

of CO2. Acyl. and Acell are the inner surface areas of the gas
cylinder and VLE cell, respectively. The adsorption will vary
depending on unknown experimental conditions, in particu-
lar the unknown surface roughness of the gas cylinder. For
simplicity, the uncertainty was here estimated based on the
adsorption level provided by Eqs. (A.26) and (A.27):

u(yCO2,cal, ads.) =
∆nCO2,max.ads.,cyl. · nCO2,cyl.
�

nCO2,cyl. + nN2,cyl.

�2

+
∆nCO2,max.ads.,cell · nCO2,cell
�

nCO2,cell + nN2,cell

�2 , (A.28)

where ni, j is the number of mole of component i in ves-
sel j. The mole values in the cell were calculated using the
GERG-2008 at 5 bar pressure. As seen in Table A.2, this
estimate for adsorption uncertainty contribution was of the
same order as the other uncertainties for the calibration gas,
and, as will be seen later, the adsorption would have to be
order of magnitudes larger than assumed in order to be of
significance for the final VLE data.

Appendix A.3.5. GC integration and calibration function
The areas under the CO2 and N2 peaks in the GC response

curve, designated ACO2
and AN2

, were obtained for each sam-
ple by careful numerical integration. If the detector response
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were ideal, the area of each component should be propor-
tional to the number of moles of each component having
passed through the detector. However, because of nonlinear-
ities in the detector response, the following model consist-
ing of a linear and a nonlinear term was found to give an
adequate description of the relation between moles of each
component in the sample to the area of each component:

n̂CO2
· k = ACO2

+ c2 · (ACO2
)c4 , (A.29)

n̂N2
· k = c1 · AN2

+ c3 · (AN2
)c5 , (A.30)

ŷCO2,cal =
n̂CO2

n̂CO2
+ n̂N2

. (A.31)

where the ŷCO2,cal is the estimator of the CO2 mole fraction
for a calibration gas mixture given the areas for the current
sample, and ci for i = 1 through 5 are the parameters of the
model. k is an unknown factor relating the areas to the num-
ber of moles. However, this factor was not of interest, as only
the mole fraction was of interest. For each series of 5 valid
samples, the mean value and sample standard deviation of
the estimator, ¯̂yCO2,cal and s( ¯̂yCO2,cal), were calculated.

The parameters ci were fitted by performing the follow-
ing weighted least squares minimization of the objective func-
tion S:

min
ci

S(ci) =
∑

series







yCO2,cal − ¯̂yCO2,cal
Æ

u2
c (yCO2,cal) + s2( ¯̂yCO2,cal)







2

. (A.32)

The model was fitted against a total of n= 47 series (each se-
ries consisting of 5 samples), giving the parameter estimates
found in Table A.3. As shown in Fig. A.2, the errors between
the calibration gas CO2 mole fractions and the model predic-
tions, e = yCO2,cal− ¯̂yCO2,cal, were randomly scattered around
zero over the composition range yCO2,cal, which indicated an
appropriate model structure. The sample standard deviation
of the errors, s(e), are also given in Table A.3. This model
was used to convert the areas resulting from the analysis of
a composition sample taken during a VLE experiment into a
CO2 mole fraction.

Since s(e) was about 20 to 40 times larger than the stan-
dard uncertainties of the CO2 mole fractions of the calibra-
tion gases, given in Table A.2, it was assumed that s(e) gave
an estimate of the standard uncertainty of the CO2 mole
fraction arising from the composition analysis, u(xCO2

) =
u(yCO2

). To be precise, u(xCO2
) = u(yCO2

) was the standard
uncertainty of the CO2 mole fraction of a composition sample
taken from the cell, caused by the analysis alone, excluding
all uncertainties caused by factors such as that the sample
taken had a composition different from the VLE composition
of the phase sampled at the current temperature and pres-
sure. Factors such as these, and their influence, could in most
cases not be known exactly, and could only be minimized by
measures such as sufficient stirring of the cell contents until
equilibrium had been reached, sufficient time for the phases
to settle after stirring was completed, waiting for some time
to let pressure and temperature gradients even out, taking
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Fig. A.2. Composition calibration: Error between actual
compositions in Table A.2 and composition model in
Eq. (A.31), given as yCO2,cal − ŷCO2,cal versus yCO2,cal.
Composition analysis uncertainty u(xCO2

) = u(yCO2
) = s(e)

from Table A.3.

Table A.2
CO2+N2 calibration gas mixtures

yCO2 ,cal u(yCO2 ,cal, m) u(yCO2 ,cal, Meff) u(yCO2 ,cal, ads.) uc(yCO2 ,cal)

0.099737 3.3 · 10−6 6.7 · 10−6 1.1 · 10−6 7.6 · 10−6

0.304099 4.8 · 10−6 4.1 · 10−6 3.4 · 10−6 7.2 · 10−6

0.504479 6.9 · 10−6 3.1 · 10−6 5.7 · 10−6 9.5 · 10−6

0.698094 6.9 · 10−6 4.5 · 10−6 7.8 · 10−6 11.4 · 10−6

0.899263 7.2 · 10−6 7.4 · 10−6 9.8 · 10−6 14.3 · 10−6

0.895405 4.4 · 10−6 7.4 · 10−6 9.8 · 10−6 13.0 · 10−6

dummy samples to flush the contents of the RolsiTM samplers
before samples were assumed to represent the composition
of the bulk of the phase sampled inside the cell, and the other
measures described in Section 2.3.

Appendix A.3.6. Total uncertainty in liquid and vapor phase
mole fractions xCO2

and yCO2

As described in Section 2.1, the composition of the phases
at VLE was a function of T and p. Therefore, for a given set
of measured T , p, xCO2

and yCO2
at VLE, the uncertainty of T

and p contributed to additional uncertainty in the composi-
tions, giving the following total standard uncertainty of the
composition:

utot(zCO2
) =

s

u2(zCO2
) +

�

uc(T̄ ) ·
∂ zCO2

∂ T

�2

+

�

uc(p̄) ·
∂ zCO2

∂ p

�2

,

(A.33)
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where zCO2
was equal to either xCO2

or yCO2
, and uc(T̄ ) and

uc(p̄)were the experimental standard deviations of the mean
of the temperature and pressure measurements taken be-
fore the composition sample was taken. The derivatives in
Eq. (A.33) were calculated numerically from EOS-CG fitted
to our data. Details about this is explained in Section 5.4.2.

Table A.3
Fitted parameters of the ¯̂yCO2 ,cal model and standard uncertainty of
composition analysis u(xCO2

) = u(yCO2
).

Variable Value

c1 1.138315
c2 6.799039 · 10−5

c3 5.775209 · 10−3

c4 1.830740
c5 1.398399
u(xCO2

) = u(yCO2
) = s(e) 2.7269 · 10−4

n 47
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Appendix B. Detailed experimental data

Detailed VLE data for the liquid phase samples are given in Table B.2, and for the vapor phase samples in Table B.3. Each
row in the tables corresponds to one composition sample. A series of samples taken at the same VLE experiment is identified
by the same ID.

For ease of reading, a summary of the symbols used in the tables will be given in Table B.1. The descriptions can also be
found in the list of symbols.

Table B.1
Summary of symbols used in Tables B.2 and B.3.

Symbol Description

ID Identifier for a series of samples. L, V and P corresponds to liquid, vapor and CO2 vapor pressure series, respectively.
T̄ Mean temperature before the sample is withdrawn from the cell. See Section 3.5.
p̄ Mean pressure before the sample is withdrawn from the cell. See Section 3.5.
xCO2

Liquid phase CO2 mole fraction of the sample.
yCO2

Vapor phase CO2 mole fraction of the sample.
s(T ) Sample standard deviation of the measured temperatures used to calculate T̄ . See Eq. (7).
s(T̄ ) Standard random uncertainty of T̄ . See Eq. (6).
ū(T ) Standard systematic uncertainty of T̄ . See Section 3.5.
uc(T̄ ) Combined standard uncertainty of T̄ . See Eq. (10).
s(p) Sample standard deviation of the measured pressures used to calculate p̄. See Eq. (7).
s(p̄) Standard random uncertainty of p̄. See Eq. (6).
ū(p) Standard systematic uncertainty of p̄. See Section 3.5.
uc(p̄) Combined standard uncertainty of p̄. See Eq. (10).
u(zCO2

)1 Standard uncertainty of a sample from composition analysis alone. See Sections 3.4 and Appendix A.3.
utot(zCO2

)1 Total standard uncertainty of a sample, caused by additional contribution from the uncertainty in temperature and pressure. See
Eq. (A.33).

zCO2 ,calc
1 VLE CO2 mole fraction at (T̄ , p̄), calculated using the fitted version of EOS-CG. See Section 5.4.2.

∂ zCO2
/∂ T1 Partial derivative of phase composition at VLE with respect to temperature. Used in Eq. (A.33).

∂ zCO2
/∂ p1 Partial derivative of phase composition at VLE with respect to pressure. Used in Eq. (A.33).

1 zCO2
equal to either xCO2

or yCO2
.
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Table B.2
Liquid phase: Experimental VLE data for CO2 + N2 at mean temperature T̄ , mean pressure p̄, and sample liquid phase mole fraction xCO2

.

Data Temperature Pressure Composition Composition derivatives
ID T̄ p̄ xCO2

s(T ) s(T̄ ) ū(T ) uc(T̄ ) s(p) s(p̄) ū(p) uc(p̄) u(xCO2
) utot(xCO2

) xCO2 ,calc ∂ xCO2
/∂ T ∂ xCO2

/∂ p
(K) (MPa) (-) (K) (K) (K) (K) (MPa) (MPa) (MPa) (MPa) (-) (-) (-) (K−1) (MPa−1)

P1 223.138 0.6829 0.99999 5.8e-4 5.3e-5 2.5e-3 2.5e-3 1.5e-5 2.5e-6 5.0e-4 5.0e-4
L1 223.140 1.9355 0.98155 1.1e-3 7.6e-5 2.4e-3 2.4e-3 4.3e-5 3.9e-6 5.2e-4 5.2e-4 2.7e-4 2.7e-4 0.98346 0.00025 -0.01359

223.139 1.9354 0.98158 9.2e-4 9.6e-5 2.4e-3 2.4e-3 3.6e-5 5.5e-6 5.2e-4 5.2e-4 2.7e-4 2.7e-4 0.98347 0.00025 -0.01359
223.140 1.9353 0.98156 5.3e-4 3.7e-5 2.5e-3 2.5e-3 2.4e-5 1.9e-6 5.2e-4 5.2e-4 2.7e-4 2.7e-4 0.98347 0.00025 -0.01359

L2 223.138 4.3474 0.94421 6.9e-4 9.6e-5 2.6e-3 2.6e-3 6.8e-5 2.0e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.94894 0.00000 -0.01510
223.138 4.3470 0.94421 8.0e-4 8.4e-5 2.6e-3 2.6e-3 7.7e-5 1.9e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.94895 0.00000 -0.01510
223.138 4.3466 0.94423 7.7e-4 9.6e-5 2.6e-3 2.6e-3 8.1e-5 2.7e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.94895 0.00000 -0.01510
223.138 4.3462 0.94422 1.4e-3 2.5e-4 2.6e-3 2.6e-3 6.6e-5 1.4e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.94896 0.00000 -0.01510

L3 223.139 5.0305 0.93311 6.3e-4 7.0e-5 3.4e-3 3.4e-3 7.0e-5 1.4e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.93846 -0.00008 -0.01560
223.139 5.0296 0.93313 5.2e-4 3.9e-5 3.3e-3 3.3e-3 5.4e-5 4.7e-6 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.93847 -0.00008 -0.01559
223.140 5.0287 0.93314 4.7e-4 6.2e-5 3.5e-3 3.5e-3 7.4e-5 2.0e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.93849 -0.00008 -0.01559
223.140 5.0278 0.93315 4.4e-4 1.9e-5 3.2e-3 3.2e-3 9.2e-5 3.4e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.93850 -0.00008 -0.01559
223.139 5.0270 0.93316 4.3e-4 2.3e-5 3.5e-3 3.5e-3 7.5e-5 2.3e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.93851 -0.00008 -0.01559

L4 223.143 6.0998 0.91555 4.7e-4 2.8e-5 5.4e-3 5.4e-3 1.0e-4 1.7e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.92134 -0.00022 -0.01644
223.143 6.0987 0.91555 5.4e-4 1.3e-4 5.5e-3 5.5e-3 1.1e-4 3.6e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.92135 -0.00022 -0.01644
223.142 6.0976 0.91557 4.4e-4 1.1e-4 5.6e-3 5.6e-3 9.2e-5 1.9e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.92137 -0.00022 -0.01645
223.142 6.0965 0.91560 4.0e-4 2.8e-5 5.4e-3 5.4e-3 1.1e-4 2.5e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.92139 -0.00022 -0.01644
223.142 6.0954 0.91558 4.8e-4 6.7e-5 5.6e-3 5.6e-3 9.2e-5 1.7e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.92141 -0.00022 -0.01646

L5 223.141 7.0010 0.90034 5.3e-4 5.2e-5 5.4e-3 5.4e-3 1.1e-4 2.5e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.90617 -0.00035 -0.01723
223.142 6.9995 0.90037 5.2e-4 5.1e-5 5.6e-3 5.6e-3 1.3e-4 4.0e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.90619 -0.00035 -0.01723
223.141 6.9979 0.90042 4.8e-4 3.9e-5 5.4e-3 5.4e-3 1.2e-4 2.8e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.90622 -0.00035 -0.01723
223.141 6.9963 0.90045 4.6e-4 4.1e-5 5.3e-3 5.3e-3 1.8e-4 6.9e-5 1.1e-3 1.2e-3 2.7e-4 2.7e-4 0.90625 -0.00035 -0.01723
223.141 6.9949 0.90046 6.8e-4 1.2e-4 5.3e-3 5.3e-3 1.3e-4 4.1e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.90627 -0.00035 -0.01723

L6 223.139 8.1168 0.88107 9.3e-4 6.4e-5 4.6e-3 4.6e-3 1.6e-4 5.5e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.88634 -0.00053 -0.01833
223.139 8.1152 0.88108 1.3e-3 4.0e-4 5.1e-3 5.1e-3 1.4e-4 2.9e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.88637 -0.00053 -0.01833
223.140 8.1132 0.88110 8.2e-4 2.1e-4 5.5e-3 5.5e-3 1.9e-4 6.8e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.88641 -0.00053 -0.01833

L7 223.140 8.7875 0.86896 1.2e-3 1.0e-4 3.4e-3 3.4e-3 1.9e-4 6.5e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.87380 -0.00065 -0.01903
223.140 8.7845 0.86901 9.9e-4 1.2e-4 3.3e-3 3.3e-3 1.4e-4 1.9e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.87386 -0.00065 -0.01906
223.140 8.7814 0.86907 8.8e-4 2.5e-4 3.3e-3 3.3e-3 1.6e-4 3.2e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.87392 -0.00065 -0.01906
223.140 8.7784 0.86913 5.6e-4 7.7e-5 3.3e-3 3.3e-3 1.2e-4 1.6e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.87397 -0.00065 -0.01906
223.140 8.7756 0.86920 5.4e-4 6.5e-5 3.3e-3 3.3e-3 1.4e-4 3.3e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.87403 -0.00065 -0.01905

L8 223.139 9.2282 0.86102 1.0e-3 4.1e-4 6.2e-3 6.2e-3 2.0e-4 8.3e-5 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.86529 -0.00074 -0.01959
223.140 9.2257 0.86108 6.3e-4 1.3e-4 6.0e-3 6.0e-3 2.3e-4 9.7e-5 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.86533 -0.00074 -0.01958
223.140 9.2232 0.86113 7.4e-4 1.2e-4 5.9e-3 5.9e-3 2.1e-4 8.7e-5 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.86538 -0.00074 -0.01958
223.140 9.2208 0.86118 1.1e-3 1.5e-4 5.9e-3 5.9e-3 1.9e-4 4.9e-5 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.86543 -0.00074 -0.01958
223.140 9.2182 0.86120 5.9e-4 9.9e-5 5.8e-3 5.8e-3 2.3e-4 9.9e-5 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.86548 -0.00074 -0.01957

L9 223.141 9.8378 0.85046 6.2e-4 9.4e-5 5.1e-3 5.1e-3 1.4e-4 1.2e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.85311 -0.00087 -0.02036
223.141 9.8334 0.85046 6.0e-4 9.7e-5 5.2e-3 5.2e-3 1.5e-4 1.5e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.85320 -0.00087 -0.02035
223.141 9.8290 0.85043 4.1e-4 6.8e-5 5.3e-3 5.3e-3 1.2e-4 1.7e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.85329 -0.00087 -0.02035
223.142 9.8249 0.85042 4.9e-4 7.9e-5 5.3e-3 5.3e-3 1.1e-4 1.0e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.85338 -0.00087 -0.02034
223.141 9.8207 0.85040 6.3e-4 7.1e-5 5.3e-3 5.3e-3 1.4e-4 1.5e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.85346 -0.00087 -0.02034

L10 223.140 10.8526 0.82961 5.0e-4 7.4e-5 3.6e-3 3.6e-3 1.6e-4 3.3e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83173 -0.00112 -0.02181
223.140 10.8476 0.82965 5.5e-4 3.4e-5 3.7e-3 3.7e-3 1.4e-4 4.3e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83184 -0.00112 -0.02181
223.140 10.8429 0.82978 5.0e-4 4.1e-5 3.6e-3 3.6e-3 1.8e-4 6.2e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83194 -0.00112 -0.02180
223.140 10.8383 0.82979 6.2e-4 6.8e-5 3.6e-3 3.6e-3 1.4e-4 3.6e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83205 -0.00112 -0.02179
223.140 10.8337 0.82986 6.1e-4 8.5e-5 3.6e-3 3.6e-3 1.3e-4 3.1e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83215 -0.00111 -0.02178

L11 223.142 10.8855 0.82906 5.0e-4 1.2e-4 5.5e-3 5.5e-3 3.4e-4 1.5e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83101 -0.00113 -0.02187
223.142 10.8817 0.82913 5.3e-4 4.8e-5 5.3e-3 5.3e-3 4.0e-4 1.8e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83110 -0.00113 -0.02186



223.142 10.8778 0.82920 4.9e-4 7.4e-5 5.5e-3 5.5e-3 3.3e-4 1.5e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83118 -0.00113 -0.02185
223.142 10.8740 0.82927 7.0e-4 1.7e-4 5.3e-3 5.3e-3 3.6e-4 1.6e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83127 -0.00113 -0.02185
223.142 10.8703 0.82937 5.3e-4 2.4e-5 5.5e-3 5.5e-3 4.3e-4 2.1e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.83135 -0.00112 -0.02184

L12 223.142 12.0229 0.80523 4.8e-4 6.8e-5 5.6e-3 5.6e-3 2.6e-4 1.0e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.80506 -0.00147 -0.02384
223.143 12.0164 0.80533 6.2e-4 1.7e-4 5.6e-3 5.6e-3 1.9e-4 2.1e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.80522 -0.00146 -0.02380
223.143 12.0104 0.80544 4.9e-4 3.3e-5 5.4e-3 5.4e-3 1.8e-4 3.6e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.80536 -0.00146 -0.02381
223.143 12.0046 0.80558 4.7e-4 3.2e-5 5.5e-3 5.5e-3 2.0e-4 3.9e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.80550 -0.00146 -0.02380
223.143 11.9989 0.80570 9.0e-4 2.2e-4 5.4e-3 5.4e-3 2.2e-4 7.5e-5 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.80563 -0.00146 -0.02375

L13 223.137 14.9391 0.73298 1.2e-3 2.7e-4 3.2e-3 3.2e-3 1.4e-4 2.3e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.72512 -0.00286 -0.03207
223.138 14.9309 0.73320 1.3e-3 3.6e-4 3.1e-3 3.1e-3 1.4e-4 1.7e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.72538 -0.00286 -0.03206
223.138 14.9227 0.73343 8.0e-4 2.7e-4 2.9e-3 3.0e-3 1.8e-4 2.6e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.72564 -0.00285 -0.03203
223.137 14.9146 0.73365 1.3e-3 3.3e-4 2.9e-3 2.9e-3 1.5e-4 1.9e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.72590 -0.00285 -0.03198
223.138 14.9066 0.73389 1.1e-3 2.0e-4 2.9e-3 2.9e-3 1.8e-4 2.8e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.72616 -0.00284 -0.03195

L14 223.140 15.9750 0.69976 4.9e-4 6.6e-5 2.9e-3 2.9e-3 1.6e-4 2.6e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.68920 -0.00377 -0.03772
223.140 15.9653 0.70011 5.1e-4 3.9e-5 2.9e-3 2.9e-3 1.5e-4 1.4e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.68957 -0.00376 -0.03764
223.140 15.9554 0.70043 7.2e-4 2.7e-5 2.8e-3 2.8e-3 1.9e-4 3.2e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.68994 -0.00375 -0.03753
223.140 15.9457 0.70082 4.7e-4 3.8e-5 2.9e-3 2.9e-3 2.1e-4 5.8e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.69031 -0.00374 -0.03748
223.140 15.9358 0.70117 4.6e-4 4.4e-5 2.8e-3 2.8e-3 1.9e-4 2.3e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.69067 -0.00373 -0.03741

L15 223.137 17.2137 0.64760 9.5e-4 1.6e-4 2.9e-3 2.9e-3 3.1e-4 7.1e-5 2.8e-3 2.8e-3 2.7e-4 3.1e-4 0.63566 -0.00577 -0.05066
223.138 17.2024 0.64820 1.2e-3 3.9e-4 2.9e-3 2.9e-3 3.1e-4 7.0e-5 2.8e-3 2.8e-3 2.7e-4 3.1e-4 0.63623 -0.00574 -0.05048
223.137 17.1910 0.64881 1.5e-3 3.4e-4 2.8e-3 2.8e-3 1.7e-4 3.6e-5 2.8e-3 2.8e-3 2.7e-4 3.1e-4 0.63681 -0.00571 -0.05029
223.137 17.1799 0.64938 1.4e-3 3.0e-4 2.8e-3 2.8e-3 2.9e-4 1.1e-4 2.8e-3 2.8e-3 2.7e-4 3.1e-4 0.63737 -0.00569 -0.05012
223.138 17.1687 0.64996 1.2e-3 4.8e-4 2.7e-3 2.7e-3 2.8e-4 1.1e-4 2.8e-3 2.8e-3 2.7e-4 3.1e-4 0.63793 -0.00566 -0.04991

L16 223.138 18.1797 0.57071 7.6e-4 1.3e-4 2.7e-3 2.8e-3 2.4e-4 6.0e-5 2.8e-3 2.8e-3 2.7e-4 3.6e-4 0.57516 -0.01029 -0.08178
223.139 18.1679 0.57251 5.3e-4 1.3e-4 2.6e-3 2.6e-3 2.2e-4 7.8e-5 2.8e-3 2.8e-3 2.7e-4 3.5e-4 0.57612 -0.01018 -0.08100
223.139 18.1560 0.57425 6.5e-4 9.5e-5 2.7e-3 2.7e-3 1.9e-4 5.6e-5 2.8e-3 2.8e-3 2.7e-4 3.5e-4 0.57708 -0.01007 -0.08023
223.139 18.1442 0.57594 7.2e-4 1.1e-4 2.9e-3 2.9e-3 2.1e-4 4.9e-5 2.8e-3 2.8e-3 2.7e-4 3.5e-4 0.57802 -0.00996 -0.07949
223.138 18.1323 0.57755 8.1e-4 1.6e-4 2.6e-3 2.6e-3 2.7e-4 6.7e-5 2.8e-3 2.8e-3 2.7e-4 3.5e-4 0.57897 -0.00985 -0.07876

L17 269.996 9.5887 0.86031 1.1e-3 6.0e-5 6.1e-3 6.1e-3 3.7e-4 1.7e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.85917 0.00078 -0.03037
269.996 9.5855 0.86039 1.0e-3 1.0e-4 5.6e-3 5.6e-3 3.1e-4 1.3e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.85927 0.00078 -0.03036
269.996 9.5824 0.86047 1.0e-3 1.4e-4 5.7e-3 5.7e-3 2.3e-4 9.7e-5 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.85936 0.00078 -0.03034
269.996 9.5793 0.86050 1.2e-3 1.1e-4 5.8e-3 5.8e-3 3.6e-4 1.6e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.85946 0.00079 -0.03033
269.996 9.5761 0.86061 1.3e-3 9.4e-5 5.5e-3 5.5e-3 3.7e-4 1.8e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.85955 0.00079 -0.03031

P2 298.174 6.4369 0.99999 2.1e-4 1.9e-5 1.6e-3 1.6e-3 8.5e-5 8.0e-6 1.2e-3 1.2e-3
L18 298.157 6.7092 0.99359 5.2e-4 7.9e-5 1.4e-3 1.4e-3 1.0e-4 2.9e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99370 0.00333 -0.02357

298.158 6.7091 0.99358 7.6e-4 1.8e-4 1.4e-3 1.4e-3 1.0e-4 9.9e-6 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99371 0.00333 -0.02357
298.158 6.7089 0.99359 6.7e-4 2.6e-4 1.5e-3 1.5e-3 1.1e-4 2.1e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99372 0.00333 -0.02357
298.158 6.7087 0.99359 5.7e-4 2.2e-4 1.5e-3 1.5e-3 1.1e-4 1.3e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99372 0.00333 -0.02357

L19 298.160 6.7192 0.99334 3.8e-4 3.1e-5 1.4e-3 1.4e-3 1.3e-4 2.2e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99348 0.00333 -0.02362
298.160 6.7193 0.99334 3.4e-4 2.9e-5 1.4e-3 1.4e-3 8.6e-4 1.5e-4 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99347 0.00333 -0.02362

L20 298.160 7.1004 0.98384 3.7e-4 5.2e-5 1.6e-3 1.6e-3 1.1e-4 1.7e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.98411 0.00331 -0.02566
298.160 7.1001 0.98385 4.8e-4 4.9e-5 1.6e-3 1.6e-3 1.8e-4 2.7e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.98411 0.00331 -0.02566
298.161 7.1005 0.98385 5.9e-4 1.5e-4 1.5e-3 1.5e-3 6.9e-4 1.0e-4 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.98410 0.00331 -0.02566
298.161 7.1000 0.98384 5.2e-4 1.2e-4 1.6e-3 1.6e-3 1.6e-4 1.3e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.98412 0.00331 -0.02566
298.162 7.1005 0.98384 3.4e-4 5.2e-5 1.6e-3 1.6e-3 3.6e-4 4.7e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.98411 0.00331 -0.02566

L21 298.162 7.4190 0.97525 3.0e-4 1.1e-4 1.5e-3 1.5e-3 1.9e-4 4.0e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.97557 0.00325 -0.02807
298.162 7.4186 0.97526 3.1e-4 1.1e-4 1.4e-3 1.4e-3 1.9e-4 2.1e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.97558 0.00325 -0.02807
298.162 7.4197 0.97524 3.1e-4 9.8e-5 1.4e-3 1.4e-3 1.0e-3 1.1e-4 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.97555 0.00325 -0.02808
298.162 7.4193 0.97524 2.4e-4 2.4e-5 1.4e-3 1.4e-3 4.0e-4 6.7e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.97557 0.00325 -0.02808
298.163 7.4191 0.97525 3.8e-4 4.9e-5 1.5e-3 1.5e-3 2.5e-4 3.3e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.97557 0.00325 -0.02808
298.162 7.4187 0.97525 5.7e-4 8.7e-5 1.6e-3 1.6e-3 2.1e-4 2.7e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.97558 0.00325 -0.02807

L22 298.173 7.8939 0.96051 3.6e-4 3.9e-5 1.4e-3 1.4e-3 1.4e-4 3.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.96094 0.00288 -0.03463
298.174 7.8953 0.96050 8.9e-4 3.6e-4 1.5e-3 1.5e-3 5.0e-4 6.8e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.96089 0.00288 -0.03467
298.175 7.8947 0.96050 3.6e-4 2.8e-5 1.5e-3 1.5e-3 1.4e-4 1.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.96092 0.00288 -0.03465



298.175 7.8945 0.96050 3.6e-4 1.7e-5 1.5e-3 1.5e-3 1.3e-4 1.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.96092 0.00288 -0.03465
L23 298.174 8.0782 0.95343 2.5e-4 1.7e-5 1.6e-3 1.6e-3 2.5e-4 4.2e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95414 0.00248 -0.03964

298.174 8.0783 0.95345 2.6e-4 8.8e-5 1.6e-3 1.6e-3 2.4e-4 7.7e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95413 0.00248 -0.03965
298.174 8.0782 0.95344 3.1e-4 5.5e-5 1.5e-3 1.5e-3 3.5e-4 5.2e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95413 0.00248 -0.03964
298.173 8.0783 0.95344 2.5e-4 2.9e-5 1.6e-3 1.6e-3 2.9e-4 8.7e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95413 0.00248 -0.03965

L24 298.171 8.1485 0.95025 3.8e-4 9.3e-5 1.3e-3 1.3e-3 1.5e-4 1.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95125 0.00224 -0.04233
298.171 8.1479 0.95028 2.9e-4 7.1e-5 1.5e-3 1.5e-3 1.7e-4 2.9e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95127 0.00224 -0.04231
298.171 8.1471 0.95031 5.6e-4 2.1e-4 1.4e-3 1.4e-3 1.6e-4 4.2e-5 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.95131 0.00224 -0.04228
298.171 8.1480 0.95031 4.9e-4 3.3e-5 1.4e-3 1.4e-3 1.4e-3 2.4e-4 1.2e-3 1.3e-3 2.7e-4 2.8e-4 0.95127 0.00224 -0.04232
298.171 8.1480 0.95029 3.8e-4 4.6e-5 1.4e-3 1.4e-3 3.6e-4 4.7e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95127 0.00224 -0.04231

L25 298.173 8.1552 0.94976 4.5e-4 1.0e-4 1.4e-3 1.4e-3 1.5e-4 1.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95097 0.00221 -0.04263
298.174 8.1543 0.94977 6.6e-4 1.1e-4 1.5e-3 1.5e-3 2.4e-4 3.3e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95101 0.00221 -0.04260
298.173 8.1538 0.94976 2.5e-4 4.6e-5 1.5e-3 1.5e-3 1.9e-4 3.5e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95103 0.00222 -0.04257

L26 298.175 8.2543 0.94368 2.8e-4 5.7e-5 1.5e-3 1.5e-3 1.0e-3 2.5e-4 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94650 0.00169 -0.04793
298.175 8.2532 0.94366 2.2e-4 2.3e-5 1.5e-3 1.5e-3 1.8e-4 4.0e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94656 0.00170 -0.04786
298.173 8.2540 0.94344 6.3e-4 1.7e-4 1.4e-3 1.5e-3 2.2e-4 4.4e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94651 0.00169 -0.04790
298.173 8.2532 0.94353 6.0e-4 2.1e-4 1.5e-3 1.5e-3 2.1e-4 3.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94655 0.00170 -0.04785
298.173 8.2526 0.94358 5.8e-4 5.7e-5 1.5e-3 1.5e-3 2.4e-4 6.3e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94658 0.00170 -0.04781
298.174 8.2523 0.94362 4.6e-4 9.7e-5 1.5e-3 1.5e-3 1.8e-4 4.0e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94660 0.00171 -0.04779
298.174 8.2521 0.94364 2.4e-4 1.3e-5 1.5e-3 1.5e-3 1.7e-4 3.3e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94660 0.00171 -0.04778

L27 298.173 8.2748 0.94151 4.0e-4 1.2e-4 1.4e-3 1.4e-3 2.2e-3 2.5e-4 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94550 0.00154 -0.04938
298.173 8.2743 0.94153 2.4e-4 7.3e-5 1.5e-3 1.5e-3 1.2e-4 2.5e-5 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94553 0.00154 -0.04933
298.173 8.2742 0.94155 2.1e-4 1.6e-5 1.5e-3 1.5e-3 4.8e-4 1.2e-4 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94553 0.00154 -0.04933
298.174 8.2743 0.94162 9.8e-4 4.3e-4 1.5e-3 1.5e-3 1.4e-4 1.8e-5 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94553 0.00154 -0.04934
298.175 8.2740 0.94154 9.8e-5 1.5e-5 1.5e-3 1.5e-3 2.4e-4 5.0e-5 1.2e-3 1.3e-3 2.7e-4 2.8e-4 0.94555 0.00154 -0.04932

L28 298.174 8.2862 0.94039 4.7e-4 4.0e-5 1.5e-3 1.5e-3 1.9e-4 3.0e-5 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94494 0.00144 -0.05027
298.174 8.2863 0.94041 1.9e-4 2.3e-5 1.5e-3 1.5e-3 1.7e-4 3.4e-5 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94493 0.00144 -0.05027
298.174 8.2863 0.94042 2.2e-4 2.1e-5 1.5e-3 1.5e-3 1.2e-4 1.1e-5 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94493 0.00144 -0.05027
298.174 8.2862 0.94042 1.8e-4 2.2e-5 1.5e-3 1.5e-3 1.1e-4 1.5e-5 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94494 0.00144 -0.05027
298.175 8.2863 0.94042 1.5e-4 1.5e-5 1.5e-3 1.5e-3 1.5e-4 3.9e-5 1.3e-3 1.3e-3 2.7e-4 2.8e-4 0.94493 0.00144 -0.05028

L29 298.175 8.2975 0.93795 2.6e-4 3.0e-5 1.6e-3 1.6e-3 1.9e-4 4.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94437 0.00134 -0.05124
298.175 8.2972 0.93794 1.6e-4 1.1e-5 1.6e-3 1.6e-3 1.0e-4 2.7e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94438 0.00134 -0.05121
298.175 8.2969 0.93795 1.7e-4 1.3e-5 1.6e-3 1.6e-3 1.5e-4 4.3e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94439 0.00134 -0.05119
298.176 8.2967 0.93802 2.0e-4 1.5e-5 1.6e-3 1.6e-3 1.6e-4 1.7e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94441 0.00134 -0.05117

P3 303.158 7.2105 0.99999 3.2e-4 9.5e-6 2.0e-3 2.0e-3 1.4e-4 3.0e-5 1.1e-3 1.1e-3
L30 303.156 7.4036 0.99451 2.6e-4 5.8e-5 1.9e-3 1.9e-3 2.1e-4 4.4e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99457 0.00440 -0.03049

303.155 7.4035 0.99450 3.4e-4 8.4e-5 1.9e-3 1.9e-3 2.1e-4 3.6e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99457 0.00440 -0.03048
303.156 7.4034 0.99450 2.7e-4 2.8e-5 1.9e-3 1.9e-3 1.2e-4 1.8e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99457 0.00440 -0.03048
303.158 7.4035 0.99450 3.0e-4 4.1e-5 2.0e-3 2.0e-3 1.7e-4 2.6e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99458 0.00440 -0.03049
303.158 7.4036 0.99451 2.1e-4 1.5e-5 2.0e-3 2.0e-3 1.0e-4 1.5e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.99458 0.00440 -0.03049

L31 303.156 7.5215 0.99044 6.1e-4 1.4e-4 1.7e-3 1.7e-3 1.7e-4 3.5e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.99079 0.00417 -0.03400
303.155 7.5217 0.99043 4.6e-4 1.1e-4 1.7e-3 1.7e-3 1.8e-4 3.3e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.99078 0.00417 -0.03401
303.155 7.5216 0.99044 3.9e-4 2.1e-5 1.7e-3 1.7e-3 1.8e-4 2.9e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.99078 0.00417 -0.03400
303.154 7.5217 0.99044 2.5e-4 2.1e-5 1.7e-3 1.7e-3 1.7e-4 2.8e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.99078 0.00417 -0.03401

L32 303.157 7.5344 0.98985 3.4e-4 2.2e-5 1.7e-3 1.7e-3 1.0e-4 1.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.99035 0.00412 -0.03456
303.157 7.5345 0.98986 3.8e-4 2.6e-5 1.7e-3 1.7e-3 1.3e-4 1.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.99035 0.00412 -0.03456
303.157 7.5345 0.98985 2.3e-4 1.5e-5 1.7e-3 1.7e-3 9.5e-5 7.3e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.99035 0.00412 -0.03456
303.157 7.5346 0.98984 5.0e-4 9.6e-5 1.7e-3 1.7e-3 1.3e-4 2.5e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.99034 0.00412 -0.03457

L33 303.157 7.5452 0.98928 6.5e-4 5.2e-5 1.7e-3 1.7e-3 1.3e-4 2.5e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98997 0.00407 -0.03508
303.157 7.5451 0.98928 5.0e-4 1.8e-5 1.7e-3 1.7e-3 1.4e-4 2.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98998 0.00407 -0.03507
303.157 7.5452 0.98928 3.3e-4 2.9e-5 1.7e-3 1.7e-3 1.2e-4 2.2e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98998 0.00407 -0.03507
303.157 7.5451 0.98926 4.1e-4 4.0e-5 1.7e-3 1.7e-3 1.3e-4 1.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98998 0.00407 -0.03507

L34 303.157 7.5531 0.98883 2.2e-4 2.2e-5 1.8e-3 1.8e-3 1.1e-4 6.7e-6 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98970 0.00403 -0.03548
303.157 7.5531 0.98883 4.1e-4 1.9e-5 1.8e-3 1.8e-3 1.1e-4 1.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98970 0.00403 -0.03548



303.157 7.5531 0.98882 3.4e-4 3.6e-5 1.8e-3 1.8e-3 1.2e-4 1.7e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98970 0.00403 -0.03548
303.157 7.5531 0.98883 4.3e-4 3.4e-5 1.8e-3 1.8e-3 1.2e-4 4.2e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98970 0.00403 -0.03549
303.157 7.5532 0.98883 2.2e-4 1.9e-5 1.8e-3 1.8e-3 1.6e-4 2.2e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98969 0.00403 -0.03549

L35 303.156 7.5538 0.98893 6.5e-4 1.5e-4 1.7e-3 1.8e-3 1.2e-4 1.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98967 0.00403 -0.03552
303.157 7.5539 0.98894 5.3e-4 6.4e-5 1.7e-3 1.7e-3 1.2e-4 1.3e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98967 0.00403 -0.03552
303.157 7.5540 0.98894 4.0e-4 4.7e-5 1.7e-3 1.7e-3 1.1e-4 1.9e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98966 0.00403 -0.03553
303.157 7.5541 0.98894 4.3e-4 3.0e-5 1.7e-3 1.7e-3 1.4e-4 1.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98966 0.00403 -0.03554

L36 303.157 7.5573 0.98839 4.2e-4 2.5e-5 1.7e-3 1.7e-3 9.8e-5 9.5e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98954 0.00401 -0.03572
303.157 7.5574 0.98840 9.7e-5 1.2e-5 1.7e-3 1.7e-3 1.4e-4 2.5e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98954 0.00401 -0.03573
303.157 7.5575 0.98841 2.0e-4 2.2e-5 1.8e-3 1.8e-3 1.1e-4 7.4e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98954 0.00401 -0.03573
303.157 7.5576 0.98840 4.6e-4 8.0e-5 1.7e-3 1.7e-3 1.1e-4 1.0e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98954 0.00401 -0.03573
303.158 7.5576 0.98842 4.3e-4 8.4e-5 1.8e-3 1.8e-3 1.4e-4 1.7e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98954 0.00401 -0.03574



Table B.3
Vapor phase: Experimental VLE data for CO2 + N2 at mean temperature T̄ , mean pressure p̄, and sample vapor phase mole fraction yCO2

.

Data Temperature Pressure Composition Composition derivatives
ID T̄ p̄ yCO2

s(T ) s(T̄ ) ū(T ) uc(T̄ ) s(p) s(p̄) ū(p) uc(p̄) u(yCO2
) utot(yCO2

) yCO2 ,calc ∂ yCO2
/∂ T ∂ yCO2

/∂ p
(K) (MPa) (-) (K) (K) (K) (K) (MPa) (MPa) (MPa) (MPa) (-) (-) (-) (K−1) (MPa−1)

P1 223.138 0.6829 0.99999 5.8e-4 5.3e-5 2.5e-3 2.5e-3 1.5e-5 2.5e-6 5.0e-4 5.0e-4
V1 223.139 1.9390 0.40681 6.1e-4 4.4e-5 2.6e-3 2.6e-3 4.3e-5 1.7e-5 5.2e-4 5.2e-4 2.7e-4 2.9e-4 0.41039 0.01519 -0.16961

223.139 1.9383 0.40723 5.3e-4 6.6e-5 2.5e-3 2.5e-3 3.8e-5 1.5e-5 5.2e-4 5.2e-4 2.7e-4 2.9e-4 0.41050 0.01519 -0.16972
223.139 1.9377 0.40697 6.9e-4 1.1e-4 2.5e-3 2.5e-3 3.0e-5 1.0e-5 5.2e-4 5.2e-4 2.7e-4 2.9e-4 0.41060 0.01520 -0.16983

V2 223.139 4.3569 0.23252 4.0e-4 2.1e-5 2.5e-3 2.5e-3 6.6e-5 9.1e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23389 0.00808 -0.02909
223.139 4.3551 0.23239 4.8e-4 3.1e-5 2.6e-3 2.6e-3 5.8e-5 4.9e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23394 0.00808 -0.02912
223.139 4.3534 0.23260 4.8e-4 5.2e-5 2.6e-3 2.6e-3 7.4e-5 1.7e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23399 0.00808 -0.02915
223.139 4.3518 0.23256 4.3e-4 2.1e-5 2.5e-3 2.5e-3 6.4e-5 7.8e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23404 0.00809 -0.02918
223.139 4.3502 0.23258 5.5e-4 6.3e-5 2.5e-3 2.5e-3 7.2e-5 1.8e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23408 0.00809 -0.02920

V3 223.138 4.3683 0.23235 8.3e-4 5.9e-5 2.6e-3 2.6e-3 7.5e-5 9.6e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23355 0.00806 -0.02890
223.139 4.3668 0.23262 7.7e-4 2.5e-4 2.5e-3 2.6e-3 6.8e-5 1.6e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23360 0.00807 -0.02892
223.139 4.3652 0.23248 5.6e-4 1.9e-4 2.4e-3 2.5e-3 7.7e-5 2.5e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23365 0.00807 -0.02895
223.138 4.3637 0.23228 5.9e-4 3.2e-5 2.5e-3 2.5e-3 8.7e-5 2.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23368 0.00807 -0.02898
223.139 4.3622 0.23224 5.7e-4 1.3e-4 2.5e-3 2.5e-3 7.3e-5 1.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.23373 0.00807 -0.02900

V4 223.139 5.0396 0.21776 4.3e-4 3.5e-5 3.4e-3 3.4e-3 7.6e-5 2.0e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.21741 0.00732 -0.01979
223.139 5.0378 0.21786 4.1e-4 4.2e-5 3.4e-3 3.4e-3 7.3e-5 1.6e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.21745 0.00732 -0.01981
223.139 5.0360 0.21793 4.2e-4 4.6e-5 3.5e-3 3.5e-3 8.5e-5 2.8e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.21749 0.00733 -0.01983

V5 223.141 6.0871 0.20170 8.9e-4 2.5e-4 5.3e-3 5.3e-3 1.3e-4 4.5e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.20183 0.00652 -0.01073
223.141 6.0835 0.20179 9.4e-4 2.6e-4 4.9e-3 4.9e-3 1.6e-4 6.6e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.20187 0.00652 -0.01075

V6 223.140 7.0153 0.19315 1.2e-3 3.5e-4 4.8e-3 4.8e-3 1.9e-4 7.9e-5 1.1e-3 1.2e-3 2.7e-4 2.7e-4 0.19446 0.00604 -0.00543
223.139 7.0072 0.19323 1.8e-3 3.6e-4 4.9e-3 4.9e-3 2.0e-1 3.1e-3 1.1e-3 3.3e-3 2.7e-4 2.7e-4 0.19450 0.00604 -0.00547
223.139 7.0108 0.19318 1.8e-3 3.2e-4 5.0e-3 5.0e-3 1.5e-4 5.6e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.19448 0.00604 -0.00545
223.140 7.0087 0.19365 1.3e-3 4.7e-4 4.7e-3 4.7e-3 1.9e-4 8.0e-5 1.1e-3 1.2e-3 2.7e-4 2.7e-4 0.19450 0.00604 -0.00546
223.139 7.0065 0.19311 1.6e-3 3.7e-4 4.9e-3 4.9e-3 1.3e-4 4.4e-5 1.1e-3 1.1e-3 2.7e-4 2.7e-4 0.19451 0.00605 -0.00547

V7 223.141 8.1033 0.18991 6.3e-4 3.1e-5 5.6e-3 5.6e-3 1.3e-4 1.1e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.19118 0.00565 -0.00083
223.141 8.1011 0.18977 7.7e-4 5.3e-5 5.8e-3 5.8e-3 1.4e-4 3.3e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.19118 0.00565 -0.00084
223.141 8.0989 0.18972 6.3e-4 8.1e-5 5.7e-3 5.7e-3 1.5e-4 3.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.19118 0.00565 -0.00085
223.141 8.0967 0.18957 1.0e-3 1.2e-4 5.8e-3 5.8e-3 1.5e-4 2.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.19118 0.00566 -0.00086
223.141 8.0947 0.18956 1.0e-3 1.0e-4 5.8e-3 5.8e-3 1.5e-4 3.2e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.19118 0.00566 -0.00086

V8 223.141 8.4451 0.18984 4.3e-4 1.7e-5 3.6e-3 3.6e-3 1.2e-4 9.8e-6 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19110 0.00556 0.00040
223.141 8.4427 0.18977 5.5e-4 1.1e-4 3.6e-3 3.6e-3 1.4e-4 1.3e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19110 0.00556 0.00039
223.141 8.4402 0.18983 5.6e-4 4.3e-5 3.6e-3 3.6e-3 1.3e-4 2.9e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19110 0.00556 0.00038
223.142 8.4378 0.18980 5.3e-4 5.5e-5 3.6e-3 3.6e-3 1.0e-4 1.6e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19111 0.00556 0.00037
223.142 8.4354 0.18981 4.9e-4 3.7e-5 3.6e-3 3.6e-3 1.1e-4 1.5e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19111 0.00556 0.00036

V9 223.143 8.6114 0.18970 1.4e-3 3.7e-4 4.2e-3 4.2e-3 1.8e-4 4.1e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19123 0.00552 0.00097
223.142 8.6090 0.18970 1.2e-3 4.8e-4 4.1e-3 4.1e-3 1.5e-4 5.3e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19122 0.00552 0.00097
223.142 8.6068 0.18989 9.8e-4 2.0e-4 4.1e-3 4.1e-3 1.2e-4 2.9e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19122 0.00552 0.00096
223.141 8.6045 0.18990 1.6e-3 2.0e-4 4.2e-3 4.2e-3 1.2e-4 1.4e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.19121 0.00552 0.00095

V10 223.140 9.1958 0.19076 8.5e-4 1.0e-4 5.4e-3 5.4e-3 2.6e-4 9.4e-5 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.19235 0.00540 0.00290
223.140 9.1939 0.19077 8.9e-4 2.0e-4 5.6e-3 5.6e-3 2.2e-4 8.5e-5 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.19234 0.00540 0.00289
223.140 9.1920 0.19071 1.3e-3 2.4e-4 5.3e-3 5.3e-3 3.0e-4 1.3e-4 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.19234 0.00540 0.00289
223.141 9.1902 0.19061 1.0e-3 1.9e-4 5.4e-3 5.4e-3 2.6e-4 1.1e-4 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.19234 0.00540 0.00288
223.141 9.1883 0.19059 6.0e-4 5.0e-5 5.3e-3 5.3e-3 2.3e-4 8.8e-5 1.4e-3 1.4e-3 2.7e-4 2.7e-4 0.19233 0.00540 0.00287

V11 223.141 9.8106 0.19262 6.0e-4 1.1e-4 5.4e-3 5.4e-3 1.0e-4 2.8e-5 2.6e-3 2.6e-3 2.7e-4 2.7e-4 0.19473 0.00530 0.00481
223.141 9.8078 0.19301 6.1e-4 7.1e-5 5.3e-3 5.3e-3 1.4e-4 3.3e-5 2.6e-3 2.6e-3 2.7e-4 2.7e-4 0.19472 0.00530 0.00480
223.141 9.8050 0.19280 4.2e-4 3.3e-5 5.1e-3 5.1e-3 1.4e-4 4.0e-5 2.6e-3 2.6e-3 2.7e-4 2.7e-4 0.19471 0.00530 0.00479
223.141 9.8022 0.19276 7.1e-4 5.7e-5 5.1e-3 5.1e-3 1.2e-4 2.3e-5 2.6e-3 2.6e-3 2.7e-4 2.7e-4 0.19469 0.00530 0.00479
223.141 9.7995 0.19294 5.9e-4 6.2e-5 5.3e-3 5.3e-3 1.4e-4 4.4e-5 2.6e-3 2.6e-3 2.7e-4 2.7e-4 0.19468 0.00530 0.00478



V12 223.139 10.8727 0.20008 7.2e-4 1.8e-4 3.2e-3 3.2e-3 1.4e-4 2.5e-5 2.7e-3 2.7e-3 2.7e-4 2.7e-4 0.20154 0.00519 0.00802
223.139 10.8693 0.19989 1.0e-3 2.7e-4 3.2e-3 3.2e-3 1.3e-4 3.7e-5 2.7e-3 2.7e-3 2.7e-4 2.7e-4 0.20151 0.00519 0.00801
223.138 10.8661 0.19973 1.1e-3 1.4e-4 3.2e-3 3.2e-3 1.6e-4 3.1e-5 2.7e-3 2.7e-3 2.7e-4 2.7e-4 0.20148 0.00519 0.00800

V13 223.142 11.9841 0.20903 8.7e-4 2.1e-4 4.7e-3 4.7e-3 3.7e-4 1.3e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.21237 0.00516 0.01149
223.141 11.9814 0.20890 1.1e-3 1.7e-4 5.0e-3 5.0e-3 3.5e-4 1.4e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.21234 0.00516 0.01148
223.140 11.9761 0.20861 1.5e-3 2.9e-4 5.3e-3 5.3e-3 4.1e-4 1.4e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.21228 0.00516 0.01147
223.140 11.9733 0.20870 1.2e-3 2.5e-4 5.1e-3 5.1e-3 4.0e-4 1.6e-4 2.7e-3 2.7e-3 2.7e-4 2.8e-4 0.21224 0.00516 0.01146

V14 223.136 14.9794 0.25628 1.6e-3 3.4e-4 3.2e-3 3.2e-3 1.2e-4 9.3e-6 2.8e-3 2.8e-3 2.7e-4 2.8e-4 0.26355 0.00568 0.02379
223.138 14.9746 0.25617 8.8e-4 2.1e-4 3.0e-3 3.0e-3 1.3e-4 2.4e-5 2.8e-3 2.8e-3 2.7e-4 2.8e-4 0.26345 0.00568 0.02376
223.138 14.9699 0.25704 1.1e-3 2.4e-4 2.9e-3 2.9e-3 1.7e-4 3.4e-5 2.8e-3 2.8e-3 2.7e-4 2.8e-4 0.26334 0.00568 0.02373
223.138 14.9652 0.25728 9.4e-4 1.7e-4 2.9e-3 2.9e-3 1.4e-4 2.0e-5 2.8e-3 2.8e-3 2.7e-4 2.8e-4 0.26323 0.00568 0.02371
223.138 14.9605 0.25740 1.3e-3 2.4e-4 3.0e-3 3.0e-3 1.2e-4 1.2e-5 2.8e-3 2.8e-3 2.7e-4 2.8e-4 0.26311 0.00567 0.02368

V15 223.137 16.0198 0.28550 9.7e-4 2.5e-4 2.8e-3 2.8e-3 1.7e-4 2.2e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.29163 0.00629 0.03059
223.138 16.0148 0.28524 7.5e-4 1.2e-4 2.8e-3 2.8e-3 2.1e-4 4.5e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.29148 0.00628 0.03056
223.137 16.0098 0.28512 1.0e-3 3.1e-4 2.7e-3 2.7e-3 2.0e-4 5.6e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.29133 0.00628 0.03051
223.138 16.0048 0.28489 1.0e-3 3.2e-4 2.8e-3 2.8e-3 1.8e-4 2.9e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.29118 0.00627 0.03048
223.138 16.0000 0.28458 8.9e-4 2.0e-4 3.0e-3 3.0e-3 1.9e-4 6.8e-5 2.8e-3 2.8e-3 2.7e-4 2.9e-4 0.29103 0.00627 0.03044

V16 223.139 17.2601 0.33191 1.1e-3 2.8e-4 3.0e-3 3.0e-3 4.0e-4 1.4e-4 2.8e-3 2.8e-3 2.7e-4 3.0e-4 0.33739 0.00794 0.04523
223.138 17.2552 0.33174 1.5e-3 3.4e-4 2.8e-3 2.8e-3 4.9e-4 2.0e-4 2.8e-3 2.8e-3 2.7e-4 3.0e-4 0.33717 0.00793 0.04514
223.138 17.2520 0.33148 1.2e-3 3.1e-4 2.8e-3 2.9e-3 2.3e-4 6.8e-5 2.8e-3 2.8e-3 2.7e-4 3.0e-4 0.33702 0.00792 0.04508
223.139 17.2465 0.33121 1.2e-3 3.2e-4 2.8e-3 2.8e-3 1.5e-4 1.7e-5 2.8e-3 2.8e-3 2.7e-4 3.0e-4 0.33678 0.00791 0.04498
223.139 17.2414 0.33105 8.2e-4 8.2e-5 2.8e-3 2.8e-3 2.6e-4 5.1e-5 2.8e-3 2.8e-3 2.7e-4 3.0e-4 0.33655 0.00790 0.04488

V17 223.138 18.2267 0.41654 1.0e-3 2.6e-4 2.8e-3 2.8e-3 3.0e-4 5.9e-5 2.8e-3 2.8e-3 2.7e-4 3.6e-4 0.39455 0.01284 0.08223
223.138 18.2220 0.41566 1.1e-3 2.0e-4 2.6e-3 2.6e-3 2.7e-4 1.2e-4 2.8e-3 2.8e-3 2.7e-4 3.6e-4 0.39416 0.01279 0.08185
223.138 18.2172 0.41477 1.3e-3 3.1e-4 2.7e-3 2.7e-3 2.3e-4 4.5e-5 2.8e-3 2.8e-3 2.7e-4 3.6e-4 0.39377 0.01273 0.08146
223.138 18.2126 0.41396 9.5e-4 2.0e-4 2.8e-3 2.8e-3 2.0e-4 6.3e-5 2.8e-3 2.8e-3 2.7e-4 3.6e-4 0.39340 0.01268 0.08108
223.138 18.2080 0.41307 1.1e-3 1.7e-4 2.8e-3 2.8e-3 2.2e-4 3.2e-5 2.8e-3 2.8e-3 2.7e-4 3.5e-4 0.39302 0.01263 0.08065

V18 269.997 9.5760 0.58157 1.2e-3 8.0e-5 5.0e-3 5.0e-3 6.6e-4 3.2e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58456 0.01120 -0.00414
269.997 9.5703 0.58194 8.8e-4 3.4e-5 4.8e-3 4.8e-3 8.6e-4 4.3e-4 1.4e-3 1.5e-3 2.7e-4 2.8e-4 0.58459 0.01120 -0.00421
269.997 9.5647 0.58216 1.0e-3 1.0e-4 4.6e-3 4.6e-3 6.6e-4 3.1e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58462 0.01120 -0.00428
269.997 9.5595 0.58144 9.8e-4 9.4e-5 4.7e-3 4.7e-3 7.0e-4 3.4e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58464 0.01120 -0.00434
269.997 9.5541 0.58112 8.9e-4 3.8e-5 4.8e-3 4.8e-3 6.8e-4 3.3e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58466 0.01120 -0.00440
269.997 9.5491 0.58109 9.7e-4 8.1e-5 4.7e-3 4.7e-3 5.9e-4 2.8e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58468 0.01120 -0.00446
269.997 9.5440 0.58106 1.0e-3 8.7e-5 4.8e-3 4.8e-3 6.1e-4 3.0e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58470 0.01120 -0.00453
269.997 9.5393 0.58315 8.9e-4 7.6e-5 4.7e-3 4.7e-3 6.0e-4 2.8e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58473 0.01120 -0.00458

V19 269.995 9.5912 0.58057 1.4e-3 7.1e-5 6.1e-3 6.1e-3 2.5e-4 9.8e-5 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58449 0.01121 -0.00396
269.996 9.5876 0.58046 1.2e-3 9.9e-5 5.7e-3 5.7e-3 2.8e-4 1.1e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58451 0.01120 -0.00400
269.996 9.5840 0.58169 1.3e-3 6.1e-5 6.3e-3 6.3e-3 3.7e-4 1.7e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58452 0.01120 -0.00404
269.995 9.5802 0.58124 9.5e-4 7.8e-5 6.0e-3 6.0e-3 3.6e-4 1.7e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58453 0.01120 -0.00409
269.996 9.5766 0.58080 1.0e-3 1.1e-4 5.7e-3 5.7e-3 2.9e-4 1.3e-4 1.4e-3 1.4e-3 2.7e-4 2.8e-4 0.58455 0.01120 -0.00413

P2 298.174 6.4369 0.99999 2.1e-4 1.9e-5 1.6e-3 1.6e-3 8.5e-5 8.0e-6 1.2e-3 1.2e-3
V20 298.159 6.7086 0.98156 2.0e-4 1.9e-5 1.5e-3 1.5e-3 1.1e-4 2.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98182 0.01031 -0.06269

298.159 6.7089 0.98206 4.4e-4 4.0e-5 1.5e-3 1.5e-3 1.1e-4 3.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98180 0.01031 -0.06269
298.159 6.7088 0.98205 6.8e-4 4.1e-5 1.5e-3 1.5e-3 1.3e-4 3.6e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98181 0.01031 -0.06269
298.159 6.7090 0.98161 4.3e-4 2.4e-5 1.5e-3 1.5e-3 1.4e-4 2.8e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98180 0.01031 -0.06268
298.159 6.7090 0.98197 3.2e-4 4.8e-5 1.5e-3 1.5e-3 1.1e-4 1.8e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98180 0.01031 -0.06268
298.159 6.7088 0.98153 3.5e-4 1.7e-5 1.5e-3 1.5e-3 1.1e-4 1.6e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98181 0.01031 -0.06269
298.159 6.7088 0.98142 3.1e-4 4.0e-5 1.5e-3 1.5e-3 1.1e-4 2.4e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98181 0.01031 -0.06269
298.159 6.7087 0.98170 1.9e-4 1.5e-5 1.5e-3 1.5e-3 1.1e-4 2.6e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98182 0.01031 -0.06269

V21 298.158 6.7192 0.98099 3.4e-4 6.7e-5 1.5e-3 1.5e-3 2.1e-4 8.6e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98114 0.01030 -0.06240
298.158 6.7190 0.98096 3.7e-4 5.0e-5 1.5e-3 1.5e-3 2.4e-4 1.0e-4 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98116 0.01030 -0.06240
298.158 6.7196 0.98098 4.0e-4 8.2e-5 1.4e-3 1.4e-3 1.2e-4 4.9e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98112 0.01030 -0.06238
298.158 6.7197 0.98095 2.3e-4 2.7e-5 1.5e-3 1.5e-3 8.4e-5 7.4e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98112 0.01030 -0.06238
298.158 6.7195 0.98097 1.8e-4 3.6e-5 1.5e-3 1.5e-3 7.9e-5 6.4e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98113 0.01030 -0.06239



V22 298.162 7.0988 0.95950 3.9e-4 5.4e-5 1.6e-3 1.6e-3 2.3e-4 8.3e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.95950 0.01014 -0.05193
298.162 7.0989 0.95953 4.3e-4 4.1e-5 1.4e-3 1.4e-3 1.1e-4 1.3e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.95949 0.01014 -0.05193

V23 298.162 7.4165 0.94445 3.8e-4 2.7e-5 1.4e-3 1.4e-3 2.2e-4 6.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94438 0.01006 -0.04314
298.161 7.4163 0.94444 3.8e-4 4.8e-5 1.3e-3 1.3e-3 1.7e-4 1.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94438 0.01006 -0.04315
298.161 7.4161 0.94432 3.9e-4 2.2e-5 1.5e-3 1.5e-3 1.9e-4 1.5e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94440 0.01006 -0.04315
298.162 7.4160 0.94421 1.7e-4 3.1e-5 1.5e-3 1.5e-3 1.9e-4 2.6e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94440 0.01006 -0.04316

V24 298.162 7.4185 0.94444 4.7e-4 9.0e-5 1.4e-3 1.4e-3 2.9e-4 2.5e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94430 0.01006 -0.04308
298.163 7.4179 0.94414 3.1e-4 3.2e-5 1.6e-3 1.6e-3 2.1e-4 5.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94434 0.01006 -0.04310
298.163 7.4182 0.94441 3.0e-4 1.3e-5 1.4e-3 1.4e-3 6.4e-4 1.4e-4 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94433 0.01006 -0.04310
298.163 7.4183 0.94437 3.4e-4 5.8e-5 1.5e-3 1.5e-3 6.4e-4 1.2e-4 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94432 0.01006 -0.04309
298.163 7.4175 0.94443 1.1e-4 1.4e-5 1.5e-3 1.5e-3 2.3e-4 7.0e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94435 0.01006 -0.04311
298.163 7.4169 0.94439 1.5e-4 1.9e-5 1.5e-3 1.5e-3 1.7e-4 2.3e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.94438 0.01006 -0.04313
298.163 7.4165 0.94429 3.4e-4 3.0e-5 1.5e-3 1.5e-3 1.9e-4 5.3e-5 1.1e-3 1.2e-3 2.7e-4 2.8e-4 0.94440 0.01006 -0.04314
298.163 7.4163 0.94423 2.4e-4 1.3e-5 1.5e-3 1.5e-3 1.6e-4 3.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.94441 0.01006 -0.04315

V25 298.175 7.8941 0.92785 3.3e-4 4.1e-5 1.5e-3 1.5e-3 1.8e-4 3.3e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.92734 0.01019 -0.02817
298.175 7.8939 0.92790 2.7e-4 2.8e-5 1.4e-3 1.4e-3 1.3e-4 2.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.92735 0.01019 -0.02818
298.175 7.8937 0.92788 3.8e-4 3.0e-5 1.5e-3 1.5e-3 1.5e-4 2.3e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.92735 0.01019 -0.02819
298.175 7.8935 0.92785 2.5e-4 1.9e-5 1.5e-3 1.5e-3 1.3e-4 2.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.92736 0.01019 -0.02820
298.175 7.8934 0.92797 3.4e-4 3.7e-5 1.5e-3 1.5e-3 1.4e-4 3.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.92736 0.01019 -0.02821
298.175 7.8932 0.92798 2.1e-4 3.5e-5 1.5e-3 1.5e-3 1.3e-4 2.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.92736 0.01019 -0.02821
298.175 7.8930 0.92803 1.9e-4 4.0e-5 1.5e-3 1.5e-3 1.7e-4 2.9e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.92737 0.01019 -0.02821
298.175 7.8928 0.92790 1.8e-4 1.2e-5 1.5e-3 1.5e-3 1.5e-4 4.8e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.92738 0.01019 -0.02822

V26 298.174 8.0737 0.92445 2.7e-4 9.9e-5 1.6e-3 1.6e-3 1.7e-4 4.1e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92290 0.01046 -0.02074
298.174 8.0731 0.92481 2.5e-4 1.6e-5 1.6e-3 1.6e-3 1.4e-4 5.0e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92292 0.01046 -0.02077
298.174 8.0728 0.92463 2.0e-4 2.4e-5 1.6e-3 1.6e-3 1.6e-4 2.4e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92292 0.01046 -0.02079
298.174 8.0726 0.92468 1.6e-4 1.5e-5 1.6e-3 1.6e-3 1.7e-4 4.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92293 0.01046 -0.02080
298.174 8.0722 0.92466 1.8e-4 4.8e-5 1.6e-3 1.6e-3 1.6e-4 2.9e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92294 0.01046 -0.02082
298.174 8.0718 0.92466 1.7e-4 4.9e-5 1.6e-3 1.6e-3 1.3e-4 2.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92294 0.01045 -0.02084
298.174 8.0715 0.92473 1.7e-4 1.5e-5 1.6e-3 1.6e-3 1.9e-4 6.2e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92295 0.01045 -0.02085
298.174 8.0712 0.92477 2.5e-4 7.7e-5 1.6e-3 1.6e-3 1.7e-4 2.1e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.92295 0.01045 -0.02087

V27 298.168 8.1437 0.92479 2.5e-4 2.3e-5 1.4e-3 1.4e-3 2.3e-4 4.5e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92152 0.01065 -0.01708
298.168 8.1436 0.92480 1.9e-4 5.1e-5 1.4e-3 1.4e-3 2.1e-4 3.0e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92152 0.01065 -0.01709
298.168 8.1435 0.92459 2.7e-4 2.4e-5 1.4e-3 1.4e-3 2.2e-4 4.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92152 0.01065 -0.01709
298.168 8.1434 0.92462 2.0e-4 7.0e-5 1.5e-3 1.5e-3 1.5e-4 5.9e-6 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92152 0.01065 -0.01710
298.170 8.1433 0.92433 6.2e-4 1.5e-4 1.6e-3 1.6e-3 1.7e-4 1.9e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92154 0.01065 -0.01710
298.170 8.1432 0.92459 2.5e-4 2.2e-5 1.4e-3 1.4e-3 1.9e-4 2.7e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92154 0.01065 -0.01711
298.170 8.1432 0.92458 2.1e-4 3.9e-5 1.5e-3 1.5e-3 1.8e-4 1.8e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92154 0.01065 -0.01711
298.170 8.1431 0.92462 1.9e-4 2.2e-5 1.5e-3 1.5e-3 1.6e-4 1.3e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92154 0.01065 -0.01711

V28 298.174 8.2531 0.92624 3.3e-4 1.3e-4 1.5e-3 1.5e-3 1.1e-4 2.3e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92010 0.01121 -0.00920
298.173 8.2530 0.92622 2.7e-4 3.1e-5 1.4e-3 1.4e-3 1.1e-4 1.3e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92010 0.01121 -0.00918
298.173 8.2527 0.92606 2.8e-4 7.4e-5 1.5e-3 1.5e-3 1.3e-4 2.0e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92010 0.01121 -0.00922
298.173 8.2526 0.92617 1.8e-4 2.2e-5 1.5e-3 1.5e-3 1.6e-4 2.1e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92011 0.01121 -0.00923
298.173 8.2524 0.92608 2.9e-4 5.8e-5 1.5e-3 1.5e-3 2.0e-4 5.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92011 0.01121 -0.00925
298.174 8.2522 0.92598 2.2e-4 7.2e-5 1.5e-3 1.5e-3 1.8e-4 2.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92011 0.01120 -0.00924
298.174 8.2521 0.92596 2.1e-4 5.1e-5 1.5e-3 1.5e-3 2.0e-4 3.2e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.92011 0.01120 -0.00929

V29 298.174 8.2725 0.92711 2.7e-4 1.7e-5 1.5e-3 1.5e-3 2.2e-4 4.0e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91994 0.01137 -0.00730
298.174 8.2722 0.92672 2.8e-4 2.1e-5 1.5e-3 1.5e-3 2.1e-4 3.1e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91994 0.01137 -0.00732
298.174 8.2722 0.92707 3.7e-4 2.9e-5 1.5e-3 1.5e-3 2.1e-4 6.1e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91995 0.01137 -0.00737
298.174 8.2721 0.92706 3.2e-4 4.2e-5 1.4e-3 1.4e-3 1.6e-4 2.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91995 0.01137 -0.00734
298.174 8.2719 0.92663 3.0e-4 4.5e-5 1.5e-3 1.5e-3 2.0e-4 2.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91995 0.01137 -0.00734
298.174 8.2719 0.92704 6.2e-4 2.4e-4 1.5e-3 1.5e-3 1.5e-4 1.8e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91995 0.01137 -0.00733

V30 298.175 8.2865 0.92749 1.4e-4 1.5e-5 1.5e-3 1.5e-3 2.0e-4 4.3e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.91987 0.01151 -0.00574
298.175 8.2865 0.92742 1.8e-4 3.6e-5 1.5e-3 1.5e-3 1.7e-4 1.7e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.91987 0.01151 -0.00573
298.175 8.2864 0.92734 1.8e-4 1.8e-5 1.5e-3 1.5e-3 1.9e-4 3.9e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.91987 0.01151 -0.00577



298.175 8.2863 0.92735 1.9e-4 2.0e-5 1.5e-3 1.5e-3 1.3e-4 2.0e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.91987 0.01151 -0.00576
298.175 8.2861 0.92728 1.2e-4 1.0e-5 1.5e-3 1.5e-3 1.7e-4 2.4e-5 1.3e-3 1.3e-3 2.7e-4 2.7e-4 0.91987 0.01151 -0.00601
298.175 8.2860 0.92719 8.7e-5 1.4e-5 1.5e-3 1.5e-3 1.4e-4 2.1e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91987 0.01151 -0.00581
298.175 8.2858 0.92718 2.4e-4 2.2e-5 1.5e-3 1.5e-3 1.3e-4 2.3e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91987 0.01150 -0.00581
298.175 8.2858 0.92712 1.1e-4 8.8e-6 1.6e-3 1.6e-3 1.4e-4 2.5e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91988 0.01150 -0.00582

V31 298.174 8.2969 0.93016 2.9e-4 3.2e-5 1.6e-3 1.6e-3 1.3e-4 2.7e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91980 0.01162 -0.00451
298.174 8.2971 0.93013 2.9e-4 5.1e-5 1.6e-3 1.6e-3 1.4e-4 1.7e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91980 0.01163 -0.00449
298.175 8.2973 0.93033 3.5e-4 1.3e-4 1.7e-3 1.7e-3 1.1e-4 2.1e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91982 0.01163 -0.00445
298.176 8.2971 0.93029 2.2e-4 2.1e-5 1.7e-3 1.7e-3 1.4e-4 2.6e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91982 0.01163 -0.00446
298.176 8.2973 0.93030 2.2e-4 1.9e-5 1.7e-3 1.7e-3 1.1e-4 1.5e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91982 0.01163 -0.00444
298.176 8.2974 0.93027 2.3e-4 1.9e-5 1.6e-3 1.6e-3 1.3e-4 1.7e-5 1.2e-3 1.2e-3 2.7e-4 2.7e-4 0.91982 0.01163 -0.00443

P3 303.158 7.2105 0.99999 3.2e-4 9.5e-6 2.0e-3 2.0e-3 1.4e-4 3.0e-5 1.1e-3 1.1e-3
V32 303.156 7.4006 0.99148 8.1e-4 4.1e-5 1.8e-3 1.8e-3 9.4e-5 6.6e-6 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.99157 0.00822 -0.04198

303.156 7.4007 0.99149 3.6e-4 2.0e-5 1.9e-3 1.9e-3 1.4e-4 1.8e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.99157 0.00822 -0.04198
303.156 7.4007 0.99159 2.2e-4 3.5e-5 1.9e-3 1.9e-3 1.2e-4 2.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.99157 0.00822 -0.04198
303.157 7.4007 0.99157 2.5e-4 2.1e-5 1.9e-3 1.9e-3 1.2e-4 2.5e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.99157 0.00822 -0.04198
303.158 7.4007 0.99156 1.4e-4 6.6e-6 2.0e-3 2.0e-3 1.0e-4 2.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.99158 0.00822 -0.04197
303.158 7.4007 0.99156 3.6e-4 1.8e-5 2.0e-3 2.0e-3 1.2e-4 2.6e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.99158 0.00822 -0.04198
303.158 7.4007 0.99153 1.5e-4 1.6e-5 2.0e-3 2.0e-3 1.0e-4 9.1e-6 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.99158 0.00822 -0.04197
303.158 7.4008 0.99152 1.4e-4 1.3e-5 2.0e-3 2.0e-3 9.3e-5 8.7e-6 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.99158 0.00822 -0.04197

V33 303.156 7.4670 0.98914 7.0e-4 6.4e-5 2.0e-3 2.0e-3 1.6e-4 5.6e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98888 0.00835 -0.03915
303.156 7.4672 0.98906 4.5e-4 7.8e-5 1.9e-3 1.9e-3 1.2e-4 1.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98887 0.00835 -0.03914
303.157 7.4672 0.98895 4.0e-4 2.1e-5 2.0e-3 2.0e-3 1.0e-4 8.1e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98888 0.00835 -0.03913
303.158 7.4672 0.98908 1.3e-4 2.1e-5 2.0e-3 2.0e-3 1.2e-4 1.4e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98888 0.00835 -0.03913
303.158 7.4673 0.98898 3.4e-4 1.4e-5 2.0e-3 2.0e-3 1.1e-4 1.9e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98888 0.00835 -0.03913
303.158 7.4674 0.98910 1.9e-4 3.3e-5 2.0e-3 2.0e-3 1.6e-4 2.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98888 0.00835 -0.03912
303.158 7.4674 0.98899 3.7e-4 3.4e-5 2.1e-3 2.1e-3 1.3e-4 1.4e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98887 0.00835 -0.03912

V34 303.158 7.5219 0.98691 3.2e-4 3.3e-5 1.7e-3 1.7e-3 1.2e-4 1.4e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98682 0.00851 -0.03633
303.158 7.5219 0.98698 3.6e-4 1.6e-5 1.7e-3 1.7e-3 1.2e-4 1.8e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98682 0.00851 -0.03633
303.158 7.5219 0.98700 1.5e-4 9.6e-6 1.7e-3 1.7e-3 1.2e-4 2.5e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98682 0.00851 -0.03633
303.158 7.5218 0.98698 4.1e-4 4.3e-5 1.7e-3 1.7e-3 1.4e-4 3.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98682 0.00851 -0.03634
303.158 7.5217 0.98700 3.4e-4 3.1e-5 1.7e-3 1.7e-3 1.1e-4 1.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98682 0.00851 -0.03634
303.158 7.5215 0.98692 3.0e-4 2.5e-5 1.7e-3 1.7e-3 1.5e-4 1.4e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98683 0.00851 -0.03635
303.158 7.5215 0.98693 3.9e-4 3.0e-5 1.7e-3 1.7e-3 1.6e-4 4.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98683 0.00851 -0.03636
303.158 7.5213 0.98689 2.4e-4 3.0e-5 1.7e-3 1.7e-3 1.0e-4 1.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98684 0.00851 -0.03637

V35 303.158 7.5349 0.98700 3.4e-4 1.6e-5 1.8e-3 1.8e-3 1.6e-4 2.8e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98635 0.00856 -0.03556
303.158 7.5351 0.98700 3.6e-4 5.9e-5 1.8e-3 1.8e-3 1.1e-4 8.8e-6 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98635 0.00856 -0.03554
303.158 7.5350 0.98698 4.0e-4 4.7e-5 1.8e-3 1.8e-3 1.8e-4 3.0e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98635 0.00856 -0.03555
303.158 7.5349 0.98697 1.9e-4 2.7e-5 1.8e-3 1.8e-3 1.1e-4 1.0e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98636 0.00856 -0.03556

V36 303.158 7.5449 0.98689 2.4e-4 3.6e-5 1.7e-3 1.7e-3 1.1e-4 2.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98600 0.00861 -0.03491
303.158 7.5450 0.98685 4.7e-4 4.3e-5 1.8e-3 1.8e-3 1.5e-4 2.4e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98600 0.00861 -0.03489
303.158 7.5450 0.98677 2.1e-4 9.7e-6 1.8e-3 1.8e-3 1.2e-4 1.5e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98600 0.00861 -0.03491
303.158 7.5450 0.98688 2.9e-4 2.5e-5 1.7e-3 1.7e-3 1.4e-4 3.3e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98600 0.00861 -0.03491
303.158 7.5450 0.98677 2.1e-4 1.3e-5 1.8e-3 1.8e-3 1.0e-4 1.4e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98600 0.00861 -0.03491
303.158 7.5449 0.98680 3.4e-4 1.8e-5 1.8e-3 1.8e-3 1.2e-4 2.3e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98600 0.00861 -0.03492

V37 303.157 7.5532 0.98692 8.3e-4 1.4e-4 1.8e-3 1.8e-3 1.8e-4 2.5e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98570 0.00865 -0.03435
303.158 7.5533 0.98692 2.0e-4 1.1e-5 1.8e-3 1.8e-3 1.3e-4 2.2e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98571 0.00865 -0.03434
303.158 7.5535 0.98669 4.8e-4 8.3e-5 1.8e-3 1.8e-3 1.3e-4 1.1e-5 1.2e-3 1.2e-3 2.7e-4 2.8e-4 0.98570 0.00865 -0.03433
303.158 7.5529 0.98669 3.6e-4 4.6e-5 1.7e-3 1.7e-3 1.1e-4 1.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98572 0.00865 -0.03437

V38 303.158 7.5542 0.98670 1.5e-4 1.4e-5 1.8e-3 1.8e-3 1.4e-4 3.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98568 0.00866 -0.03428
303.158 7.5542 0.98667 1.8e-4 2.5e-5 1.8e-3 1.8e-3 1.9e-4 3.5e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98568 0.00866 -0.03428
303.158 7.5541 0.98662 6.5e-4 4.8e-5 1.8e-3 1.8e-3 1.2e-4 2.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98568 0.00866 -0.03429
303.158 7.5540 0.98660 1.9e-4 1.2e-5 1.7e-3 1.7e-3 1.2e-4 1.8e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98568 0.00866 -0.03429
303.158 7.5539 0.98662 3.2e-4 2.7e-5 1.8e-3 1.8e-3 1.1e-4 2.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98568 0.00866 -0.03430



303.158 7.5538 0.98659 4.9e-4 1.1e-4 1.7e-3 1.8e-3 1.1e-4 1.7e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98569 0.00866 -0.03431
303.158 7.5538 0.98661 1.9e-4 2.2e-5 1.7e-3 1.7e-3 1.0e-4 2.0e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98569 0.00866 -0.03431
303.158 7.5537 0.98656 1.0e-4 2.6e-5 1.8e-3 1.8e-3 1.1e-4 2.9e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98569 0.00866 -0.03431

V39 303.156 7.5542 0.98643 3.7e-4 1.4e-5 1.7e-3 1.7e-3 1.0e-4 9.4e-6 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98566 0.00866 -0.03428
303.157 7.5543 0.98638 4.6e-4 4.7e-5 1.7e-3 1.7e-3 9.2e-5 1.0e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98566 0.00866 -0.03428
303.157 7.5543 0.98641 5.1e-4 1.1e-4 1.7e-3 1.7e-3 1.2e-4 1.9e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98566 0.00866 -0.03427
303.156 7.5543 0.98644 4.0e-4 2.9e-5 1.7e-3 1.7e-3 1.6e-4 1.7e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98566 0.00866 -0.03428
303.156 7.5542 0.98641 3.7e-4 3.6e-5 1.7e-3 1.7e-3 1.5e-4 2.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98566 0.00866 -0.03428

V40 303.158 7.5577 0.98708 1.2e-4 3.1e-5 1.7e-3 1.7e-3 1.4e-4 2.1e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98555 0.00868 -0.03402
303.158 7.5576 0.98705 4.2e-4 3.5e-5 1.8e-3 1.8e-3 1.6e-4 2.2e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98556 0.00868 -0.03403
303.158 7.5575 0.98705 2.2e-4 1.9e-5 1.8e-3 1.8e-3 1.2e-4 1.3e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98556 0.00868 -0.03404
303.158 7.5575 0.98709 2.7e-4 2.4e-5 1.7e-3 1.7e-3 1.6e-4 3.0e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98556 0.00868 -0.03404
303.158 7.5574 0.98707 1.8e-4 1.3e-5 1.7e-3 1.7e-3 1.0e-4 1.6e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98557 0.00868 -0.03405
303.158 7.5574 0.98710 3.5e-4 3.3e-5 1.7e-3 1.7e-3 1.2e-4 1.4e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98557 0.00868 -0.03405
303.158 7.5572 0.98710 5.0e-4 2.9e-5 1.7e-3 1.7e-3 1.1e-4 2.0e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98557 0.00868 -0.03406
303.158 7.5572 0.98711 3.3e-4 2.9e-5 1.7e-3 1.7e-3 1.2e-4 2.4e-5 1.1e-3 1.1e-3 2.7e-4 2.8e-4 0.98557 0.00868 -0.03406
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