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PREFACE

It was in October 2004 when the supervisor of mystdes thesis, Frank Bruinsma, asked
me if | would be interested in a PhD position a thepartment of Spatial Economics of
the VU University. At first, my thoughts about dgia PhD were somewhat sceptical. First
of all, I had just received a Master’s degree isiBass Administration, not in Economics.
Second, working hard for a PhD salary for four geand meanwhile becoming a ‘weird’
scientist, did not seem very attractive to me. Hmvethe practical focus of the research,
combined with a very interesting research topic gredprospect of the title doctor, made
me decide to accept the job. Four years and a fewthms later, | can say | have never
regretted this decision. So Frank, | am very thahtd you for pushing me a little bit to
take the job at that time.

With Jos van Ommeren as my copromotor and PietvBlettas my promoter, |
have been able to improve my research skills. Bitlyou were always close by for
valuable support and tips and for motivating wotdsn very grateful for that and for your
confidence in me.

For producing Chapter 3, | was invited to work wiart Jourquin in Mons,
Belgium. | want to thank him for being able to lme NODUS model, for explaining how
to work with this model, and for solving the bugsdakly when | encountered one.

During the entire PhD period | enjoyed working adom 4A-41. | want to express
my thanks to Ghebre, Yin-Yen, Vanessa, and dutieglast few months, Stefan for our
interesting discussions on media topics and fofribadly atmosphere.

As well as working on this thesis, some EU and othejects, teaching and
supervising students who were writing their Mastetthieses also needed to be done.
Working together on this with Sander, Erik, HadewjjFrank, Elfie and Piet has always
been a congenial experience and | want to thank foe that.

Without good-quality data, producing this disséstatwould never have been
possible. Therefore, | would like to thank the deopho provided me with the data. First
of all, I am very grateful to Dirk van der Meulerorf making available the
Vaart!Vrachtindicator-data on inland waterway tqaors trips. | would also like to thank
the Centraal Bureau voor de Rijn- en BinnenvaaBR8) for providing the data on fuel
prices, NEA and the Central Commission for Navigaion the Rhine (CCNR) for the data
on regional transport flows and transport costs, Aline te Linde from the Institute for
Environmental Studies (IVM) of the VU for her hyttigical modelling data. Finally, |
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owe thanks to Bert Luijendijk from the Port of Rwttam for his time, and Hans and
Jolanda Pikaart for letting me experience an inlavaterway trip from Cologne tot
Rotterdam on his 5000 tonnes inland container ship.

Then, apart from all the pleasant work-related m@gsoof my colleagues, | also
want to mention several great social activitiegstFbf all, the whisky-meetings with
Eveline, Ron, Friso and, of course, the whisky-exgaank were always very joyful
occasions. The flavours vanilla, fruit, peat, medit and ‘rotten crosstie’ are still in my
memory (although the last-mentioned flavour willt mund familiar to many whisky
experts). | hope that we will have many more ofsthaneetings. Also thank you Jos, for
your hospitality when Angélique and | visited Oslbhen, | would like to thank all
department members with whom | played football iescduring conferences, explored
nightlife in Paris, Porto and Liverpool, and hatenesting conversations during gatherings
at the RE-union.

Thanks also go to my friends who made me relakénvweekends by going out in
Alkmaar and playing indoor soccer. The friend whbmvant to mention specifically is
Erwin, because, besides being my friend, he is alativmy brother. Many thanks for your
interest in my work and for being my brother.

| also want to express my gratitude to my parelas,and Margot: thank you for all
the things you have done for me in my life, for yoare and support. And finally, | want

to express my love for Angélique and Julia. Thaolt foth, for enriching my life.

Now let's celebrate!
Olaf Jonkeren, May 2009

The work contained in this dissertation is carrimd in the framework of the Dutch
National Research Programme ClimatieangesSpatial Planning. This programme is
financed by the Ministry of Economic Affairs. Itghais to contribute to the knowledge of
the impact of climate change on different sectdrshe economy in order to make the

Netherlands ‘climate proof’.
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CHAPTER 1

INTRODUCTION

1.1 Climate change

The fourth assessment report on climate chandgeedintergovernmental Panel on Climate
Change (IPCC) mentions that the speed of temperatgrease is accelerating. The 100-
year linear trend of global surface temperaturesase of 0.74C for the period 1906-2005
is greater than the trend of temperature incre§e66°C for the period 1901-2000. This
temperature increase is widespread over the glatik i greater at higher northern
latitudes. Land regions have warmed faster tharoti®ans. Rising sea level is consistent
with warming. The same holds for observed decreasesiow and ice extent (IPCC,
2007).

From 1900 to 2005, precipitation increased sigaiftly in certain parts of the
world, but the area affected by drought has probaidtreased since the 1970s. With a
high degree of confidence it can be stated thatesbydrological systems have been
affected through increased run-off and earlierrgppeak discharge in many glacier-and
snow-fed rivers (IPCC, 2007).

It is very likely that the cause of most of the elved increase in global average
temperatures since the mid*26entury is due to the observed increases in apbigenic
greenhouse gas concentrations in the atmosphdreseTconcentrations of carbon dioxide
(COy), methane (Ck), and nitrous oxide (MD) have increased markedly as a result of
human activities since 1750. Carbon dioxide is thest important anthropogenic
greenhouse gas. Its annual emissions grew by dfoper cent between 1970 and 2004.
Continued greenhouse gas emissions at or aboventuates will cause further warming
and induce many changes in the global climate systaring the 24 century (IPCC,
2007). Many studies have been occupied with esiimsof this future climate change.

An obvious problem with these studies, howeveth& we do not know exactly
how the climate will be in the future. A means @ating with this uncertainty is the
construction of climate scenarios. For the Netmei$a the Royal Dutch Meteorological

Institute (KNMI) has developed a set of climaterea@s which focus on changes for
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2050. The main dimensions underlying the scenaresdescribed in Table 1.1 (KNMI,
2006).

Table 1.1: Values for the steering parameters ®KNMI'06 climate scenarios for 2050
relative to 1990.

Scenario Global temperature increase in Change of atmospheric circulation
2050

M +1°C weal

M+ +1°C strong

w +2°C weak

W+ +2°C strong

Source: KNMI (2006).

In these climate scenarios, two main uncertaingiess considered: the level of global
temperature increase and the extent of changeraisptheric circulation (wind direction).
A strong change of circulation induces warmer araister winter seasons and drier and
warmer summertime situations than a weak circutatitange. The combinations of global
temperature increase and change of circulationtrestour scenarios. The scenario label
“M” stands for “Moderate”, while “W” stand for “Wan”. The “+” indicates that these
scenarios include a strong change of circulatidthAigh the climate scenarios have been
specifically constructed for the Netherlands, tlaeg based on the outcomes of several
international climate models for Western Europeer€fore, they give a good indication of
possible climate conditions in the river Rhine asghich is the area that is considered in

this dissertation.

1.2 Inland waterway transport

1.2.1 Literature overview

Within the transport literature, inland waterwagrtsport has received relatively limited
attention. An obvious explanation may be that idlavaterway transport only takes place
in some parts of the world because it is very mdependent on the presence of natural
infrastructure. The economically most importantcgka in the world where such natural
water infrastructure exists are parts of Europee (tlvers Rhine, Danube and their
tributaries), the US (the Great Lakes area andMimsissippi river), and China (the

Yangtze and the Pearl river). It is mainly in theseas in the world that inland waterway
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transport is of significant economic interest, whdir, maritime, rail and road transport
take place all over the world. It is probable, #iere, that only from countries in those
parts of the world where inland waterway transpodf economic importance do scientific
publications on inland waterway transport find tiveay into scientific journals.

From around 1900, the first scientific work onaimtl waterway transport was
purely descriptive, embedded in the economic ogggthy literature and mainly focusing
on the US. Later in the J0century, studies such as Patton (1956), Johnsehljland
Chisholm (1907) describe topics such as waterwlgstructure (the network, the number
of tonnes transported on water routes, constructibrwaterways), competition with
railroads (Kelso, 1941; Fisher, 1915; Johnson 19@8y policy and regulation issues
concerning inland waterway transport (Johnson, 19ilcox, 1931). But, between about
1955 and 1970, studies on inland waterway trangpertse are absent in the scientific
literature.

From 1970 onwards, articles on inland waterwaydpant start to appear again, but
now the approach is more analytical. For exampbseCand Lave (1972), Bongaerts and
van Schaik (1984), Miljkovic et al. (2000) and Yu &. (2006) use an econometric
approach to investigate the determinants of tramspmsts or rates by barge. Hong and
Plott (1982) focus on the effect of regulation cemsport prices, volume and efficiency;
Polak and Koshal (1980) estimate the effect of msg in technology on costs of inland
waterway transport; and Babcock and Lu (2000) fasethe transported grain tonnage by
barge on the Mississippi river.

Since about 2004, scientific research on inlandewedy transport has shifted to
containers, probably because of the large growghrdéis and the focus on efficiency
improvements in inland waterway container transplorthis connection, Konings (2003;
2006; 2007), Notteboom (2007a; b), and Notteboom Konings (2004) are relevant
studies.

A few articles deal with a very specific niche infand waterway transport: sea-
river shipping. The concept of sea-river shippimglies that a single vessel navigates both
coastal and inland waters. Articles on this topcfund in Rissoan (1994), Konings and
Ludema (2000), and Charles (2008).

A last branch of studies that must be address#teisne that focuses on the effect
of climate change on inland waterway transport flameconomic perspective. Studies of

this kind will be discussed later on in Section.2.5
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1.2.2 Analysis of the inland waterway transport sdor

In this subsection, the inland waterway transpecta in Europe and the river Rhine area
will be analysed focusing on both the supply anel demand side of the market. The
supply side of the market comprises the fleet &iedwaterway infrastructure, whereas the

demand side concerns the volumes transported iaré@eunder consideration.

The supply side

Roughly speaking, there are two ship types: drgaahips (for transportation of metal
ores, grain, scrap, etc), and tanker ships (fospartation of oil, chemical liquid products,
etc). Table 1.2 shows the number of ships in, dreddapacity of, the Rhine fleet per
segment. Ships for container transport are not mentionguasgely because container

ships are included in the segment “dry cargo fleet”

Table 1.2: The Rhine-fleet on Decembel' 2006

Country Dry cargo fleet Tanker fleet

Units (no. Capacit (tonnes Units (no. Capacit (tonnes
The Netherlanc 3,82¢ 4,684,88 767 944,74t
Belgium 1,272 1,541,131 223 324,810
Luxemburg 13 12,821 18 36,189
German 1,80: 1,944,04. 422 67308z
Franct 1,31¢ 961,21: 77 114,38t
Switzerland 20 40,582 37 90,468
Total 8,252 9,184,675 1,544 2,183,681

Source: CCNR and European Commission, 2007.

The Netherlands has by far the largest dry carget.flSecond is Germany. France and
Belgium have fleets that are about equal in uthitg,the capacity of the Belgian fleet is
larger than that of France because French inlasdele are on average much smaller.
Both, in the dry cargo Rhine fleet and in the tariRhine fleet the Dutch fleet forms about
50 per cent of total capacity. Luxemburg and Switzel do not play a significant role in
both market segments.

Inland waterway transport enterprises can genekahdivided into two types of

ownership: owner operators and own account tratsggorin the case of the owner

! The Rhine fleet is formed by the fleets of the iRhcountries: the Netherlands, Belgium, Luxemburg,
Germany, France and Switzerland (CCNR, 2002).
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operators, goods are transported by another contpanythe one that produces or uses the
goods. In the case of the own account transportees,goods transported by inland
waterway vessels are only those destined for, igmatting from, the company concerned
(Min. V&W and CBS, 2003). The large majority of theland waterway transport
enterprises are owner operators.

Another division of inland waterway transport epteses is by size. Table 1.3
illustrates the industry structure. The majoritytloé inland waterway transport enterprises
are ‘one-ship enterprises’. Shipping companiesirdend waterway transport enterprises
that own several ships and have an office on sidtieough Table 1.3 only represents the
market structure for the Netherlands, it can beardgd as representative for all Rhine

countries?

Table 1.3: Dutch inland waterway transport entegsiin 2002

Size of the enterprise Number of enterprises Numbeof ships % cumulative (ships)
1 shig 2.93( 2.93( 61,41%

2 ships 230 460 71,05%

3 ships 73 219 75,64%

4 ship: 35 14C 78,58%

5 ship: 21 10& 80,78%

6 — 10 ships 39 301 87,09%

10 — 20 ships 28 371 94,86%

> 20 ship 9 24E 100,00%

Total 3.36¢ 4771

Source: Min. V & W and CBS, 2008, 47.

The supply side in the inland waterway transportkeiacan thus be characterized by a
large number of enterprises with a small nhumbewvedsels, and a small number of
enterprises with several or many vessels.

A development that has been observed in the inleaiérway transport market in
recent years is an increase in scale. In the p@0088-2006, the number of inland ships in
the Dutch fleet decreased by 2.3 per cent whikhénsame period the capacity of the fleet
increased by 17.7 per cent (Inspectie Verkeer &eangsat and Rijkswaterstaat, 2007).
This evolution in vessel size in the tanker and dyk markets is due to the
commissioning of new vessels that are mainly langsize. At the same time, there is no
comparable withdrawal of old vessels from the tamkarket, and in the dry bulk market
small vessels are sold to countries outside thendRlarea (CCNR and European

Commission, 2007).

2 ECMT (1999) reports that the inland waterway tpamssector in Western Europe is highly fragmented.
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The inland waterway infrastructure network in Epgtretches from the North Sea
to the Black Sea and from Finland to Southern Feamd Northern Italy, and covers about
36,000 kilometres (Eurostat, 2008). Figure 1.1esents a large part of this network. The
North Sea — Black Sea route has existed since MB2n the Main-Danube Canal was
opened, making the seaports in North West Eurdpactite for Danube countries such as
Austria and Hungary. Physically, there is an inlavaterway connection between North
West and Central Europe, on the one hand, and hlbedrarea on the other. However, the

French canals are in poor condition and only aflomsmall inland ships.

North German
canals

e

Figure 1.1: Waterway infrastructure in North Wastl Central Europe

Within Europe the CEMT divisiohis applied to categorize waterways into

capacity levels | to V, where a Class | waterwagves the passage of inland ships up to

% This division was made by the Conference of theogean Ministers of Traffic in Paris, 1954.



Introduction 7

>200000t

50000 - 200000 t
10000 - 50 000 t
<10000t

!

| ! agho
The Netherl. k 181%

G
% ermany

Poland

-24.5%

'Y% Czech Republic

&9.3%

Austria
France -119

-4%

Rumania

Bulgaria

+79% Craega +4.4%§

Italy

7|

Figure 1.2: Inland waterway transport flows in Epgdn 2006
Note: +3.1 per cent (etc.) = percentage change 005.
Source: CCNR and European Commission, 2007.

400 tonnes, and a Class V waterway allows the pase&the largest inland ships (of
about 8,000 tonnes) and push-tug combinationsquBt000 tonnes). From Rotterdam to
Duisburg the Rhine river is suitable for such langand waterway vessels and push-tug
combinations, whereas the remaining parts of thersi Rhine, Moselle, Neckar, Rhone,
Seine and parts of the North German canals onbwathe passage of inland ships up to
3,000 tonnes and push-tug combinations of a maximiuéi000 tonnes.

The largest inland ports in Europe in decreasimgoare: Duisburg, Liege and Paris. Note
that in Belgium and the Netherlands the waterwdwaork has a higher density than in the
rest of Europe.

The demand side

The demand for inland waterway transport in theriRhine area is determined by the

intensity of economic activities of industries tlaae located within this area. Because the
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inland waterway transport enterprises are hirethbybasic industries, they are sensitive to
fluctuations in the economic climate.

The average growth in GDP of the EU-27 was 3 pat te2006 and 2.9 per cent
in 2007. This produced an increase in demand fdar{d waterway) transport in Europe.
Figure 1.2 shows the main inland waterway transfows in Europe in 2006 (CCNR and
European Commission, 2007).

In 2006, the Rhine corridor, which stretches frowit&erland via Germany and the
Netherlands to the North Sea, represented 63 perof¢he volume transported in Europe
by inland waterways. The north-south route betweemce, Belgium and the Netherlands
carried about 15 per cent of the volume and thewast route in North Germany, linking
Eastern Europe and the German North Sea portsetinttustrial Ruhr area, about 4 per
cent. Finally, the Main-Danube route, from the koot Germany to the Black Sea carried
for about 10 per cent. The figures on the map atdithe change in volume compared with
the year before (CCNR and European Commission,)200& can conclude that the Rhine
corridor is by far the most important inland wataywin Europe in terms of volume
transported. This is mainly because the Rhine @ortonnects the seaports of Rotterdam,
Amsterdam and Antwerp with large industrial areasGermany. In 2006, about 320

million tonnes were transported on this corridor.

350

300 — - 1111

{49 r+r-r+1TH-HHHHHHHHHEHHHEHEE

o004 HHYTHMHHHHHHHAEHHHEHEHE

soAtr+f*YH T THHHHHEHHEHIHHEH L

w441+ +1THHHHHEHHHEHTH T HLH

19901991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2002 ZWIB 2004 2005 2006

Figure 1.3: Total Rhine transport in millions ohtes

Source: CCNR and European Commission, 2007.
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Figure 1.3 shows inland waterway transport on then® over time with the
transported volume in millions of tonnes. As thiger route developed long ago, the
increase in the volume transported is relativelgwsl but structural. It reflects the
development of an industrial area that has exigted long time (CCNR and European
Commission, 2007). The cargo types most transpatedaw minerals like sand, gravel
and building materials, followed by the commoditlyand oil products. The demand for
transport of some of the commodities (for examplgricultural products) is subject to
seasonality. In total, about 500 million tonnes avéransported in 2006 in the EU27

countries (see Table 1.%).

Table 1.4: Transport of goods (x 1000 tonnes) danih waterways in the EU27 for 10
commodity groups in 2006

NSTR commodity Tonnes (x 1000)
0 Agricultural products; life animals 20,594
1 Food and animal food 25,411
2 Solid mireral fuel: 46,195
3 Oil and oil product 86,255
4 Ore and metal residues 53,021
5 Metals, metal unfinished products 21,059
6 Crude and manufactured minerals; building mas 149,880
7 Fertilizel 10,696
8 Chemical products 37,254
9 Machinery, transport equipment, manufacturedlesi 52,829
Total 503,194

Source: CCNR and European Commission, 2007.

Concerning the modal split in the Rhine countrizBand waterway transport has a
relatively large market share in the Netherlandslwdut 33 per cent. In the other Rhine
countries, its share is 16 per cent or lower (s#géel'1.5). A strong characteristic of inland
waterway transport compared with road transpatsisnvironmental performance. Figure
1.4 shows that for bulk cargo transport, inlandematy transport is 2 to 3 times more
environmentally friendly in terms of G@mission than road transport per tonne-kilometre

transported.

* Ideally, we would have shown the figures in Tablé for the individual Rhine countries. Howeveresh
data are not available without double counting. &ttheless, it can be said with certainty that ntbea 90
per cent of the total number of tonnes transpootethland waterways in the EU27 is transported iwithe

6 Rhine countries.
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Table 1.5: Modal split in tonne-kilometres in thiifRe countries (in percentages) in 2007

Country Road Rail Inland waterways
The Netherlands 61.8 5.0 33.2
Belgium 71.1 13.2 15.7
Luxemburg 92.5 4.1 3.3
German 65.7 21.¢€ 12.4
France 81.4 15.2 34
Switzerland - - -

Source: Eurostat, 2008. Data for Switzerland ateamailable.

Note: The percentages represent the share of eade of transport in total inland transport exprdsse
tonne-kilometres. It includes transport by road, aad inland waterways. Road transport is basedlbn
movements of vehicles registered in the reportiogntry. Rail and inland waterway transport is gater

based on movements on national territory, regasdd&éthe nationality of the vehicle or vessel.

140

120

100

80 —

40 [] r D 2005

DO Prediction 2010

Figure 1.4: CQemission for bulk cargo transport per mode (imggeer tonne-kilometre)

Note: IWT = inland waterway transport.
Source: BVB, 2009.

Special attention should be paid to the Port ofté&kdam as an important originator of
demand for inland waterway transport on the Rhineé ia Europe. Table 1.6 shows that
the outgoing (loaded) volume of international otéshinland waterway transport from the
port is about four times larger than the incomingl¢aded) volume in the port. This is an
indication of the existence of an imbalance in itigoing and outgoing transport flows,

implying that some barges have to navigate witltango to the Port of Rotterdam.
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Table 1.6: Number of loaded and unloaded tonne4(0@0) of cargo in the Port of

Rotterdam in 2002 (domestic haul excluded)

Sea River Road Rail Pipeline Total
Unloaded 246,229 19,252 4,690 2,984 0 273,154
Loade( 7364¢ 78517 6,95¢ 10,041 53,71€ 22288C

Source: Port of Rotterdam, 2008.

1.3 Climate change and inland waterway transport

During the last decade, discussions on climate ginamd transport were mainly focused
on mitigation strategies. The central question iasyhat ways can the greenhouse gas
emissions of the transport sector be reduced? Merently, another element has been
added to the discussion on climate change: itdagble that the climate is now changing
rather rapidly, and that raises the issue of witptations will be called for in the
transport sector.

In this dissertation, the focus is on water tramspsince here the climate change
impacts may be substantial. Some impacts may béivygod-or example, the increase of
global temperatures may make water transport in Ahgtic areas both possible and
economically viable (Johannessen et al., 2004; ®athan et al., 2007). However, there
are also potential negative effects. In particuldgnd waterway transport may experience
problems related to higher volatilities in watevdks. Climate change is likely to affect
inland transport on all waterways in North Westdpg but, as the river Rhine is by far the
most important waterway in terms of transportedun@d, this study focuses mainly on the
Rhine.

The river Rhine is a combined rain-snow river.aAgesult of climate change, it is
expected that the Rhine will be more rain-orientedhe future. More specifically, it is
expected that, in winter, precipitation will inceea and higher temperatures will cause a
smaller proportion of precipitation to be storedhie form of snow in the Alps. As a result,
in winter more precipitation will directly entewvers, average and peak water levels will be
higher, and the number of days with low water Iswgill decrease. In summer, besides a
reduction in melt water contribution, there will less precipitation and more evaporation
due to higher temperatures. As a consequence dinlaterway vessels on the Rhine will
experience lower water levels, as well as an isgéa the number of days with low water

levels in summer and autumn (Middelkoop et al.,0001). Low water levels imply
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restrictions on the load factor of inland shipsisT$uggests that the capacity of the inland
waterway transport fleet is (severely) reduceddriquls with low water levels, which has
economic consequences.

As low water levels hardly occur during winter, trexluction of days with low
water levels in winter will be small. However, axtiease of days with high water levels in
winter implies an increase in the number of daysmbich inland waterway transport is

blocked for safety reasons.
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Figure 1.5: Change in discharge of the Rhine duangear under the KNMI'06 climate

scenarios at Kaub.
Source: te Linde, 2007.

Figure 1.5 illustrates what the effect of climaterge on discharge of the river Rhine at
the location Kaub (a small town which is locatedtbe East bank of the Rhine in Figure
2.1) is expected to be under the four climate siem#hat were described in Section 4.1.
On the horizontal axis, the time period of one yisativided into 36 periods of ten days.

The vertical axis shows the expected percentagegehan discharge compared with the

® River dikes are heavily put to the test in periofibigh water levels, and they may break as alre$ihe
extra pressure inland waterway vessels imposeeasettikes during high water levels.
® Discharges can be converted to water levels bynmeaiwhat is known as Q-h relationship. Formubeiste

for this conversion for several locations on theneh



Introduction 13

average discharge between 1961 and 1995. The nigannr discharge in the winter
months December, January and February varies frgar &ent for the G scenario to 16
per cent for the W+ scenario. In the summer modtme, July and August, there are only
minor changes in discharge in the G and W scendtdowever, the G+ and W+ scenarios
(each with a strong change of atmospheric cirauatishow a decrease in mean discharge
of 22 — 42 per cent (te Linde, 2007).

Because water levels seldom become so high thatréseilt in completely halting
inland waterway transport, and because low wateelde occur more often and are
expected to decrease more sharply than high watexld increase, this dissertation
concentrates only on the economic consequenceasioWwhter levels on inland waterway
transport.

The reduction in discharge in summer and autumscenarios M+ and W+ may
cause several problems. For example, inland shigg mave to reduce their load factor
resulting in higher unit transport prices. Alsdamd waterway carriers may have to search
for alternative routes in the event of extreme lpater levels on the planned route, leading
to detours and delays. Finally, shippers may dedalaise another transport mode,

implying a loss of demand for inland waterway tyzors.

1.4 Goal and structure of the dissertation

1.4.1 Motivation and research questions

Climate change is likely to affect many sectorshie economy, for example, agriculture,
tourism and transport. The aim of this study isaatribute to the knowledge on the effect
of climate change on one specific transport sedtm:inland waterway transport sector.
First, this knowledge is relevant since it may cimitte to the formulation of policies to
adapt to these changes (e.g. de Groot et al., 20 specifically, if insight is gained
into the possible (economic) consequences of diimettange on inland waterway
transport, this might enable cost-benefit calcalai on adaptation measures. Second, it
may become clear how the inland waterway transpector itself can adapt to climate

change: for example, by means of re-routing flows.
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This dissertation aims to answer the following agsk questions:

1. What is the effect of climate change on inland wa#gy transport prices in the
river Rhine area, and, consequently, what is fescebn social welfare?

2. What is the effect of climate change on modal splthe river Rhine area?

3. What is the effect of an imbalance in trade flowsinland waterway transport
prices in North West Europe?

4, How will an imbalance in trade flows distribute theirden of higher inland
waterway transport prices, due to low water level®r North West Europe?

5. To what extent will higher inland waterway trandpgrices result in higher

navigation speeds, and, consequently, in a higiéssion of greenhouse gases?

Answering these research questions is interestorg flifferent points of view. First of all,

scientific research into the inland waterway tramsgector is rarely done. Other transport
modes have received much more attention. Secoigddigsertation contains an in-depth
analysis of transport prices. Apart from studiesr@aritime transport, this type of analysis
is rare. Third, this dissertation contains an exphnalysis of climate change impacts on
transport and welfare. Fourth, we find indicatidnat transport prices should be regarded
as an endogenous factor in studies on trade. Witlignbranch of the literature, transport

prices are usually assumed to be exogenous.

1.4.2 Structure

Figure 1.6 shows the outline of the dissertation.dascribed in the Introduction, the effect
of climate change on inland waterway transport gictshe water level. Low water levels
affect transport prices and, consequently, welfahes causal relationship will be analysed
in Chapter 2 by means of an empirical (regressiomydel and a theoretical
(microeconomic) model. Next, in Chapter 3, usingrategic network model, we examine
to what extent the change in transport prices iglult in a change in the market share of
inland waterway transport. In Chapter 4, the tagiembalances in trade flows and their

effect on inland waterway transport prices is assg&sTo model this causal relationship we

" This relation between transport prices and speedsb observed in the maritime transport seatgpetiods
of economic upswing transport prices are high aedliers earn profits. As a result those carriecsaase

navigation speed.
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return to the econometric model in Chapter 2 anerek it extensively. Although the
climate aspect is absent in Chapter 4, the topesgential in order to evaluate the joint
effect of low water levels and trade imbalancest@msport prices in Chapter 5. An
estimation of the interaction effect between théewéevel and trade imbalance variables
forms the core of this chapter. Finally, in Chafiethe effect of a change in the transport

price on navigation speed is examined in the lgjhtlimate change. Finally, Chapter 7

concludes.
1. Introductior: climate change and inland waterway trans
2. Low water levels—» 4. Trade imbalances
transport prices and welfare transport prices.
A
3. Low watetl
levels— modal
split.
A\ 4 A
6. Transport prices» 5. Low water levels and tradg
navigation speed imbalances— transport prices.
7. Conclusion

Figure 1.6: Outline of the dissertation






CHAPTER 2

WELFARE EFFECTS OF LOW WATER LEVELS ON THE
RIVER RHINE®

2.1 Introduction

The summer of 2003 in Europe was probably the sbsiace the 1% century, taking into
account uncertainties in temperature reconstructiarterbacher et al., 2004; Beniston,
2004). Under un-mitigated emissions (of greenh@asses) scenarios, summers like 2003
in Europe are likely to be experienced more oftethe future (Stott et al., 200%4).

Little attention has been given to the effectbénges in the natural environment
on transport costS.Examples of the thin literature on the effectsclifnate change on
transportation can be found in Suarez et al. (2@@8)Nankervis (1999). In addition, some
literature exists on the effects of weather on tgafa road transport (for example,
Edwards, 1999; Brodsky & Hakkert, 1988).

The current chapter focuses on the effect of ckmeltange on social welfare
through inland waterway transport. We concentrateaopart of the European inland
waterway transport market, the river Rhine market.

We estimate the size of the welfare loss due to Veater levels at a specific
location, employing data for the inland waterwagngport spot market. Low water levels
imply restrictions on the load factor of inland ematay vessels. As a consequence the
costs per tonne, and thus also the price per tvansported will rise. To be more specific,

we determine to what extent higher prices per toemerge when the water level drops

8 This chapter has been based on Jonkeren et 87)20

® Global warming, especially in the second half lné 23" century, can be explained by an increase of
greenhouse gases in the atmosphere with a negligiitribution from natural forcings (Stott et &Q04;
Tett et al., 2002; Mann et al., 1998).

91n contrast, a substantial number of studies fexamined the effects of transport on environmecuats.
We mention for example, Johansson-Stenman (2006)Barton & Verhoef (1998) for road transport,
Cushing-Daniels & Murray (2005) and Brons et aDQ2) for rail transport, Schipper, (2004) and Caoifs
(2002) for air transport and Eyre et al. (1997)rddhaus, (1991) and Button (1990) for transportdénegal.
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below a certain threshold, implying additional spartation costs for the economy in
times of low water levels. Note that there are sother welfare effects as a result of low
water levels which are ignored here. For instastéppers may suffer from low water
levels due to unreliability of delivery.

We focus on water levels at a particular locationttee East bank of the Rhine in
Germany called Kaub. Although for some of the ttipat pass Kaub the maximum load
factor may be determined by water levels in tribegof the Rhine, for the large majority
of the trips that pass Kaub, the water depth atokauhe bottleneck. The estimated size of
the welfare loss thus concerns cargo that is tiate via Kaub during low water levels.

Figure 2.1 shows the location of Kaub.

Hamburg

Rotterdam

Mannheim

Figure 2.1: Location of Kaub (Germany) at the ridnine

In Germany the navigability of the Rhine is meaduly the ‘Pegelstand’ or

‘Pegel’. Pegelstand is related to actual waterldefere are several locations at the Rhine
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where the Pegelstand is measured. Each PegelhawntO-point. Thus, with Pegel Kaub
it is only possible to determine navigation depttthe surroundings of Kaub. For other
places, other Pegels are valid. The water depitaab exceeds the Pegelstand at Kaub by
about 100 cm. So, at Pegel Kaub 90 cm there istab®W cm water between soil and
surface, the water depth. For the sake of conveaieve will employ water depths and
regard water depth and water level as synonyms.

Estimation of the welfare loss is based on thecefté water levels on transport
pricesper tonneobserved during the period from beginning 2003uly 2005. In addition,
we asses the effect of water level on load factw ansport pricgoer trip. Using the
latter effect, we are able to demonstrate thatrtend waterway transport market can be
considered as a competitive market with perfecstelasupply. We estimate the annual
welfare loss for the period between 1986 and 200d.pay special attention to the year
2003 because this year was an extreme year wipleceto low water levels and indicative
for what might occur more often in the future.

Given the welfare loss of low water levels, polioyakers may be able to examine
whether investment in projects those aim to makenoh waterway transport more robust
to low water levels might be economically soundisT$ubject will be further elaborated
on in Section 7.4 on implications for adaptation.

In the next section, the theory concerning welfarplications of low water levels
and competitive markets will be shortly addressedi is quite standard. Section 2.3 deals
with the data we use and in section 2.4 the resuilisbe presented. In section 2.5 we

conduct the welfare analysis and section 2.6 offerse concluding remarks.

2.2 Microeconomic welfare theory

Our estimation of the welfare loss is based onassumptions: perfect competition in the
long run and perfect elastic supply.

The inland waterway transport market, and in paldicthe Rhine market, may be
characterized as a competitive market: inland wagrtransport enterprises offer an
almost homogenous product (transport of differgpes of bulk goods), there are many
suppliers, shippers may easily switch from onendlavaterway transport enterprise to
another and it is relatively simple to enter theinRhmarket out of other adjacent

geographical markets. Also Bongaerts and van Sqi@i84) describe the inland waterway
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transport market as a competitive market. In thertshun, inland waterway transport
enterprises may generate positive profits, butl&sts only for a short period of time.

The assumption of perfect elastic supply seemsonsdide since entry is not
limited, even in the short run, due to movementantdnd waterway vessels between
distinct geographical markets. Also, firms are eatqual and input prices, such as fuel,
are likely to be constant as output increases.

Note that one may argue that in reality inland wa#s vessels are not equal in
terms of size (see also Table 2.1). Large shipsyesgonomies of vessel size and operate
in the market segment for large shipments (thahae than 2500 tonnes). However, large
ships are not able to underprice small ships, mramall ships operate in the market
segment for small shipments. So, firms are not ablereate a competitive advantage
because of economies of scale. Due to the hetesdgdn demand concerning shipment
size, different markets (for different ship sizexjist at the same time. Consequently,
within each segment, it is reasonable to assunfeqierompetition and a horizontal supply
curve.

Because the inland waterway transport market cadelseribed as a market with
perfect competition and perfectly elastic supphg €conomic surplus equals the consumer
surplus and the welfare loss due to low water Ewgjuals the reduction in consumer
surplust* The assumption of perfect elastic supply is of omgnce for the correct
estimation of the welfare loss. If supply is notfpet elastic, the size of the welfare loss
would be larger than reported here.

Although the inland waterway transport sector doetsdirectly serve a consumer
market, the assumption of ‘no market imperfectiangdlies that the change of economic
surplus in the inland waterway transport marketgsal to the change in the consumer
surplus on the market of the transported goodsdluadanan et al., 2001).

The welfare effect will be determined on basist@ bbserved price per tonne,
The price per tonne includes costs like interedtolr, fuel costs, handling time costs etc.
The quantity transported is denoted tpy Note that under the assumption of perfect
competition, the price per tonne equals the coststgnne, | = ¢) and the price per trip

equals the costs per trifP(= C). The load factor is denoted &sWe will now distinguish

" For theoretical considerations on perfect comipetitsee studies of for example Stigler (1957) and
Robinson (1934). In these studies several defmsti@and characteristics of (perfect) competition are
discussed. Hausman (1981) and Willig (1976) addtessoncept of the economic surplus.
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between a situation with normal water levels (siara0) and low water levels (situation
1).

Ships operate with &, load factor if the water level exceeds a certamneshold
level. When the water level drops below the thréshevel, inland waterway vessels have
to reduce their load factor froré, to 6, to be able to navigate safely, 8p<6,. As a

result the costs of shipment per tonne at low wiategls arec, =c,x6,/6,, so transport

costsper tonneare a factog, / 6, higher given low water levels. As a consequentnih

waterway transport enterprises charge a highee e tonne and the economic surplus is
reduced. The welfare loss due to low water levals lse approximated by the following

equation:

WL =(p, = Po)0y @+ 3 (P, — Po)/ Py) 1)

where ¢ is the price elasticity of demand

3 :[(qo _ql)/qo]/[( Po — pl)/ po] (2)

In the empirical analysis the annual welfare logslve based on (1). In that cagegis the
number of days with low water levels multiplied the average daily quantity transported
during normal water levels. We will show later dvat the price per trip at normal water
levels is equal to the price per trip at low wdesels,P, = F,, which implies thaC, =C,,,

so the transport costs per trip do not depend emdditer level? This finding is consistent

with our assumption that supply is perfect elastim addition, it suggests the existence of

perfect competition in the inland waterway transpoarket.

12 Note that it may be argued that in reality fuehsamption decreases as the water level drops. Hawev
because fuel costs are only about 20 — 25 perafehe total costs, the costs of a trip with a load factor

is only slightly reduced. A compensating factothiat other costs rise in periods of low water Isyels is
mentioned in RIZA et al. (2005). They mention long&iting times at locks and extra handling as @sea
for extra costs in periods of low water levels.

13 perfect elastic supply means that firms supplynash as the market wants as long as the price saker
costs of production. This can only occur in markeith perfect competition or monopolistic competiti
with many firms. Horizontal supply curves may alsocur in monopolistic or oligopolistic markets.

However, in these market forms firms are priceesstand do not supply as much as the market wants.
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2.3 Data descriptives

We employ a unique data set, the Vaart!Vrachtindicawhich contains detailed
information about trips made by inland waterwayhgort enterprises in West Eurdpe.
The enterprises report information via internetwthbeir trips such as the price per tonne,
place and date of loading, place and date of umgadapacity of the ship, number of
tonnes transported, type of cargo, etc. The dasaahpanel structure but we view it as
repeated cross-section data. The data set comtémmsiation on inland waterway transport
enterprises that operate in the spot market whexeptice per tonne, and the number of
tonnes transported are negotiated for each tripnthwaterway transport enterprises that
operate in the long-term market (and work undertreat) and receive a fixed price per
tonne throughout the year are not included in tita det.

The database contains 8946 observations of tepsrted between beginning 2003
and July 2005. We exclude all trips that do notspaub, (6059 observations), as we
focus on the Kaub-related Rhine market. Then, wduebe a relatively small number of
trips (25 observations) referring to container $@ort since its unit of measurement is
volume whereas other products are measured in $018t® we have 2864 remaining trips
suitable for analysis.

Table 2.1 shows the distribution of the vessetsin the Kaub data set. The Kaub
market is dominated by vessels between 1000 an@ ffithes. The average capacity of

the fleet in the Kaub data set is 1776 tonnes.

Table 2.1: Distribution of vessels over tonnageés in the Kaub data set

Vessel size Share

0- 64¢tonnes 2.8%
65C - 999 tornes 12.2%
1000 — 1499 tonnes 31.9%
1500 — 1999 tonnes 20.5%
2000- 2499 tomes 11.4%
> 2500 toines 21.3%

Source The Vaart!Vrachtindicator, 2003 — 2005.

The descriptives of the key variables, price pen& load factor, price per trip and water
level, which play a major role in the theoreticatson, are given in Table 2.2 and Figure

2.2. In Table 2.2 we distinguish between trip aayg dbservations.

4 More information can be found on the website wvaan.nl.
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The latter are obtained by taking averages of s¢¥eps on a day. We have about

750 valid day observations. The mean price perddsrabout € 8.50 and the mean load

factor is 0.78. Figure 2.2 shows the water levelat®mn over a 2.5 year period at the

location Kaub. Particularly in the second half @03, water levels are below 260 cm,

which will be identified later on as the threshtddel for low water levels. There is clearly

a seasonal pattern (for example, in late summeenievels are low).

Table 2.2: Descriptives of key variables

Variable N N Minimum  Maximum Mean Std. Dev.
(day data) (trip data) (trip data) (trip data) (trip data) (trip data)
Water level (Kaub 90z 284¢ 135.0( 780.0( 292.6¢ 79.51
incm
Price per tonne (in 773 2847 1.80 52.00 8.56 5.39
€)
Load factor (in % 74t 253( 10 101 78 17
Price per trip (in €) 759 2586 1036.55 71000.00 (L82 5571.08

Source The Vaart!Vrachtindicator, 2003 — 2005.

The figure shows a strong negative relationshipvbeh the price per tonne and water

level. For example, in September 2003 water lewese exceptionally low and prices per

tonne were exceptionally high. Furthermore, thera positive relationship between water

level and load factor, in line with theoretical saerations: as the water level drops, the

load factor drops.
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Figure 2.2: Relation between water level at Kaut jairice per tonne, load factor and price

per trip
Source The Vaart!Vrachtindicator, 2003 — 2005.

Finally, the figure does not show a clear relatiopshetween water level and price per
trip. Note that also this finding is in line withé assumption of a competitive market. In

the next section, we will examine these relatiopshising multivariate techniques.

2.4 Multiple regression analysis

We assess the impact of water level on the logastlf transport price per tonne, load
factor and price per trip using a regression amaly#/e use the following explanatory
variables in each regression: a time trend; trgtadice in logarithm (see McCann, 2001);

ship size (4 dummy variables), which allows for m@mmies of vessel size; cargo type (41
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dummy variables), because of differences in thesnpas volume of each cargo type; and
navigation direction, to correct for imbalances tirmde and because for upstream
navigation more fuel is needed than for downstreawigation. Fuel price is not taken up
as an explanatory variable as it highly correlatgs the time trend.

The following additional two explanatory variablesed extra attention. The water
level variable is measured by means of nine dumiayables to allow for a flexible
functional form of this variable. Each dummy remnets a water level interval of 10
centimetres. The reference-category is the graugrevwater levels exceed 260 cm, which
measures the threshold level. We have performezhsits/ity analysis and it appears that
the effect of water level is absent when waterleegceed 260 cm at Kaub.

We included a dummy variable for each month (29 whigs) to control for
unobserved monthly changes in supply and demaridriaclhe estimated effect of water
level is then unlikely to be spurious because ueokesi changes in demand and supply
factors within short periods such as a month akelyito be smalf’> In addition,
unobserved changes that occur within a short pemiedunlikely to be correlated with
water level. Note that the choice of the numbetheftime dummies (for example, weekly,
monthly, seasonal) affects the estimated effectvafer level. The more time dummy
variables, the less likely it is that the estimasdtect is spurious. The consequence is
however that some variation in the dependent viriaday not be attributed to the effect of
water level as it is captured by the time dummidgerefore the water level effect may be
somewhat underestimated.

One may analyse the data at the level of tripsayisdBoth analyses have their
advantages. Employing the day average data enalsld® model serial correlation of
(unobserved components of) the dependent varialsies regression models with lagged
variables. The disadvantage of such an approacivever, is that by employing day
averages, information on variation of variableshwitthe same day is ignored. Using the
trip data, it is straightforward to control for facs that refer to a specific trip (for instance,
the distance). The drawback of the trip data i¢ thadelling correlation of unobserved
factors between and within days is less straightfod. It is not clear whether the analysis

of one data type is superior to the other. It tuwos however that the results of both data

15 Figure 2.2 shows that there is sufficient variatidthin months to identify a separate effect of water lleve

controlling for monthly variation.
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types generate very similar results. Tables 2.3ZaAadshow the estimated coefficients for

both trip and day data.

Table 2.3: Estimation results for trip data

Variable Price per tonne Load factor Price per trip
Coefficien Std. Erro  Coefficien  Std. Erro  Coefficien  Std. Erro

Water level, 9 dummies

> 261 Reference Reference Reference

251 - 260 0.029 0.023 -0.065 0.018 -0.022 0.024
241-25C 0.08¢ 0.02¢ -0.137 0.01¢ - 0.00¢ 0.027

231 -240 0.075 0.021 -0.125 0.017 -0.048 0.023
221 -230 0.146 0.026 -0.170 0.021 - 0.005 0.028
211 -220 0.156 0.030 -0.244 0.023 -0.074 0.032
201-21C 0.22¢ 0.04( -0.287 0.03¢ - 0.031 0.04¢
191-20C 0.31¢ 0.03¢ -0.3€7 0.02¢ - 0.02¢ 0.03¢

181 - 190 0.289 0.037 - 0.464 0.032 -0.180 0.042
<180 0.553 0.036 - 0.529 0.031 0.058 0.041
Distance log(kilometres) 0.501 0.01¢ 0.01cC 0.01: 0.53¢ 0.017
Vessel size, 4 dummies

0 — 1000 tonnes 0.253 0.017 0.240 0.013 -0.744 180.0
1000 — 1500 tonnes 0.117 0.012 0.223 0.011 -0.444 0.014
1500- 200( tonnes 0.08( 0.01¢ 0.12¢ 0.011 - 0.29:2 0.01¢
2000 — 2500 tonnes 0.038 0.019 0.092 0.015 -0.092 0.020

> 2500 tonnes Reference Reference Reference

Navigation direction,
and backhaul

Trips upstream on Rhine 0.323 0.015 0.009 0.012 10.3 0.016
Trips upstream on Rhine, 0.596 0.028 0.011 0.022 0.524 0.031
to Danube

Trips downstream o 0.22¢ 0.02¢ - 0.06¢ 0.02¢ 0.18¢ 0.03¢
Rhine, from Danube

Trips downstream on Reference Reference Reference
Rhine

Cargo type, 41 dummies Includec Includec Includec

Time trend, divided by 0.378 0.192 0.062 0.149 0.735 0.208
1000

Time dummies, 29 Included Included Included
months

Model performance: R? 0.79 0.59 0.76

The results are based on data from the Vaart!Virsdicator, 2003 — 2005. The dependent variables are
measured in logarithm.

To examine the validity of our regression modelspgeformed diagnostic tests to
check serial correlation and heteroskedasticitwelBlaon such analysis we transformed the
dependent variables by taking the natural logaritbrmeduce heteroskedasticity. Scatter
plots show that, after this transformation, theasage of the residuals is close to constant.
Three tests, employing th@ay data indicate that serial correlation of the residuisls
present in the regressions with load factor andepper trip as dependent variables but not

in case of the dependent variable price per toWwwe.employ the Ljung-Box test (or Q-



Welfare effects of low water levels on the riveineh

27

statistic), the Durbin-Watson test, which is omiglicative due to missing values (Gujarati,

2003), and we tested if the (partial) correlatidiffer significantly from zero.

Table 2.4: Estimation results for day data

Variable

Price per tonne

Load factor

Price per trip

Coefficien  Std. Erro  Coefficien  Std. Erro  Coefficien  Std. Erro
Water level, 9 dummies
> 261 Reference Reference Reference
251 - 260 0.040 0.030 - 0.040 0.026 0.019 0.034
241-25C 0.122 0.03¢ - 0.14¢ 0.03( 0.01¢ 0.03¢
231 -240 0.089 0.032 - 0.153 0.030 -0.083 0.036
221 -230 0.145 0.038 - 0.153 0.036 -0.035 0.042
211 -220 0.209 0.041 - 0.268 0.038 - 0.080 0.045
201-21C 0.29: 0.05( -0.351 0.04¢ 0.03¢ 0.057
191-20C 0.337 0.05( -0.41¢ 0.047 - 0.05¢ 0.05¢
181 - 190 0.316 0.048 - 0.467 0.047 -0.238 0.054
<180 0.505 0.051 -0.541 0.051 0.008 0.057
Distance log(kilometres) 0.431 0.037 -0.02¢ 0.031 0.46¢ 0.04:
Vessel size, 4 dummies
0 — 1000 tonnes 0.241 0.038 0.229 0.032 -0.632 450.0
1000 — 1500 tonnes 0.120 0.028 0.251 0.024 -0.297 0.034
1500- 2000 toines 0.06¢ 0.03( 0.12¢ 0.02¢ - 0.152 0.037
2000 — 2500 tonnes 0.019 0.051 0.083 0.042 0.010 0610.
> 2500 tonnes Reference Reference Reference
Navigation direction, and
backhaul
Trips upstream on Rhine 0.307 0.034 0.079 0.029 880.2 0.041
Trips upstream on Rhine, 0.722 0.072 0.125 0.060 0.642 0.085
to Danube
Trips downsream or 0.17: 0.061 -0.03: 0.05: 0.15¢ 0.07:
Rhine, from Danube
Trips downstream on Reference Reference Reference
Rhine
Cargo type, 41 dummies Includec Includec Includec
Time trend, divided by 0.241 0.286 0.006 0.977 0.518 0.335
1000
Time dummies, 29 Included Included Included
months
Lagged values dependent
variable
AR1 - - 0.128 0.045 -0.169 0.041
AR2 - - 0.10¢ 0.04¢ - -
Model performance
R? 0.83 - -
Log likelihood - -2993.02 -3323.58

The results are based on data from the Vaart!Virdicator, 2003 — 2005. The dependent variables are

measured in logarithm.

To eliminate the serial correlation, we estimatetlesal regression models with lagged

values of the concerning explained variables. @nbidsis of information criteria (AIC and

SIC) and LR-tests, models are selected. Evaluatidhese criteria on the different models

is shown in Appendix A.
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The best models turned out to be those with ongeldgalue in case of the model
with dependent variable price per trip and two Edjyalues in case of the model with
dependent variable load factor. The size of the ¢avefficients of the lagged load factors
are 0.13 (AR1) and 0.11 (AR2) and the value ofdbefficient of the lagged price per trip
is — 0.17 (AR1). Why the latter value is negatieenrins a bit of a puzzle. Because the
sum of the absolute value of the AR-coefficientsnsaller than 1 in both AR processes,
these processes are stationary.

Our main result is that the water level has a gjraatistical significant, negative
effect on the price per tonne, a strong positifeatfon the load factor and no (systematic)
effect on the price per trip. These results arebhgs of the welfare analysis in the next
section. The latter finding indicates that the mulawaterway transport market can be
considered as a competitive market as assumedeirthigoretical section. Bishop and
Thompson (1992) apply a similar approach to shaat their theoretical assumption of a
competitive market is plausible.

By definition, the price per trip is equal to thece per tonne times the number of
tonnes transported. Hence, when trip prices dalapend on water levels, the sum of the
effects of water levels on the logarithm of priear ponne and the logarithm of load factor
will be zero, controlling for the vessel size. Tlgonfirmed by our results.

The results are also in line with figures deriveaht the IVTB (VBW, 1999). This
document determines rights and obligations of idlamaterway transport enterprises and
shippers in the European market. It serves ascaddiiguideline for both parties for setting
up short- and long term contracts and for low watercharges which can be used in
negotiations. The IVTB state that usually at a w#gel of 250 or 240 cm at Kaub, low
water surcharges can be charged.

The effect of water level on the price per tonnthes opposite of the effect on load
factor. Note that the drop in load factor, as pnésg in Tables 2.3 and 2.4, is relative to
the situation of ‘normal’ water levels, which wefided as water levels higher than 260 cm
at Kaub.

Given normal water levels, the average load faist®4 per cent. The drop in load
factor has to be regarded relative to this percgnta

In Table 2.5 we derived the average prices perdpfoad factors and prices per
trip for an average ship at the different wateeleatervals based on the estimates reported

in Table 2.3. We see that in the lowest water léwvirval an average ship uses less than
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50 per cent of its capacity. The estimated effecthe price per tonne more or less offsets

the reduction in load factor, as we can see ircthemn for price per trip.

Table 2.5: Estimated prices per tonne, load facatsprices per trip

Water depth Kaub Estimated price per Estimated load factor Estimated price per

(cm) tonne in € (trip data) (trip data) trip in € (trip data)
> 260 7.53 84% 9626

251 - 260 7.75 78.8% 9414

241-25C 8.2Z 73.2% 9597

231 -240 8.11 74.1% 9173

221 -230 8.71 70.9% 9577

211 - 220 8.80 65.8% 8943

201-21C 9.4z 63.0% 9337

191-20C 10.3: 58.2% 939t

181 -190 10.05 52.8% 8037
<180 13.09 49.5% 10193

The results are based on data from the Vaart!Viadicator, 2003 — 2005.

We will shortly discuss the effect of the contrakiables. We find that distance has
a positive effect on price per tonne and pricetgerbut does not affect the load factor.
The effect of vessel size on price per tonne dee®as the vessel size increases, which
suggests the existence of economies of vesseligiaeland waterway transport. As
discussed in Section 2, this is not inconsisterth vihe assumption of perfect elastic
supply. Further, the coefficients indicate that Bemainland waterway vessels navigate
with higher load factors. The trip data show tlat time trend has a slightly positive effect
on the price per tonne and price per trip whila¢hie no change in load factor over time.
The day data show no significant effect of the drau all. The variable that controls for
navigation direction and imbalances in trade indisathat trips upstream on the Rhine
with destinations at the Danube have a relativegd increase in price per tonne and price
per trip. The explanation is the longer duratiorthe trip: in particular inland vessels that
navigate to and from the Danube have to pass nuatg |

Because it is plausible that the change in the i@ variables for large ships is
larger than for small ships when the water levepdr as smaller ships are less affected by
low water levels, we tested for the presence ahteraction effect between the water level
and the size of the ship. Water level is measused eontinuous variable and ship size is
measured as a continuous logarithmic variable. Almeertain water level, it is plausible
that the marginal effect of water level on the Idadtor and therefore on the price per
tonne is zero because the load factor is at itssiitmam. Water level values above 260 cm
are therefore fixed at 260 cm, in line with findsnggported in Tables 2.3 and 2.4.
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Let us definea as the logarithm of the vessel size in tonnes.mbheginal effect of
water level on the logarithmic price per tonne gsia to 0.004113 — 0.0013&Q on the
logarithmic load factor -0.010294 + 0.002221and on the logarithmic price per trip -
0.011687 + 0.001597 . Table 2.6 gives the marginal effects of wateeldur several ship
sizes. Given alecreasen water level, for small ships, the increase fite per tonne is
less than for large ships. For large ships theeeme in price per tonne less than offsets the
reduction in load factor as for small ships we obsethe opposite. Hence, given a
decrease in water level, the price per trip de@®ésr large ships but increases for small
ships. Observing Table 2.6, a decrease of watezl leith one centimetre leads to an
increase of 0.654 per cent of the price per toonedssels of 3000 tonnes. For a ship size
of 1507 tonnes, the increase in price per tonnetlxaffsets the reduction in load factor.

The interaction effects will be ignored in the vee# analysis as these are secondary.

Table 2.6: Marginal effect of water level on depemidvariables

Dependent variable in logarithm Ship size (in tonng)
500 1000 3000 5000
Price per tone -0.0041! -0.0050° -0.0065¢ -0.0072:
Load facto 0.0035: 0.0050¢ 0.0074¢ 0.0086:
Price per trip -0.00176 -0.00066 0.00110 0.00191

The results are based on data from the Vaart!Viadicator, 2003 — 2005.

Another potentially important aspect we addressedhe time lag between the
moment of reporting a trip and the moment of pas&iaub by a ship. Usually one or two
days are in between those moments. We have inagstigvhat the effect of forecasted
water levels is on the dependent variables. If gxegtimate the same model as in Table
2.4, but measuring the water level variable as mticoous variable, measuring values
above 260 cm as 260 cm and we also include the $sesond or both leading values of the

water level variable, we find results as summarinetiable 2.7.

Table 2.7: Significance of coefficients for leadues of water level at the 5 per cent level

Dependent Water ~ Water level + & Water level + 29  Water level + ' + 2" lead
variable level lead value of water lead value of value of water level
level water level
Water 1%lead Water 2“%lead Water 1%lead 2"lead
level value level value level value value
Price per tone Sign Sign Insign Sign Insign. Sign Insign. Insign.
Load facto Sign Sign Sign Sign Sign Sign Insign. Sign
Price per trip Insign. Insign. Insign. Insign. lgvsi Insign. Insign. Insign.

The results are based on data from the Vaart!Viradieator, 2003 — 2005.
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The results in Table 2.7 suggest that bargemenitageaccount future water levels when
determining the load factor of their ships in pds®f low water levels.

However, future water levels do not seem to plagi@in determining the price per
tonne. We find that the total effect of water ley#le sum of the different water level
effects) in the estimations underlying Table 2.@hsut the same as in Tables 2.3 and 2.4.
This finding makes sense considering the high tatioms between water level and its first
(0.98) and second (0.94) lead value.

The selection mentioned in Section 2.3 implies thatestimate of the welfare loss
only refers to trips passing the bottleneck Kaubpd that do not pass Kaub encounter
other low-water bottlenecks which impose less sevestrictions on the load factor of
inland ships and thus have a weaker effect onréimsport price per tonne. Furthermore, in
non-Kaub areas, transport prices per tonne mighinteectly affected by water level
restrictions at Kaub in the short run, becauseddrmaand for ships in the Kaub market will
attract inland ships from the non-Kaub markets. Ndge estimated similar models as in
this paper for areas where low water levels are $evere (the canals in North Germany).
Although the number of observations is limitedagpears that a smaller (but statistically
significant) effect of water level at Kaub on thécp per tonne of trips in North Germany

can be observed.

2.5 Welfare analysis

We use equation (1) to estimate the welfare logkenyears 1986 to 2004. For this period
we have daily water levels at Kaub and the anmaaisported quantity via Kaub at our
disposal. The value dfy is based on yearly aggregate data (CCNR, 20052;2R000;
1998 and PINE, 2004) presented in Appendix B, presg thatqo is large as the number
of days with water levels below 260 cm at Kaub iear is large.

Estimation of the pricepy andp; is based on the data set that contains trips of
inland waterway vessels between beginning 2003 rard2005. The average price per
tonne of all trips made at normal water levels i&%3 and at low water levels € 9.39. The
coefficients in Table 2.3 (trip data) are used afculate the price increase at each water

level interval.

16 This is probably a scarcity effect: because highares are being paid in the Kaub-related maikéind

ships are pulled away from adjacent regions, ssdhoan North Germany.
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Estimates of the price elasticity of demand) for inland waterway transport are
mainly found in North-American literature. TableBZyives an overview. The estimates
found in the literature concern yearly price eldggs of demand for inland waterway
transport and have a median value of about — hfaFumber of reasons it is plausible
that demand for inland waterway transport may beemoelastic. First, the price for
transportation by inland waterway vessel for magk lgoods is substantially lower than
transport by another mode. Consequently, the poeetonne has to rise substantially
before other transport modes become competitivenamdal shift effects are expected to

be small.

Table 2.8: Literature on price elasticities of dechan inland waterway transport

Paper Estimated elasticity Details
Yu and Fuller (2003) [-0.5, -0.2] Concerns graamgport, -0.5 for the Mississippi River
and -0.2 for lllinois River.
Dager et al. (200! [-0.7,-0.3] Concerns corn shipments on Mississippi and lllit
Rivers.
Oum (1979 -0.7 Intercity freight trasport in Canada for period 19~
1970.
Train and Wilson [-1.4,-0.7] Revealed and stated preference daaaatyse both
(2005) mode and O-D changes as a result of an incredbe in
barge rate for grain shipments.
Henrickson anc [-1.9,-1.4] Concerns grain transport on Mississippi and ac&
Wilson (2005) for spatial characteristics of the shippers.
Beuthe et al. (200 [-10.0,-0.2] Estimated elasticities for 10 different commoditie:

cargo based on a multimodal network model of Belgia
freight transports.

Second, inland waterway vessels transport suche lapgantities that other modes of
transport by far do not have enough capacity tespart all cargo originally transported by
inland waterway vessels. Third, and more fundanilgntshippers aim to prevent their

production process from costly interruptions andtsf inland waterway transport are
only a small part of total production costs. Haffi897) mentions that for most low value
goods like coal and steel inland waterway transggoatbout 2 per cent of total production
costs. Thus, paying more for inland waterway transm periods of low water levels is

more cost-effective than having interruptions ie fhroduction process. So, demand for
inland waterway transport is thought to be mordastc in the long run (measured in

weeks). In the short-run (measured in days) theaselhhmay be more elastic because

shippers are able to postpone transport and retii@nstocks for exampfé.

" In the very long run (that is, decades), it i®likthat demand will be more elastic, as shippeay shift

location.
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To examine the short-run demand elasticity for ndlavaterway transport, we
estimated the demand elasticity using daily datd anstandard instrument variable
approach. Hence, we regressed the logarithm ofd#lg quantity transported on the
logarithm of the meardaily price per tonne controlling for a number of exalmy
variables. A Hausman test showed that the logaritdinmthe daily price per tonne is
endogenous. In one regression we employ water lasedn instrument and in another
regression we employ water leaaid distance as instruments. It is very probable that
water level variable instrument is valid, because iexogenous, will strongly affect the
transport costs and consequently the supply functemd will not directly affect the
demand for freight. If we only use water level asimstrument we are not able to test the
validity of this instrument. Distance is also likegb be valid as an instrument, as it is not
clear there is any systematic relation with tempweagiations in quantity, whereas it has a
direct and strong effect on the price. The joinlidity of the instruments water level and
distance is empirically confirmed by a Sargan té#t. have experimented with a range of

control variables, and the results are quite insgado the inclusion of control variables.

Welfare loss 1986 - 2004 in million Euro
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Figure 2.3: Welfare loss due to low water leveleetfng inland waterway transport via
Kaub

Note: the results are based on data from the Waathtindicator, 2003 - 2005 and CCNR, 2005; 2002;
2000.

When we include as control variables a trend véegi@o control for a trend in the
number of observations in the survey), 11 month miga (to control for seasonal

variation due to monthly changes in demand andIgyamd the logarithm of the size of
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the inland waterway vessels, we find that the pestimate of the demand elasticity is
equal to -0.60 with a standard error equal to @a2the model with one instrument. Re-

estimating the same model, but now with two insenis gives a demand elasticity equal
to -0.40 with a standard error equal to 0.13. Stiatlly the -0.60 and -0.40 estimates are
equal. Not controlling for the size of the inlancterway vessels, the demand is only
slightly more elastic. Figure 2.3 shows the annwelfare loss for the period of 1986 to

2004 using an elasticity of -0.6.

The current study is the first to focus on transgmices in inland waterway
transport in relation to water levels. The estirdat@erage annual welfare loss is € 28
million in the period under investigation. In a fespecific years the welfare loss was
relatively high. In 2003 the loss amounted to €million, and in 1991 the welfare loss
also was considerable with € 79 million. Comparetththe annual turnover in the Kaub-
related Rhine market of about € 640 million thefeud loss in 2003 is about 14 per cEnt.

Because we know the size of the Kaub-related Rmaeket and the total Rhine
market in terms of tonnes transported, we are &bleoughly estimate the size of the
welfare loss in the total Rhine market. In 2003)wth/5 million tonnes were transported in
the Kaub-related Rhine market and 187 million tanimethe total Rhine market (CCNR,
2005)* Assuming: (1) that the increase in transport pfimetrips in the total Rhine
market is equal to the increase in transport pgocerips in the Kaub market and, (2) that
the number of days with low water levels per yeathie total Rhine market is equal to the
number of days with low water levels per year ia Kaub market, the welfare loss in the
total Rhine market in 2003 is equal to (187/75)esn€ 91 million = € 227 million. Note
that this is an overestimation as it is very likéhat the increase in transport price due to
low water levels is less severe and the numberags avith low water levels is lower in
locations other than Kaub. The welfare loss intefeathe total Rhine market for 2003 is
then [91, 227].

Our results are in line with another study whiclesus different methodology.

RIZA et al. (2005) estimated the costs of low wdéels for domestic inland waterway

18 The annual amount of cargo transported througlktheo-related Rhine market is about 75 million tesn
The average price per tonne for all journeys indai set that pass Kaub is about € 8.50.

1 The total Rhine market includes transport of gowtieh took totally or partly place on the Rhinevbeen
Rheinfelden (close to Basle in Figure 1.1) andDéch-German border, including Dutch-German border-
crossing transport. Excluded is transport betweettiD(inland) ports and Dutch (inland) ports andgize

and French ports.
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transport in the Netherlands based on assumptibostaadditional costs of low water
levels. These extra costs concern the increadeeimamber of trips, in handling costs and
costs as a result of longer waiting times at tlekdoand amounted € 111 million for the
year 2003. The annual amount transported in theetDdbomestic market (100 million
tonnes) is comparable to that of the Kaub-relatemrket (80 million tonnes). Other
attempts to estimate the costs for inland watertreysport due to low water levels can be
found in a few North American studies. Marchandaket(1988) use a climate model, a
hydrological model and an economic model, all medeing dedicated to the Great Lakes
basin. The authors considered an annual markebaital80 million tonnes. In a climate
scenario in which a doubling of carbon dioxide leviey the year 2035 is assumed, it is
expected that lake levels are reduced impedingga#ien. Together with an economic
growth scenario for 2035, the mean annual shippivgs may increase with about $65
million. An estimation by Millerd (1996), also ftlne Great lakes region and also assuming
a doubling of atmospheric carbon dioxide conceiumatshows an amount of only $2
million. Millerd (2005) uses more recent climatesarios, more recent shipment data and
an improved simulation model compared with the jonew studies. He finds that the same
increase in carbon dioxide concentration coulddgase total shipping costs by 29%, or $75
million in an inland waterway transport market dsoat 70 million tonnes annually,
indicating that his previous finding is an underestion. Finally, Olsen et al. (2005)
calculate the economic consequences of changedand waterway transport system in
terms of low and high flows on the Middle MissigsifRiver on which about 120 million
tonnes are transported annually. They report are@se of transport costs of $118 million
in case of the most extreme climate scenario. Wghasize that the current study is based
on observed prices in the market and not on difficuobserve costs.

Our welfare analysis is based on the assumptianttie demand elasticity is -0.6
(in line with our point estimate). Because one rmaayue that this assumption is inaccurate,
we also estimated the welfare loss for anotherevalfic. If we would have used an
elasticity of -1.0, the welfare loss would haverealy 11 per cent less and amount € 81
million. This indicates that the size of the wedfdoss is rather insensitive to the chosen
elasticity.

A demand elasticity of -0.6 implies that some ocaig shifted to other transport
modes in periods with low water levels. Transpaotaby those modes in periods with low
water levels is likely to be more expensive thans$portation by barge in periods with

normal water levels. This welfare effect is ignoneaur calculations.



36 Chapter 2

Note that the estimated welfare loss is likely 8@ minimum. Due to the large
number of time dummies, the estimated water leviece may be somewhat
underestimated, as argued above. As a sensitindlysis we have reduced the number of
time dummies. If we employ 9 seasonal time dumnriesur regression the welfare loss
amounts to € 113 million and if we employ no timeranies at all the welfare loss leads to
a welfare loss of € 146 million in 2003. Hence, thelfare loss in 2003 is somewhere
between € 81 and € 146 million.

Another possible cause for the underestimatiorhefwelfare loss may be that we
control for distance. Controlling for distance inegl that the separate effect of detour-
kilometres as a result of low water levels on wigée ignored. However, regressing
distance on water level and a range of controlwdes indicated an insignificant, and even
positive, effect of water level on the trip distancso that it is unlikely that detour
kilometres add to the costs during periods of loatex levels.

Also note that the welfare loss cannot be assidoedl certain geographical area,
because the welfare loss is caused by all tripspthss Kaub. These trips have origins and
destinations all over North West Europe. This atsplies that there are other locations at
the Rhine where welfare losses octuBo, the welfare loss estimated in this study
concerns the Kaub-related Rhine market, which Ig part of a larger welfare loss related
to the total Rhine market.

One reason why the estimated welfare loss may bevarestimation is that we do
not have full insight in the number of trips of thdand ships, which means that the
absence of a producer surplus is not guaranteethytbe the case that in periods with low
water levels, inland ships make more trips thapdriods with normal water levels due to
less waiting- and (un)loading time or less empipstr Given the presence of fixed costs
(for example, interest on capital), there are psafi years with many days with seriously
low water levels! This implies the existence of a positive produserplus that reduces
the welfare loss presented here. In an empiricallyais not shown here, it appears

however that the number of empty kilometres dodsrelate to low water levels. We do

2 For instance, inland waterway vessels that nagiffam Rotterdam to Andernach, situated north afita
may suffer from load factor restrictions cause@alogne.

2L In the long run (several years) profits are z&ut in a certain year profits may be positive ogatéve.
Presumably, in years with many days with seriodsly water levels, not enough inland ships enter the
Kaub-related inland waterway transport market tfiicgantly cut down the price per tonne, and thhe t

producer surplus is positive.
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not have information about waiting and loading t&nse the impact of these factors cannot

be analysed.

2.6 Conclusion

In this chapter, we studied the effect of low wadésels in the river Rhine on welfare. For
our estimation, several characteristics of inlarademvay transport on the river Rhine were
taken into account. The effect of the water levette transport price per tonne was found
to be negative. The effect on the load factor isithe@ and on the transport price per trip
no effect was found. We derived an annual averagiare loss of € 28 million for the
period of 1986 to 2004 for all waterway transpainist passed the bottleneck Kaub. As not
all trips on the Rhine pass Kaub, the welfare tmsscerns a part of the Rhine market. The
welfare loss in 2003 of € 91 million was much higldeie to a very dry summer. In the
light of the observation that: (1) demand for tg@ors will grow and, (2) dry summers like
in 2003 are expected to occur more often in theréutdue to climate change, annual
welfare losses as a result of low water levelsth@inland waterway transport sector will

rise.
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Appendix A: Evaluation of different models

Table A.1: Criteria for models with dependent vilgaprice per trip

Lags included AIC SIC Log likelihood
AR(1) 6827.1! 7243.8( -3323.5¢
AR(2) 6828.9: 7250.2: -3323.4°

ARMA(1,1) 6828.58 7249.85 -3323.29

Likelihood ratio-tests show that there is no diéfiece in log likelihood between the model
specifications. We choose the model with the lowd§ (Akaike information criterion)
and SIC (Schwarz information criterion). Then thedal with one included AR term is
preferred above the model with one AR and one MinteBecause the models with one
AR and two AR terms are nested the AIC and SlOnaak criteria. However, thé'2AR
term is insignificant in the model with two AR tesnso the model with AR(1) is the

preferred model.

Table A.2: Criteria for models with dependent valgaload factor

Lags included AIC SIC Log likelihood
AR(1) 6171.5: 6586.4¢ -2995.7¢
AR(2) 6168.0: 6587.6: -299302

ARMA(1,1) 6168.84 6588.41 -2993.42

Likelihood ratio-tests show that the log likelihood the model with two AR terms is
significantly higher than the model with one ARnterThe model with two AR terms
shows a lower SIC and AIC than the model with orfie ad one MA term so the model
with AR(2) is the preferred model.
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Appendix B: Annual amount of cargo that passes Kaulfx 1000)

Year Tonnes along Kaub
2004 83527
2003 75536
200z 8591’
2001 87217
2000 87456
199¢ 8245¢
199¢ 8486¢
1997 82941
1996 79642
1995 82584
199¢ 8284«
1993 77567
1992 81466
1991 82130
199( 8463t
1989 85105
1988 82673
1987 79431
198¢ 8105z

Source: CCNR, 2005; 2002, 2000, 1998, PINE, 2004.
Note: The figures for 1986 — 1996 are approximaisiehg an index for the transported annual amount of
tonnes on the Rhine. The figures for 1997 — 2004ecrom CCNR, 2002, 2000, 1998.






CHAPTER 3

THE EFFECT OF CLIMATE CHANGE ON THE COMPETITIVE
POSITION OF INLAND WATERWAY TRANSPORT IN THE
RIVER RHINE AREA??

3.1 Introduction

This chapter focuses on the potential effects iofiate change on modal split in countries
where inland water transport is an important transmode. In Europe, this holds true for
countries such as Germany and the Netherlands,ewther river Rhine is used for the
transport of large amounts of bulk products andaioers.

An obvious problem with studies on the effects lohate change is that we do not
know exactly how the climate will be in the futureherefore, we will use the KNMI'06
climate scenario’s as described in Section 1.1 atading point. As a result of climate
change, it is expected that in summer water lewrelhe Rhine will be lower, implying
more days with load factor restrictions for inlamdterway transport (Middelkoop et al.,
2000, Middelkoop et al., 2001). A consequence aftlltactor restrictions for barges is that
the costs per tonne transported rise. We know fileenprevious chapter that the inland
waterway transport market can be characterized gwmeréectly competitive market.
Therefore, the increase in costs per tonne is asgumbe equal to the increase in price per
tonne. Increased transport prices for inland wadgrivansport imply that other modes
become more competitive and take over a certainuamaf cargo originally transported
by barge.

We model the effect of low water levels on modalitspsing a Geographical
Information System- (GIS-)based software modelkechaNODUS which provides a tool for
the detailed analysis of freight transportation roggtensive multimodal networks. It is
built around the systematic use of the concept wftdal links” which enables the
development of a network analysis covering all $port operations by different modes,
means and routes, including all interface servioesodal platforms and terminals. Cost

functions are attributed to every operation (logdinonloading, moving, waiting and/or

22 This chapter has been based on Jonkeren et 8920
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transit, transshipping) in the virtual network. ik then possible to minimize the
corresponding total cost of freight transportatioith respect to the choices of modes,
means and routes, with intermodal combinationsunhedl in the choice set. Hence, we
assess the impact of low water levels on the agsttions for inland waterway transport
between combinations of origins and destinatiordeuseveral climate scenarios.

Like in the previous chapter, the area (the sedrajins and destinations) under
research covers the Kaub-related Rhine market. IRbed Kaub is chosen as a reference
point, because it is here that restrictions relatelbw water levels are most sevétéhe
Kaub-related Rhine market is a geographical maaked and is formed by all regions that
are the origin or destination of a trip made bygeathat passes Kaub. Consequently, all
trips made by road and rail between those origmsdestinations also belong to the Kaub-
related Rhine market.

The purpose of this chapter is to gain insight ithte effect of climate change on
modal split. One effect may be that a loss in gtyttansported by inland waterways
results in an increase in quantity transporteddiyand road, which could possibly lead to
higher levels of congestion for these modes. Intexid an increase in CQemissions may
be expected because inland waterway transportn®i@ environmental friendly mode
than road transport. These consequences wouldghdyhindesirable from the viewpoint
of the European Commission transport policy, whgchimed at reducing the emission of
greenhouse gasses and shifting freight from roaaitpinland waterways, and short sea

shipping (European Communities, 2006).

3.2 Modelling freight transport

Freight transport demand models can be classiite@ inumber of different ways. A
common classification is the one that distinguishetveen aggregate and disaggregate
models where the distinction lies in the naturehef data used; in the aggregate studies,
the data consist of information on total flows bpdes at the regional or national level,
while in disaggregate studies, the data concerivithgal shipments (Winston, 1983;
Zlatoper and Austrian, 1989). Garcia-Menéndez e(28104) define aggregate models as
models that are used to forecast the behaviour rofeatire transport system, and

disaggregate models as models that can predidtehaviour of individual agents within a

23 See Section 2.1 and Figure 2.1 for a more prof@xpianation of the location Kaub.
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specific transport system. Recent examples of ssuiiiat use aggregate models are Ham et
al. (2005) who use data on the commaodity leveltdimes) to predict the weight (again in
tonnes) of network flows, and Ohashi et al. (20@5p use air cargo traffic flow data to
identify the critical factors influencing air cargeansshipment route choice decisions.
Recent disaggregate models can be found in Garei@éhtez et al. (2004) and Beuthe
and Bouffioux (2008), which are both studies thatestigate the determinants of mode
choice on the individual shipper level using suszey

A distinction between econometric and non-economestudies is another
classification possibility. In Smith (1974) and deng et al. (2004), a survey of mainly
non-econometric models can be found, while Zlatoped Austrian (1989), or more
recently, Bhat et al. (2008) deal with econometnicdels. An econometric technique that
nowadays is very often used in behavioural freiglmhsport modelling is discrete choice
analysis.

The Four-Step Model offers a third way to classifgight transport demand
models. Models can be specified as being a geoaradidistribution, a mode choice, or a
route choice model, or a combination of these typlede that, in a route choice model, a
confrontation of demand and supply takes placeysa@annot speak of a freigdemand
model. Examples of a distribution model and a siandous mode- and- route choice
model can be found in chapters 5 and 6 in Tavagk296). Reviews of the Four-Step
Model are given in McNally (2008), de Jong et &0@4) and Rietveld and Nijkamp
(2003).

Finally, freight demand models can be categorizedudan or non-urban. The
concept of urban freight modelling is explainedDiEste (2008). A broader review of
freight transport demand models can be found inelcmple Ortizar and Willumsen
(2001), Chapter 13.

According to the classifications made above, teafrt transport model used in the
current study can be classified as a non-econotnetion-urban, aggregate, combined
mode choice/ route choice model. In fact, our madel be described as a strategic freight
network planning model. Such models are not meamt$e in managing the moment-to-
moment or day-to-day operations of freight companiRather, they are employed
primarily to forecast months or years into the fat(Friesz and Kwon, 2008). Examples of
the literature on network planning models are Eri@d985) and Friesz and Harker (1985),

while Kresge and Roberts (1971) are generally clamed to be the creators of the first
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freight network planning model. A useful overviewncalso be found in Crainic and
Laporte (1997).

We apply a static GIS-based strategic freight ndtwplanning model called
NODUS?. It provides a tool for the detailed analysis ofight transportation over
extensive multimodal networks. The limitations dktmodel are discussed in Section
3.5.2. An advantage of NODUS is that mode-and-rotiteice are modelled in an
integrated way. Other strengths are the very amtapatial character of the model and the
fact that it allows for multimodal solutions. Duekend Ton (2000) state that GIS concepts
and technologies are valuable aids in transportgtianning and operations. They provide
an overview of the possible application levels o&Es in these disciplines. Other GIS-
based models for freight transportation analysmsteafound in, for example, Cheung et al.
(2003) and Cairns (1998).

3.3 Freight transport modelling with NODUS

3.3.1 The concept of the virtual network

NODUS is a tool for the detailed analysis of fraighansportation over extensive
multimodal networks. It contains the transport et of road, rail, inland waterways and
short sea shipping covering the geographical afréfaeowhole of Europe. The networks of
each mode are constructed from links and nodegh®hnks (roads, railways, waterways,
ferry lines), moving operations take place andth@ nodes, operations such as loading,
unloading, transhipping and transiting, are caroed at terminals or logistic platforms.
Costs are attributed to the different operationstlon infrastructure network. However,
infrastructures can be used in different ways. &mmple, small and large trucks have
different operating costs but they can use the sarad. A simple geographic network
does not provide an adequate basis for the detainetysis of transport operations where
the same infrastructure is used in different waliserefore, NODUS decomposes all
transport operations that take place on the “realiltimodal network into a virtual

network? This concept of the virtual network was initiafiyoposed by Harker (1987). By

24 Other studies based on NODUS are Jourquin anchBgd996), Geerts and Jourquin (2001), Beuthe. et al
(2001), and Beuthe et al. (2002).
% |n Figure 2.1, the “real” network for inland watexys is visualized. The “real” networks of rail arwhd

are omitted from the figure to keep it comprehelesib
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creating a virtual network, a transportation prableith all its alternative solutions and
operating dimensions can be properly analysed I@ntitying and separating each
transport operation. So, all successive operatiorthe geographic space concerned are

linked in a systematic way. We use Figure 3.1 su&ilize a virtual network.

c2W1

a5W1

c4R1

d5W1 d4R1

Figure 3.1: Virtual network

Note: for virtual node ‘alW?2’, ‘a’ represents thede, ‘1’ the link, ‘W’ the mode (in this case intaship)
and ‘2’ the means (the type of inland ship). An Rands for railways and the bold numbers standher
link-numbers. The thin continuous lines represerghipment operations, the dotted lines transtatons,
and the bold lines the links of the real networbsgibly split up, depending on how many differeriams of
a certain mode can be carried on the link. Foamst, between node ‘a’ and node 'b’, link ‘1’ canrg two
types of inland ships: small ones (W1) and largesofW?2), so the real link is split into two separsirtual
links. What holds for a link, also holds for a notiede ‘b’ for example is present in the label @diff virtual
nodes; it is a starting or end point of the links ‘2" and ‘3’, where starting or end point ‘b1s represented
twice because it is the starting or end point af thifferent types of inland ships. These four \aitnodes are

also interconnected in order to represent tramsitteanshipment operations.

However, the virtual network in Figure 3.1 is stibt complete, as it does not contain
virtual nodes for entry and exit (loading and uxling). In addition, the costs of going one
way on a link are usually not equal to going theeotway on that link, so every link should
be represented by two arrows, indicating the dimecof the flow. The final virtual

network (now focusing on node ‘b’) can be seenigufe 3.2. The ‘+’ sign indicates that

cargo is unloaded at a certain virtual node and aign indicates a loading activit X

defines a virtual nodk, with link numberj, modet and means (or mode type) Virtual
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node —%"® indicates an entry point in the virtual networlor @ more detailed explanation

of virtual networks, we refer to Jourquin and Beu(h996).

5 1w

(5 1w

B

Figure 3.2: Final virtual network at node b
3.3.2 Assignment method: the Multi-Flow approach

NODUS confronts supply (the infrastructure netwodésseveral modes, and the costs
associated with the several types of vehicles taat be used) with demand (the given
mode’s specific flows), according to a chosen assgnt method. Several assignment
methods can be applied. In some earlier studiagqddan and Beuthe, 1996; Beuthe et al.,
2001) with NODUS, the All-or-Nothing method was &epgd to mode choice and route
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choice. With this method, the flow is assumed tdreasported on the minimum cost path
for each OD pair.

With the equilibrium method, NODUS can determinavhibe flow between each
OD pair is distributed over various routes and nspdaking into account the variation of
the transportation costs according to the assidlweds. Jourquin and Limbourg (2006)
focus on equilibrium algorithms. However, from thsiudy, it turned out that within the
NODUS context this methodology was of little ugethe sense that the modal split per
OD pair does not differ much from the All-or-Notlgimesult. This is mainly explained by
the aggregation level of the demand matftemd the static nature of the assignrent

A better solution can be found in the multi-flowpapach (Jourquin, 2006). This
method can compute a set of realistic alternatuges (and modes), over which the flow
can be spread. For every mode type, (small baagge ltruck, etc.) if possible, at least one
path is computed, between every OD combinationsTdne can generate a set of credible
alternative paths between OD pairs that also iredud set of alternative transportation
modes. Compared with the above-mentioned assignmetiiods, the multi-flow method
leads to a better prediction of the modal splér OD combination(Jourquin and
Limbourg, 2007).

Summarizing, the All-or-Nothing procedure only indés generalized costs as the
explanatory variable for route/mode choice, while equilibrium algorithms also include
capacity constraints (in combination with flow),dathe multi-flow method allows for
other, unknown explanatory variables like unknoeatfires of routes and modes.

The distribution of the demand over the differaéntified paths is the last step
that must be performed with the multi-flow methdthe basic idea that is used here is that
the modal split is computed on the basis of theé abthe cheapest path for each mode. In
a second step, the quantities are spread overiffeeedt routes/means within the same
mode, according to their relative weight. This maare is similar to a nested logit model.
The modal split (in tonnes) remains independenthaf number of alternative routes

computed for a certain mode/means combinationatitans). Tests with the multi-flow

26 The OD matrices contain total quantities on aruahbasis, so it is difficult to estimate whatrisrtsported
at a given time of a day.

27 As distances are long, a single trip often occlursng different periods of the day, including pewdurs,
so travel times are not constant over time. HoweagM™NODUS is a static model, it is not able tol deth

this aspect.
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assignment procedure in the context of the NODUSleh@an be found in Jourquin
(2006).

3.4 The reference scenario

In the reference scenario we want to analyse honyrt@nnes are transported by barge in
the Kaub-related Rhine market in a year under atiroiimate conditions. The freight
flows from the OD matrix are assigned on the dethitetwork, where the assignment is
based on cost functions. Figure 3.3 shows how NOBOf&s schematically.

Demand is formed by the European OD matrix contgirilows in the year 2000,
kindly provided by NEA. The origins and destinascare defined at the level of NUTS Il
(Nomenclature of Territorial Units for Statistia®gions, each NUTS Il region having a
centroid representing a gravity point of demandimithe region.

So, we work with aggregate demand data for a nurobere-specified NUTS I
regions. The OD matrices contain those combinatioh®rigins and destinations that
would logically make use of the Kaub link in a sition of normal water levels if the mode
inland waterway transport were to be used. Our ggagcal study area is of this size
because we want to focus our analysis on the Kalatted Rhine market. We will come

back to this issue in the next section.

Input: supply of capaci Input: cost Input: demand (th
(the network) functions O-D matrix)

Output: assigned flowd

Figure 3.3: Inputs for NODUS

Our cost functions are based on detailed cost ftata NEA (2005). NEA has

calculated the costs for loading, unloading, waitamd transportation for several types of



The effect of climate change on the competitivétipoof inland waterway transport 49

trucks, trains and barg@s The costs take into account that vehicles areatvoays fully
loaded or may even be empty and that different caypes are transported. Indeed,
transporting 10 tonnes of live animals costs md@nttransporting 10 tonnes of coal.
Moreover, costs for transhipment between trucks bajes and trucks and trains for
commodity NSTR 9 are defined because this commoifigudes containef® The
standard cost functions take into account an aeersgeed for each mode, but the
assignments are based on costs that integrateetihespeed defined for each link of the
digitized network.

External costs are not taken into account. Apainhfcosts, qualitative factors like
reliability and safety also determine the mode amgte choice. These factors are not
included explicitly, but through the calibrationtbie model.

We split the OD matrix into three equal sub-masi@e terms of tonnes) according
to distance. So, the first OD matrix contains floivat are transported over less than 308
kilometres; the second, flows that are transpooesr more than 308 kilometres but less
than 473 kilometres; and the third, flows that @&r@nsported over more than 473
kilometres. Distinguishing these three “distancekats” enables us to calibrate in such a
way that a change in costs in the operations ofafribe modes leads to a correct shift in
market shares.

Calibration is required because there is a lackfafrmation (e.g. we do not have
information on the behaviour of shippers). So, albtthe ideally needed information is
incorporated into the cost functions, resultingrimodal split that is not necessatrily in line
with the observed one. To overcome this problenbiation factors are introduced into
the cost functions. The result is that we approxéntbe observed modal split for the area
under research. In our model we distinguish twe$ypf calibration factors, those for fixed

costs and those for variable costs.

28 Only the time costs of loading and unloading alided, not the handling costs. We refer to AppeAd

for an overview of the different types of modesd&me various means) we use in our study.

29 The NSTR nomenclature can be found in Appendix B.

In interviews, experts stated that transhipmeribudk cargo between trucks and trains is quite etoeal.
Transhipping bulk cargo between trucks and bargepéns more often, but the majority of bulk tramspg
barge is also point-to-point transport. Shipperbulk cargo are often very large and have their caitway

or inland waterway connection to the railway or evetay network which facilitates point-to-point
transportation by train and barge. Transhipmentaftainers (included in NSTR 9) happens much more
often between trains and trucks or barges and sru€kerefore, these transhipment costs are taken in

account.
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Focusing on Figure 3.4, an adjustment in the catlibn factor for the variable costs
of one of the modes results in a change of theeslopone of the curves, while an
adjustment in the calibration factor for fixed stsults in a change of the intercept of the
curve of the particular mode.

Every OD combination of our OD matrix can be placgamewhere on the
horizontal axis of Figure 3.4. For an OD combinatwith distance A, the transport costs
for each mode are given by the intersection of nimde-specific cost curves and the
vertical dotted curve through A. The market shdogseach mode are then based on their
relative costs, so road gets the largest sham@ndnvaterway transport the smallest share,
and rail a share in-between the other two. For BhcOmbination with a longer distance
(for example, distance B), the cost levels, and the market shares are different.

Now, calibration in the form of a change in theentept or slope of one curve,
changes the share of every mode, for every distdncihis way we are able to calibrate
the model in such a way so that the modal splthenthree different distance markets is

approximated.

Costs per
tonne (in €)
CoSbroad Inland waterway
transport
Cosbyai = Coskwr
Coshywr
COS12\rail
Cost‘xroad
0 Distance (in
kilometres)

Figure 3.4: Transport costs, distance and modateho
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Table 3.1: Comparison of the 2000 statistics argigasd flows in the river Rhine area,

measured in tonnes per NSTR group for the totéhdee market

NSTR 2000 statistics (NEA) Assigned flows
group

% Wate % Rail % Roa( % Waer % Rail % Roa(
0-9 16.1% 11.9% 71.9% 15.3% 13.5% 71.3%
0 7.9% 8.3% 83.8% 7.8% 12.4% 79.8%
1 9.8% 1.6% 88.6% 9.8% 4.0% 86.2%
2 43.5% 40.8% 15.7% 41.8% 40.8% 17.4%
3 61.2% 15.3% 23.5% 56.3% 18.7% 25.0%
4 20.7% 29.9% 49.4% 24.6% 31.0% 44.4%
5 6.6% 23.3% 70.1% 4.5% 25.5% 70.0%
6 12.1% 4.6% 83.3% 9.8% 6.5% 83.8%
7 35.4% 25.4% 39.3% 35.5% 21.7% 42.7%
8 16.1% 15.4% 68.6% 17.5% 11.7% 70.8%
9 4.4% 11.4% 84.2% 4.5% 13.1% 82.4%
Source: NEA, 2000 and own computation, 2009.

The obtained modal split after calibration for gvBISTR group in the river Rhine
area in the base scenario for the total marketasgmted in Table 3.1. Table 3.2 shows the
number of tonnes transported past Kaub by bargihanbase scenario for each NSTR

commodity type and distance market.

Table 3.2: Relative (in modal split) and absolute thousands of tonnes) volumes

transported by inland waterway transport past Kewthe base scenario, year 2000, per

NSTR group, for each distance market (short, medinhlong)

NSTR QOKaubtotaI QOKaubshon QOKaubmedium QOKaubIong
group

Absolute % Absolute % Absolute % Absolute %
0-9 52 424 15.3% 9677 8.5% 18 976 16.7% 23 77020.5%
0 2368 7.8% 400 3.6% 552 5.8% 1415 14.8%
1 3538 9.8% 513 4.1% 719 6.7% 2305 17.7%
2 5344 41.8% 540 20.5% 2422 43.9% 2381 51.2%
3 18 993 56.3% 3766 44.5% 10 363 58.0% 4862 %5.7
4 2271 24.6% 223 7.0% 526¢ 24.9% 1521 38.6%
5 825 4.5% 95 3.0% 18¢ 3.1% 540 6.0%
6 6716 9.8% 2312 5.9% 1163 6.5% 3240 27.9%
7 2012 35.5% 354 17.0% 795 41.6% 862 51.8%
8 6144 17.5% 768 8.9% 1274 10.8% 4101 27.9%
9 4210 4.5% 702 3.1% 966 3.2% 2540 6.3%
Source: Own computation, 2009.

Commodity type 3 (petroleum products) is by far biggest group. In total, about
52 million tonnes was transported past Kaub inytb&r 2000, and this is used as the base

scenario. The distance-market-specific columns shbat for almost every NSTR
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commodity the amount transported by inland watesvayreases with the distance

covered.

3.5 Alternative scenarios

3.5.1 The effect of climate change on the market atre of inland waterway transport

In the alternative scenarios we study the effeatliohate change on the amount of goods
transported by each mode in the Kaub-related Riniaeket.

Te Linde (2007) assessed the effect of climate gham the discharge of the river
Rhine at several locations, including Kaub, usiygrblogical models. In that study, for
every climate scenario daily discharges were estichfor the years 1961 to 193§5By
means of what is known as the Q-h (discharge —m@tel) relationship for the location
of Kaub, the daily discharges were transformed ohdy water levels for Kaub for the
period of 1986 to 199% Daily water levels at Kaub under a certain thoégthevel imply
an increase in transport prices for trips that @as&ub. These price increases have a one-
to-one relationship with cost increases via chamgésad factors, under the assumption of
perfect competition in the inland waterway transpoarket® In periods of low water
levels, inland ships sometimes have to navigath wilbad factor of 50% (or even lower)
leading to severe increases in the transport ppiee tonne. The height of the price
increases is based on Table 2.5 in Chapter 2. Eheeptages presented in the table are
price increases per tonne corrected for a largebeurof factors. Since the distance of the
trips is given, they can be interpreted as pricegases per tonne-kilometre.

The price increases are only valid for the Kaulatesl inland waterway trips. After

all, barges that do not pass Kaub, are not restrict their load factor by the water level at

30 Although we have thebservediaily water levels in the base scenario at oypatial, we use theodelled
daily water levels in the base scenario so thaissiple systematic error in modelling water levelpresent

in the base scenario as well as in the alternateaarios.

31 Because our water level data ranges from 198®67 2in order to translate discharges into wateelte

we can only use the overlapping years in the digghaeries and the water level series.

%2 The inland waterway transport market in the riRkine basin may be characterised as a competitive
market because inland waterway transport carriéfsr an almost homogenous product (transport of
different types of bulk cargo), there are many diepg shippers may easily (without much costs)tcwi
from one inland waterway transport enterprise totlaer and it is relatively simple to enter the Rhinarket

out of adjacent geographical markets.
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Kaub, but by the water level at another locatioampared with other locations, the water
level at Kaub has the most severe effect on the faetor of inland ships. This is also the
reason why we focus our study on the Kaub-relatbthékmarket and not on the total
inland waterway transport market in Europe. If weravto apply the price increases only
valid for the Kaub-related Rhine market to the veholarket, the effect of low water levels
on the change of tonnes transported by barge wmilolverestimated.

Table 3.3 gives an overview of the average pergentacrease in price per tonne
during the low water period and the length of tbw Wwater period in days in the cases of
the base scenario, the four climate scenariosttamgiear 2003, in comparison with a year
without low water levels. The figures in Table &% averages, based on a series of ten
years between 1986 and 1995. We include the ye@8 B@cause Beniston (2004) states
that the summer of 2003 can be used as an exampleitire summers in the coming

decades in climate-impact and policy studies.

Table 3.3: Effect of climate scenarios on the langt the low water period and on the

costs of inland waterway transport in the low wanteriod

Climate scenario Base period M M+ W W+ 2003
(1987 —1995)  (2050) (2050) (2050) (2050)

Average annual number of
days low water (less than 103 99 140 95 182 198
260 cm)

Average % cost increase

low water period compared 17.8% 18.0% 21.9% 17.9% 27.0% 27.2%
with situation without low

water

Source: Te Linde, 2007.

The length of the low water period is equal torthenber of days with a water level
lower than 260 cm at Kaub.

To model the effect of climate change on modaltsplie have to model the
difference between the climate scenarios and trse Iszenario. The percentage cost
increase in an alternative scenario is thus basedtis difference.

Because of lack of information, we had to assuns the demand for inland
waterway transport for each NSTR group is constardr a year. In the alternative
scenarios, the costs for the transportation a#/iby barge are raised according to the
respective climate scenarios. Table 3.3 shows ihaljmate scenarios M and W, the cost
effect of climate change is close to zero, as wiatezls drop in summer and autumn, but

only marginally, thus not affecting costs. The 2@®nario is very similar to the W+
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scenario. In the remainder of this study, we viiéirefore only assess the effect of climate
scenarios M+ and W+ on modal split.

Table 3.4 shows the percentage of tonnes thatdmgaierway transport loses in
the Kaub-related Rhine market in both climate sdema The absolute figures are

presented in Appendix C.

Table 3.4: Relative loss of tonnes transported tignd waterways in both climate

scenarios compared with the base scenario per Nfsdilp in the river Rhine area

NSTR group M+ scenario W+ scenario
0-9 -2.3% -5.4%
0 -2.4% -5.8%
1 -2.0% -4.9%
2 -1.9% -4.7%
3 -1.4% -3.3%
4 -3.4% -8.3%
5 -2.7% -6.3%
6 -3.1% -6.7%
7 -2.1% -4.9%
8 -4.2% -10.2%
9 -2.1% -5.1%

Source: Own computation, 2009.

In the W+ scenario, total demand (in terms of tenm&nsported) for inland
waterway transport drops by about 5.4 per centif@liion tonnes) because of an average
price increase of 16.9 per cent during 182 dayes year. In the M+ scenario total demand
for inland waterway transport drops by about 2.8 gent (1.2 million tonnes) because of
an average price increase of 8.8 per cent durifigdbgs in a yedt. In the total transport
market (in the area under consideration), transpertormance, road traffic performance
and the level of C®emissions change in the W+ scenario compared vn¢h base
scenario. On an annual basis, the total volumeohd-kilometres decreases by 0.5 per
cent because the tonnes that are shifted to roadanin the low water level period are
transported over shorter distances. The total veluhvehicle kilometres increases by

0.98 per cent because the carrying capacity ohia or (especially) a truck is lower than

33 W+: during 103 days a price increase of 9.2 pet (27.0 - 17.8 per cent) and during 79 days (18D3)
a price increase of 27.0 per cent. Weighted avepage increase is then 16.9 per cent. M+: duri@g days
a price increase of 4.1 per cent (21.9 - 17.8 pat)and during 37 days (140 — 103) a price in@ed<1.9
per cent. Weighted average price increase is tt&pe¥ cent. Note that an elasticity may not bévedrfrom
these changes in p and g. The change in q is st low water periods of 140 (M+) and 182 (Ways|

while the @ is based on the whole year.
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that of a barge and the annual voluméerotk vehicle-kilometres increases by 1.0 per cent.
The total volume of annual GCGemissions increase by 1.1 per cent because the CO
emission per truck tonne-kilometre is higher th@n parge tonne-kilometre and because
the load factor of barges is lower in the W+ scendue to lower water levels. Because the
trend in freight transport related @@mission in the EU15 (shown in Table 3.5)
demonstrates a stabilization since 2004, the estniacrease in CQOemission is clearly

undesirable from a European Commission transpaityppoint of view.

Table 3.5: Index for C®emission due to freight transport by road, raitl @anland
waterways in the EU15

Year 200c 2001 200z 200¢ 200¢ 200t 200¢
CO, index 10C 101.¢ 102.7 103.¢ 105.( 104.2 104.%

Source: Eurostat, 2008

Table 3.6 shows that the road transport sectoitprofost from low water levels.
About 70 per cent is taken over by this mode, & by rai®* On an already congested
road network, like in North West Europe, an inceeasthe amount of road traffic leads to
a disproportionate increase in congestion (Small\&erhoef, 2007). Note that, within the
context of the model, total demand for transpofagectly inelastic. This implies that the
absolute number of tonnes that is shifted fromnidlavaterway transport to road and rail is
somewhat overestimated. Indeed, the amount thetiifeed to road and rail also contains

those shipments that were not to be transportedadekastic demand for total transport.

% Road is a dominant transport mode in terms of@erfor most OD combinations for most NSTR groups.
This implies that on average (seen over all NSTéugs and OD combinations), road has the lowestivela
costs in each distance market and as a result ohdke tonnes lost by inland waterways are takesr ty
road. Note that qualitative factors that determimade choice are included in the relative costsuginothe
calibration of the model.
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Table 3.6: Distribution of the loss of freight afland waterways over rail and road in

percentages per NSTR group in climate scenarioguvW+

NSTR Rail Road Rail Road
group
M+ W+

09 28.0% 72.0% 28.4% 71.6%

0 16.0% 84.0% 16.0% 84.0%
1 4.8% 95.2% 4.9% 95.1%
2 68.0% 32.0% 68.0% 32.0%

3 43.1% 56.9% 43.1% 56.9%

4 43.8% 56.2% 42.8% 57.2%
5 27.4% 72.6% 27.4% 72.6%
6 9.7% 90.3% 9.4% 90.6%

7 34.5% 65.5% 34.2% 65.8%

8 19.5% 80.5% 19.9% 80.1%
9 14.9% 85.1% 15.0% 85.0%

Source: Own computation, 2009.

Our methodology can also be used to study pricedst) elasticities of demand for
inland waterway transport in the context of intedalocompetition. The results of this
analysis are shown in Table 3.7. Note that thesdag-run elasticities, based on yearly
demand data. The main conclusion is that the denfl@ndland waterway transport is
rather inelastic with almost all values lying beéme 1 and 0. These results are close to the
value of the elasticity of demand for inland wataywransport of about -0.50, estimated in
Chapter 2, which is based on data on volumes aicégrHowever, these elasticities are
only partly comparable. The present estimate ietha® the assumption that mode change

can take place without additional costs or capammtystraints.

Table 3.7: Cost elasticities for inland waterwagngport in the Kaub-related Rhine market
per NSTR chapter

NSTR group ¢ Kaub market, M+ ¢ Kaub market, W+
0-9 -0.67 -0.64
0 -0.71 -0.69
1 -0.6( -0.5¢
2 -0.57 -0.5¢
3 -0.41 -0.40
4 -1.01 -0.98
5 -0.8(C -0.7¢
6 -0.9C -0.7¢
7 -0.63 -0.58
8 -1.25 -1.21
9 -0.6: -0.6(

Source: Own computation, 2009.
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This is, of course, a strong assumption: transpypriarge is often characterized by large
volumes, so that in the short run, other modesatable to take over a part of the volume
transported by barge. Therefore, it is no surphse we find that the overall elasticity (for

NSTR 0-9) obtained here is slightly higher than ¢me in Chapter 2 which is based on

observed flows.

3.5.2 Drawbacks and limitations

Some drawbacks of our research should be mentiobechand for total transport is
assumed to be perfectly inelastic, while it is glale that, in the case of low water levels
leading to higher prices, some cargo will not mnsported by any mode due to elastic
overall demand. Second, costs are assumed to Iz tegprices in all the three transport
markets under consideration. The markets for inlaaterway transport and road transport
could be characterized as perfectly competitiveketar The rail freight transport market
used to be a monopoly, however as a result of diteation the number of railway
operators has increased since 1998. In the Nettusjal3 commercial railway freight
operators were active in 2007 (KIM, 2007) whereasole 1998 there was only one
operator. Furthermore, NODUS is a strategic mod#i which day-to-day operations can
be modelled only in an implicit way. Moreover, & assumed that no technological
improvements will be made in infrastructure andftbet of inland waterway vessels in the
future. Next, we assume that transportation costdiaear with distance, while they are
probably concave (McCann, 2001). However, by digtishing three different “distance-
markets”, this limitation is partly overcome. Alsthe demand for inland waterway
transport is assumed to be equally distributed dhweryear, while signs from the market
indicate that the peak demand for inland waterwamgdport lies in those months when low
water levels occur relatively often. In additioh,is assumed that shippers do not have
switching costs when choosing for another transpwtle. Then, the estimated absolute
modal shift effect is based on flows in the yea®d@0at is likely however, that the demand
for transport will grow in the future. Last, remeenbthat the loss of cargo for inland
waterway transport only applies to the Kaub-reld®inhe market. Trips that do not pass
Kaub, but pass other locations that impose loadofaestrictions on barges, are not

considered here.
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3.6 Conclusion

In this chapter we have studied the effect of ctanehange on modal split in the river
Rhine area. Climate change is likely to affect malavaterway transport prices via low
water levels which may lead to a deterioration loé tompetitive position of inland
waterway transport compared with rail and road dpant. We studied this issue using
NODUS, a GIS-based strategic freight network plagnmodel that combines supply,
demand and cost functions to assign flows on airmmdtial network. At first, a base
scenario was created describing a fictitious yedth vaverage daily water levels, as
modelled from 1986 to 1995. The alternative scesawere based on several climate
scenarios which implied increases in the costsriand waterway transport as a result of
low water levels. Relative to the base scenarioegtmated the reduction in the annual
quantity transported by barge to be about 2.3 pat ¢1.2 million tonnes) in the case of
climate scenario M+, and about 5.4 per cent (2.8anitonnes) in the case of scenario
W+, in the Kaub-related Rhine markétAs a result, the volume of road vehicle kilometres
and the volume of C£emission increase with about 1 per cent.

Note that, in other markets, where the load faofanland ships is determined by
other locations than Kaub, inland waterway transpuil also be confronted with a
reduction in the quantity transported. However, #ffect of low water levels in those
locations on transport prices, and thus also ortrdresported quantity, is less severe than
in the Kaub location. If we consider the total Rhimarket, which is larger than the Kaub-
related Rhine market, and assume that the effelcvofvater levels on transport prices in
all locations where the water level is measurezhjisal to the effect in Kaub, an upper limit
for the decrease in tonnes transported by inlanttways would be about 16 million
tonnes annually in the case of climate scenario W+.

We conclude that, under the given climate scerdhe effect of climate change on
modal split in the Rhine area is limited. Howevierthe light of the policy goal of the
European Commission to shift cargo from road teothansport modes and to reduce the

emission of greenhouse gasses, this predicted eliamgodel split is undesirable.

% The climate in North West Europe in the year 20688 be considered as representative for the climate

scenario W+,
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Appendix A: Transport means considered in NODUS

Road Rail Inland waterway transport
Truck 12-20 tonnes Electric train Barge < 400 tanne
Truck > 20 tonnes Diesel train Barge 400 — 650 ésnn

Barge 65(- 1000 tonns
Barge 1000 — 1500 tonnes
Barge 1500 — 3000 tonnes

Appendix B: Description of the NSTR commodity grous

NSTR group Description

Agricultural products and life anim:
Foodstuffs and animal fodc

Solid mineral fuels

Petroleum products

Ores and metal was

Metal product

Crude and manufactured minerals, building mdgeria
Fertilizers

Chemical

Machinery, transport equipment, ¢

oco~NoOUhhWNEO

Appendix C: Absolute loss of transported volume (irthousands of tonnes) by inland
waterways in both climate scenarios compared withhie base scenario per NSTR

group in the river Rhine area

NSTR group M+ scenario W+ scenario
0-9 1190 2818
0 57 137
1 71 171
2 102 249
3 262 633
4 77 187
5 22 52

6 205 447
7 43 98
8 25¢ 62€
9 9C 213

Source: Own computation, 2009.
Note: the results are based on transport flowkenyear 2000.






CHAPTER 4

THE EFFECT OF AN IMBALANCE IN TRANSPORT FLOWS
ON INLAND WATERWAY TRANSPORT PRICE®

4.1 Introduction

Transport costs play a fundamental role in the rdgtetion of the location of regional
economic activities (see, e.g., Krugman, 1991, 19@aviano and Puga, 1998; Neary,
2001). A characteristic assumption in studies giaeal activities is that transport costs
are exogenous. However, recently, a number of esuih the new economic geography
literature have emphasized that transport costslmeandogenousin particular, we refer
to the recent studies by Behrens and co-authoisréde and Gaigné, 2006; Behrens et al.,
2006; Behrens et al., 2009). For example, Behreat €2006) introduced the presence of
density economies into a new economic geographyeinoyl assuming that unit shipping
costs decrease with the aggregate volume of taddogeneity of the transport costs is
clearly also important for studies on internatiotrade. For example, Anderson and van
Wincoop (2004) stress the need to deal with tisigdsn studies of trad¥.

There are a number of reasons why transport coaysh@a endogenous (for recent
studies which discuss this issue, see DurantonStarper, 2008, and Anderson, 2008).
One reason is that the unit shipping costs decredtbethe volume of trade due to the
presence of density economies (e.g. Behrens €2Q06). Another reason is that transport
markets are not competitive and that industry liocais endogenous (see, Behrens et al.,
2009). This chapter emphasizes, however, that ndegeneity of transport costs is more

fundamental and also an issue in competitive transparkets, as is prominently featured

% This chapter has been based on Jonkeren et 88)20

37 Note that, although transport costs, i.e. the jgaysosts of a shipment, are only a share of tcans, i.e.
the sum of all the costs incurred to deliver a gmitis user (Duranton and Storper, 2008), trartspasts are
generally thought to be the most important tradst egthin countries and one of the most important
components of trade cogbetweencountries This certainly applies to trade within the EU wharéficial
trade barriers are absent or limited. AccordingSémchez et al. (2003) and Lim&o and Venables (2001)
artificial trade barriers are reduced to low levatsa result of trade liberalization. Therefords iplausible

that the relative importance of transport costt®tal trade costs has increased in recent decades.



62 Chapter 4

in transport economic textbooks such as Boyer (199Be main reason is that, at least
theoretically, an imbalance in terms of trade vadgnbetween two regions causes the
transport price in one direction to exceed thegpnicthe opposite direction whenpositive
proportion of carriers are required to return withbpaid cargo® One of the implications

is that, ceteris paribus, unit shipping costs iasee with the relative volume of trade
between regions, implying that the transport caostsease with trade. It is therefore
theoretically ambiguous what the net effect is afhange in the traded volume on trade
costs as it depends on what type of effect domsndteone market, the net effect may be
negative while for other markets it may be positive

The effect of imbalance on freight prices may patdly be very large. For
example, the freight price for a 1 TEU containerptdstic bags from Shanghai to San
Francisco is $ 2,065, whereas its backhaul pric& 5111. So the backhaul price is
roughly 50% less than the fronthaul priceLikely, the main explanation for this
observation is that the imbalance between merckargbods flows from China to the U.S.
is much larger than the other way around (in vaéwes, the flow from China to the U.S.
is four times that of the return flow).

In the current chapter, we focus on price formairothe inland waterway transport
network in North West Europe. This market is higbbmpetitive with thousands of small
carriers. In this network, imbalances in transploms are frequently observed. Imbalances
are caused by regional differences in demand apglgdor transport. For example, in
Europe, most seaports, such as Rotterdam and Hagmdmer import ports of, in particular,
bulk goods such as oil, coal, etc. This impliest timore cargo is transported from the
seaports to the hinterland than in the oppositection, which causes an imbalance in
trade flows.

This chapter is not the first empirical study tacude on endogenous transport
prices?® We are aware of four studies in which the effefceio imbalance in transport
flows on maritime shipping prices has been examim@girically (Blonigen and Wilson,
2008; Wilmsmeier et al., 2006; Marquez-Ramos ¢t28l05; Clark et al., 2004). However,

38 For an early discussion of this phenomenon, ugaalled the “backhaul problem”, see Pigou (1913).

% This kind of information is publicly available ofreight price websites such as www.freight-
calculator.com. The exact figures given apply tovd&lnber 2007.

% There is some literature, mainly focusing on nimet transport, in which the determinants of tramspo

prices are analysed, but imbalances in transpmstsflare usually ignored.
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in these studies, the imbalance is assumed to digeewnus, which is at odds with theé?y.
Furthermore, the maritime shipping industry is elcterized by a high degree of collusion,
with a few large firms with market power, so thewsaption of a competitive market may
not apply (Sjostrom, 2004). Hence, it is not cledrether the empirical results of these
four studies may be interpreted only in the lighpedictions of competitive theories.

We estimate the marginal effect of an imbalanceramsport flows on the unit
transport price of a trip between two locationgjipas) in the inland waterway transport
market in North West Europe. Some major differertoesveen the current study and the
four transport price studies mentioned above masmkntioned. First, these studies only
use information on imbalances of bilateral routedile we also take into account
characteristics of the whole netwdfkHence, we are able to employ a standard and a
sophisticated measure of imbalance. Second, takrmawledge, we are the first to consider
imbalance as a possible endogenous variable. Thed,empirically capture density
economies in a different, and arguably more fundaaieway than Clark et al. (2004) and
Marquez-Ramos et al. (2005). According to theome(sfor example, Brueckner et al.,
1992), density economies arise because a higlféc iansity on a route allows the carrier
to use larger vessels and to operate this equipmmeme intensively (at higher load
factors). In addition, higher traffic densities anroute allow for a more intensive and
efficient use of the port facilities that servetthaute implying lower time costs per unit
handled. As we have a very rich data set, we ale tabcapture density economies more
directly by three trip-specific control variablesessel size; load factor; and travel tifile.
Fourth, our study concerns the inland waterwaysfpan market, which comes close to the
‘ideal’ standard perfect competitive market, whileevious studies focus on the maritime

transport sector, where market power of carrieeignportant issue.

41 Clark et al. (2004) and Marquez-Ramos et al. (2@0Bw for density economies by including aggregat
trade volume as an explanatory variable and tradetvolume as an endogenous variable.

2 More specifically, we measure imbalance as thie aitthe number of trips departing from a regiorthe
number of trips arriving in a region and spatiallgight this measure. The use of a spatially-weidjihégion
imbalance measure is in line with other economdiaations of spatial problems (see, for exampleamBet,
1994a, 1994b; Rice et al. 2006). By spatially wéigh the network characteristics are taken intcoaat.
Weights are based on information about the numbidand waterway tripsvithout cargobetween regions.
*3 The travel time of a trip includes the time ofdo®g, transporting, and unloading the cargo. Ashaig
volumes are usually handled in large ports witherefficient handling facilities, this implies rekaly short

(un)loading times, leading to shorter travel times.
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The importance of inland waterway transport as phathe overall transport sector
for the regional economy is determined by geogregihgonstraints. Only in those regions
in the world where the natural infrastructure dffesufficient opportunities does inland
waterway transport play a significant role in irdatransport. Examples of such regions
include parts of Europe (the rivers Rhine, Danamel their tributaries), the US (the Great
Lakes area and the Mississippi river) and China {tangtze and the Pearl river).

The river Rhine is the most important trade watgrimaEurope as it connects large
economically important areas within and between NMegherlands and Germafi{/This
river has its source in Switzerland in the Alps ands through the Ruhr area, one of the
most industrialized areas in Germany, to Rotterdarthe Netherlands, one of the world’s
major seaports, where it flows into the North Sea2005, 58 per cent of all bilateral
inland trade, measured in tonnes, from the Nethddao Germany, was transported by
inland waterways. In the opposite direction, inlamdterway transport accounted for 41
per cent (CBS, 2008; TLN, 200"75).Hence, trade costs between the Netherlands and
Germany strongly depend on inland waterway trarispoces. So, an understanding of
price formation in the inland waterway transportrked is fundamental to understand the
endogeneity of transport costs between the Netm#sland Germany.

Next, in Section 2, we review the textbook theory teansport price formation
when imbalance in transport flows is present ineafgrtly competitive environment.
Section 3 describes the data and formulates theeinBdction 4 presents the results, and,

finally Section 5 makes some concluding remarks.

*4 The Netherlands and Germany are neighbouring desntith a population of 16 million and 82 milip
respectively. Trade between these countries isénte. In 2005, Germany was the most important xpo
country for the Netherlands, and the Netherlands tiva fifth export country for Germany. Note thatalon
levels of trade between two countries differ frawmdls of transport flows becausetinsit flows (as trade
between two countries may be directed via a thinghtry). See for example Statistics Netherland9820

5 In 2005, 127 million tonnes were transported frita Netherlands to Germany, and 73 million tonnes
were transported from Germany to the Netherlandsdayl, rail and inland waterways. This implies an
overall imbalance proportion of 73/127 = 0.57. & wnly focus on inland waterway transport, 74 wrili
tonnes were transported from the Netherlands ton@ey and 30 million tonnes in the opposite dirett&o
the imbalance proportion that concerns only inlavaterway transport is equal to 30/74 = 0.41. Fer th
survey data used here, we find an imbalance prigmodf 0.49 for inland waterway transport betwebe t

Netherlands and Germany, indicating that our datpiite representative for the whole market.



The effect of an imbalance in transport flows dand waterway transport prices 65

4.2. Review of textbook theory on transport pricedrmation

The textbook explanation that prices depend on iamz@s in transport flows is
straightforward (e.g. Boyer, 1998, p. 253)t presumes a competitive transport market
(with a perfectly elastic supply curve) in a twai@ economy. Suppose there is demand
for transport between regions A and B. The invédsevnward-sloping) demand function
is denoted ap; (X;), wherex; denotes the demand in regiofor goods from region (i,j =

A, B; i #]). Goods are transported by carriers. The numbedpmfes transported by a
carrier is standardized to 1 (so the load factaitiser O or 1). In this network, each carrier
must make a return trip, and hence, in equilibriwmmder perfect competition, the

following condition must hold:

Pag (XaB) +Pea (Xea) = 2C,

where ¢ denotes the one-way cost of transporting betwegiomns for a carrier. In the
context of transport, it is reasonable to assuraé ttie inverse demand function drops to
zero for a quantity(i,-*.‘17 This means that there exists a finite quangjtyfor which p;(x;*)

= 0, so given the assumptions, it follows that, in iglguum, there are three possible

regimes with positive trade flows in both direcgth
XaB > Xga= Xpa*; Pas (Xag) =2C; Psa (Xsa) = 0,
or
XBa >XaB = Xag*; Pas (Xag) =0; pea (Xea) = 2,

or

“ |t focuses on price formation for the physicalitt of transporting goods between regions, igngri
other relevant costs such as loading costs, insaraatc, which are exogenous in this setting.

" This assumption is reasonable because the densaricafsport is a derived demand for goods. So, the
customers for the good still have to pay a posifisiee for the good. For example, when the trarispiace

of, say, coal drops to zero, then the demand falwdl still be finite.

8 Other regimes can be shown to be inconsistentekample xza> Xag > Xga* does not exist.
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X = Xag = Xga, Pag (X) +pea(X) =2¢; 0<pe(X) <2c; O<ma(X) <2c

Hence, it immediately follows that the imbalancefined as the ratio of the trade flow
from j toi to the trade flow from to j, negatively affects the transport pripg 9 This
result is, of course, intuitive. It just formaliztte idea that, givejoint costs of transport
between regions, one-way transport pricesratsequal to one-way transport cost,and

one-way transport prices depend onrilative demand for transport between regions.
4.3. Methodology and data

4.3.1 Methodology

Our aim is to estimate the effect of an imbalamcgansport flows on the transport price in
a spatial network. In a multi-region network, on@ymmeasure imbalance for a trip
between two regions at the level of tioaite (for example, for each route one can calculate
the ratio of the size of the flow in one directimnthe size in the other directipar at the
level of theregion for example, for each region one can calculaterdtie of the size of
the outgoing flow to the size of the incoming flown the current study, we will measure
imbalance at the level of routes, as well as oiorsg

At the route level imbalance is measured bilaterally, so on evemyterothe
imbalance is measured by the ratio of the numbdénijd with cargo in one direction to the

number of trips with cargo in the opposite directf8 Hence:
M = T;i/ Ty, (1)

whereM; is theroute imbalancdor the route from regionto region;j; T; is the number of

trips with cargo from to i, and T; is the number of trips with cargo froimo j. In our

9 To be more specific, the model makes the rathénreme prediction that, if the transport flow in one
direction exceeds the transport flow in the othieeadion, then one of the one-way transport priaéls
exactly cover the two-way transport costs, whetbaother one-way transport price will be zero.

*0 Imbalance may be measured in terms of eitherdhaes transported or the number of trips with cargo
between regions. In our empirical application, ¢hesasures are almost identical. In the currertehawe
will report results for the imbalance variable e tasis of the number of trips. Our data doescaotain

trips without cargo.
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application, we will use the logarithm bf;.

In a multi-region network, carriers will not moveadk and forth between two
regions but will make more complicated journéyMeasuring imbalance in a multi-region
network is not standard. Therefore, measuring iarzd at the level ofoutes will
generally not adequately capture the effect of iari@es on prices in a multi-region
network, when carriers do not move back and fodtwken the same two regions. It is
straightforward to give relevant examples.

An illuminating example is when carriers transpgdods from A to B, but a
positive proportion of these carriers move fromoBX (possibly without goods), and then
transport goods from C to A. In this example, tlamsport price from A to B depends not
only on the demand from A to B, as well as the daini@om B to A, but also on the cost
and demand characteristics of the B to C and C toudes>? Measuring imbalance at the
level of routes implies that only the demand frontoAB, as well as the demand from B to
A, is used in order to explain the price from ABolt follows that an empirical analysis of
the effect of imbalance on transport prices in mmelgion networks which only includes
measures of route imbalance is likely to underestnthe importance of the effect of
imbalance on transport prices, because the roub@alance does not adequately capture
imbalance’® This implies that it is important to measure inarale taking network
characteristics into account.

At theregional leve] imbalance will be measured as the number of tkipls cargo
originating from region divided by the number of trips with cargo arriviimgregioni,
taking into account the spatial dimension of thewoeek. Within a spatial network, carriers

navigate without cargo to other, usually adjacegtons, to pick up freight.

1 We have examined this for a randomly-selected &amipcarriers in our data, which will be discussed
later on. It appears that only 1 out of 50 carriemediately travels back to the region of origin.

2 Another straightforward example is to presume thate exists demand for transport from region Eto
(but not from C to A). The transport price from & B then depends not only positively on the denfand
transport from A to B and negatively on the deméordtransport from B to A, but also negatively dret
demand for transport from region B to C.

3 To be more precise, if the route imbalance vaeiabla proxy variable for the theoretically appiasr
imbalance variable, and the difference between rthge imbalance and the theoretically appropriate
imbalance travel is random error, then the estithaféect of the route imbalance variable underestié®s the
effect of imbalance (Verbeek, 2000, p. 120).
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To take this into account, we construct a spataiyghted imbalanceariable,l;, which is

defined as follows:

ZjWiiOJ
I, _m : (2)
whereQ; is the number of trips with cargo departing froegionj; D; is the number of
trips with cargo arriving in regioft andw; is a weighting factor. One may defimg in
several ways. For example,wf = 1 andw; = O fori # j then regions other thamo not
play a role in the determination of the imbalancteegioni, sol; = Oi/D;. In our empirical

specification, we defines; as follows:

wo= ) s =1 3)
' Y F(d;) P
]

We will use F(dij):e"d”, so F can be interpreted as an exponential-decay factor;

d; is the distance between regiarendj; and y is a decay paramet&rThis parametey

will be estimated using information about the distnavigated without cargo by carriers
before starting a new paid trip. The weight may thus be interpreted as an inverse
indicator of economic distance: the shorter théadise between the region where a carrier
is located i) and a neighbouring region),(the higher the weight of that neighbouring

region, and the higher the probability that empigystwill be made to collect cargo in that

neighbouring region.

In multi-region networks, transport prices are etpd to depend negatively on the
imbalance in the region alestination as well as positively on thmbalance in the region
of origin. So, it may be necessary to s indicators of region imbalance As every trip
has an origin and a destination region, we are tabdstimate the effect of the imbalance in
the ‘origin’ and ‘destination’ region on the tramspprice. Later on, we will show that,

after a logarithmic transformation, these two inalpgle variables have exactly opposite

* The use of the distance-decay principle is not.near example, Hojman and Szeidl (2008) recently
constructed a model of network formation in whigmnéfits from connections decay with distance.

*5 In a two-region network, imbalance can be measbyeaisingleindicator, for example the ratio of the size
of the outgoing flow to the size of the ingoingvildn one of the regions. In this context, therents

distinction between measuring at the level of tgian or at the level of the route.
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effects. Therefore, we will use a more parsimoniand intuitive measure of the pair of
regionsi andj, lj, which we will call theregion imbalanceand which is defined by the

ratio of the imbalance in the destination regiod #re imbalance in the origin region:

|ij = Ijlli- (4)

In our application, we will use the logarithm ofjren imbalancd;;, which can be
interpreted as a measure of the (relative) diffeeemn the imbalance between two

regions>°

4.3.2 Data

We employ an extended version of the data setwigatised in Chapter 2. Recall that the
Vaart!Vrachtindicator contains detailed informatiabout trips made by inland waterway
transport carriers in North West Europe. The cesrieport information (via the Internet)
about their trips, such as the transport pricepregnd date of (un)loading, capacity of the
ship, number of tonnes transported, type of cagtm, We distinguish between trips from
and towards 20 regiori5.The data set contains information on inland wasgrivansport
trips that occur in the spot market where the pfizetransport is negotiated per tfpin
our application we use the logarithm of the priee fonne.

The extended data set contains 21,865 observatioimgs in North West Europe,
reported between January 2003 and January Zllfiservations with missing information,

a few extreme outliers, and observations that aoncentainer transport were excluddd.

°¢ We will demonstrate later on that to measure imbee as the ratio of imbalance between two regions
gives the same result as to measure imbalanceasefyaior both regions. We use the natural loganitf |;

in the regression analysis later on. Note thatl{pgt log(;) — log(;), so that we model the effect of the
difference in imbalance between the origin andidasbn region on the transport price.

" More detailed information on the 20 regions usaul lse found in Appendix A.

%8 |nland waterway transport enterprises that operathe long-term market (and work under contrace
not included in the data set. Note that the datzeronly a limited part of the whole inland wataywv
transport market, but, descriptives of the imbatawariable between the Netherlands and Germanyestigg
that the sample is representative in terms of ienoze variables.

%9 We exclude observations referring to containenspart because the price for container transpqrémnlks
on the number of containers transported rather trathe weight of the freight which is the measused

here. We have information on the weight of thedingi but not on the number of containers.



70 Chapter 4

Further, we excluded a limited number of observetitor which the measurement of the
route imbalance is unreliable. Ultimately, 16,5&3ervations remained.

The decay parameterhas been estimated on basis of the carriers'ildligion of
distances navigated without cargo before startirtgipa(see Appendix Bj' Frequently,
after a carrier has been unloaded, it travels ticedistance without cargo to arrive at a
location from where the next trip starts. For ex@mpg appears that in one out of three
trips, carriers navigate more than 100 kilometré@haut cargo before starting a new trip.
In one out of nine trips, carriers navigate everranthan 200 kilometres without cargo.
The average distance navigated without cargo i428ilometres, which is substantial
compared with the average distance navigated veitbac(514 kilometres, see Table 4.1).
We have estimateg presuming an exponential distribution of distanegthout cargo.
This assumption fits the data well (see Appendix Biven the exponential assumption,
the estimateg equals the inverse of the mean distance navigai#aut cargo (see, for

example, Lancaster, 1990). Henge= 0.011.

The descriptives of key variables used in the amslgre shown in Table 4.1. Note
that the average trip (including loading and uningdime) takes five days. The average

price per tonne is € 7.48.

Table 4.1: Descriptives of key variables

Variable Minimum Maximum Mean Std. Deviation
Mi; 0.01 100.00 7.16 14.91
log(Mj) -4.61 4.61 0.94 1.4C

L 0.3¢€ 2.7€ 0.97 0.5t
log(l;) -1.02 1.02 -0.21 0.55
Price per tonne (in €) 0.85 54.55 7.48 5.06
Travel ime (in days 1.0C 31.0C 5.01 2.4%
Distance trip (in kir 12.0C 4000.0( 514 28€

Dlstanqe navigated without 0.00 908.00 90.12 96.11
cargo (in km)

Source: The Vaart!Vrachtindicator, 2003 — 2007.

As an illustration of the effects we aim to capfutenay be useful to focus on the

Rotterdam port area. Transport prices for tripgindting from Rotterdam are 32 per cent

0 The route imbalanceylj, may contain substantial measurement error ifnim@ber of trips between two
regions is small. Therefore, in our empirical apgtion, we select only those observations for whitghsum
of the number of trips in both directions betwewn tegions exceeds 25.

®1 For the exponential distribution, the mean is égoighe standard deviation. As can be seen inelTddl,

this restriction holds almost perfectly in the data
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higher than prices for trips arriving in Rotterdawhereas the (weighted) number of trips
with cargo departing from the port of Rotterdamaisout two times higher than the
(weighted) number of trips with cargo arriving hretport of Rotterdam.

Although only suggestive, it seems that the eftddtnbalance on transport prices
may be substantial. We will examine the effectrobalance on transport prices, using a
number of regression approaches. In addition totweeimbalance measures mentioned
above (logi;) and log(;)), we include a large number of control variabileghe price
equation. These control variables include: a tireed; travel tim& and distance, both in
logarithms; ship size (categorized by 4 dummy \#des); 47 cargo dummies (e.g. coal,
gravel, fertilizer, wheat, corn, soya), the fudatprin logarithm and the load factor, defined
as the ratio of the tonnes transported and the cigpaf the inland vessel, also in
logarithm. Furthermore, we include the water lea®lan explanatory variable by means of
9 dummies. As shown in Chapter 2, water levels hstueng effects on prices, as low
water levels impose restrictions on the load factdrinland waterway vessels. Water level
is measured at Kaub because Kaub is the critiddlebeck in the Rhine river basin, which
determines the maximum load factor of many inlanigps As not all trips pass Kaub, we
make a distinction between the effect of the weseel for trips that pass Kaub and that for
trips that do not pass Kaub. Finally, we includeuanmy variable for each month (11
dummies) to control for unobserved monthly chanigesupply and demand factors. A

discussion of the results of our analysis will besgnted in Section 4.

4.4. Results

We examine the impact of an imbalance in transimnis on the transport price per tonne.
In Section 4.3.1, we explained how to construct difterent measures for imbalance. As
the effects of these two imbalance variables mayliffecult to identify separately, we
have also estimated models including only one nredsu imbalance.

The first model includes only the route imbalanaiable, the second model
includes only the region imbalance variable, whende third model includes both types

of imbalance variables. These models have beemastil using ordinary least squares.

%2 For 76 per cent of the observations we have fpespecific travel time. For the other observatithis
variable is not reported, so we use the regioretpen specificaveragetravel time. This introduces some

measurement error in this variable.
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Table 4.2: Estimation results for the transporc@rin the inland waterway transport

market
1) (2) (3)

Explanatory Variables Coefficient Std. Coefficient Std. Coefficient Std.

Error Error Error
Region imbalance, log(;) - - -.186 .029 -.201 .028
Route imbalance, logi;) -.016 .014 - .012 .006
Log(travel time) .207 .024 .166 .015 .164 .016
Log(distance) 468 .035 493 .027 .493 .027
Time trend/1000 .26E .02¢ 272 .02t 272 .02t
Log(fuelprice) .032 .043 .029 .047 .031 .047
Log(loadfactor) -.40¢€ .07¢ -.431 .071 -.42¢ .071
Vessel size
0 — 1000 tonnes .318 .022 .320 .020 .323 .020
1000 — 1500 tonnes .225 .020 .230 .019 232 .019
1500 — 2000 tonnes 122 .016 .130 .016 131 .016
2000 — 2500 tonnes .084 .013 .086 .012 .086 .012
> 2500 tonnes Reference Reference Reference
Water level, trips via Kaub
<180 422 .045 .406 .042 .408 .041
181 -190 .319 .043 .305 .043 .306 .043
191 - 200 .295 .032 .281 .030 .282 .030
201-21C .22¢ .03z 214 .031 21E .031
211 - 220 141 .034 126 .032 126 .032
221-23C 134 .02¢ 124 .02t 124 .02t
231 -240 .094 .022 .084 .021 .085 .020
241 - 250 .066 .019 .058 .017 .059 .017
251 - 260 .027 .012 .024 .012 .025 .012
> 261 Reference Reference Reference
Water level, trips not via
Kaub
<180 .168 .064 .168 .058 .169 .057
181 - 190 124 .055 119 .048 122 .047
191-20C .022 .052 .02 .04t .02¢ .044
201 - 210 .025 .056 .021 .049 .021 .047
211-22C -.04¢€ .04¢ -.042 .04z -.041 .041
221 -230 -.086 .042 -.084 .040 -.082 .039
231 -240 -.071 .047 -.067 .042 -.066 .041
241 - 250 -.086 .041 -.082 .039 -.080 .038
251 - 260 -.087 .036 -.087 .036 -.085 .035
> 261 -.118 .038 -.112 .037 -.110 .036
Month dummies
January Reference Reference Reference
February -.057 .012 -.062 .012 -.062 .012
March -.116 .013 -.116 .012 -117 .012
April -.089 .011 -.090 .010 -.089 .009
May -.075 .014 -.077 .014 -.077 .014
June -.063 .018 -.067 .017 -.067 .016
July -.03¢ .02¢C -.041 .01¢ -.041 .01¢
August -.116 .017 -114 .016 -.115 .016
Septembe -.03€ .01¢ -.03¢ .01€ -.041 .01€
October .039 .015 .041 .015 .041 .015
November .070 .016 .075 .015 .075 .015
December 149 .017 154 .016 .155 .016
Cargo dummies, 46 Included Included Included
R’ 0.806 0.822 0.823

Note: The dependent variable is the logarithm efgtice per tonne.

So, for now, endogeneity of imbalance will be igeabrLater on, in Section 4.5.2,
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this issue will be elaborated on. As the imbalamagables are aggregate measures, we
allow for clustering on the basis of the regiondestination. This prevents the standard
errors to be biased downward (Moulton, 1980yable 4.2 presents the regression results
for the three models.

Let us first focus on the results when the two $ypkimbalance variables, 1dg()
and log(j), are separately included in the model. In linghwtheory, we find that both
imbalance variables negatively affect the transpwite. If we focus on the route
imbalance effect, however, we must conclude tlsatpact on the transport price is rather
limited in size and statistically insignificafit.In contrast, the effect of the region
imbalance is quite strong and statistically vegngicant. To be more precise, the effect of
an increase of one standard deviation of the regidralance measure is abdivie times
larger than the effect of an increase of one stahdaviation of the route imbalance
measure.

If we now focus on the model where both imbalanadables are included (the
partial correlation between these two variabld3.49), we find that the estimated effect of
the region imbalance measure is almost the samereah the effect of the route imbalance
measure remains small and statistically insignificand even becomes positive. This
strongly suggests that the region measure is tipergw measure. Therefore, in the
remainder of the paper, we will continue employthg region imbalance measure only.
This not only improves the interpretation of thesukts, but also simplifies the other
statistical analyses, for example when we deal witthogeneity issues later on.

Recall thatlj is defined a$/l;, and we use the logarithm of this variable. Oumma
result is that the elasticity of; is statistically significant and equal to -0.18B0
understand the size of the effect, it is also Us&fuconsider a one standard deviation
increase in the region imbalanég(0.55). Suppose that we compare the transporepot
a trip from region A to B with those of A to C, assing that the region imbalance
between A and B is one standard deviation gre&tan the region imbalance between A

and C, which is equal to the mean region imbalam¢ke network I§j = 0.97). In this case,

83 Clustering on the basis of region of origin or ttve basis of routes generates almost identicalltsesu
However, as clustering on the basis of the regfatestination is the more conservative, in the sehat the
standard errors are larger, we opt to report thay wf clustering. Not allowing for clustering retsuin
standard errors which are about four times smédlesome variables.

% 1f we cluster on the basis of the region of origimon the basis of routes, then the route imbalamgiable

is just significant.
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the transport price from A to B will be 8.0 per téower than from A to C° It is also
interesting to compare the effect of the regionatahce in an extreme case: making a trip
from the Rotterdam port area to the Neckar areadsof the other way around. In the
Neckar area, the (weighted) number of trips wittgodeaving the region is 34 per cent
fewer than those arriving whereas the (weighteahler of trips with cargo leaving the
Rotterdam port area is 81 per cent higher thanetlasiving. Making a trip from the
Rotterdam port area to the Neckar anga=(0.656/ 1.81 = 0.362) instead of the other way
around [j; = 1.81/ 0.656 = 2.761) implies a transport prigeecence of 46 per cent.

We will now briefly discuss the results for the trmhvariables. It appears that the
travel time elasticity is about 0.17, and the distaelasticity is about 0.49. The sum of
these elasticities is less than 1, suggesting enmwof scale in terms of the length of the
trip. We find that low water levels increase thensport costs for water levels lower than
260 cm, in line with the findings in Chapter 2. \ffed that the effect is stronger for trips
that pass Kaub than for trips that do not pass Kabke load factor elasticity is estimated
to be about -0.40, implying lower prices per tommdligher load factors. Further, we find
that the price decreases as the vessel size iesteiaslicating economies of vessel size.
The December dummy shows higher transport pricefirating a phenomenon which is
well known in this sectd® The barge-fuel price effect is not statisticalignificant even

at the 10 per cent level.

4.5 Sensitivity analyses

In this section, we test for the robustness ofrdported imbalance variable effect. To be
more specific, we examine the sensitivity of theutts with respect to the assumption that
the effect of the logarithm of the imbalance valeator the origin region is equal in value
(but with opposite signs) to the effect of the Iotden of the imbalance variable for the

destination region (4.5.1), endogeneity of imbaéa(5.2), controls for cargo type (4.5.3),

®5This has been calculated by ((0.97 + 0.55)/0°9%)- 1 = -0.080. As the transport price includes ¢tbsts

of navigation plus the time costs of loading antbading (the handling costs of loading and unlogdine
paid for by the shipper), the calculated decreapdies to this “full” transport price.

% Many inland waterway transport enterprises dowottk at the end of the year for holiday reasons, an
because they put their inland ship in maintenafse result, supply falls and transport prices.rise

7 Note that we control for a time trend, and thatiingy the period analysed, fuel prices stronglyreiate

with this time trend, so this effect is difficutt tdentify.
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the number of empty kilometres navigated beforeipdtarts (4.5.4), unobserved route-
specific factors (4.5.5), the value of the decayapwetery (4.5.6) and controls for

navigation direction (4.5.7).
4.5.1 Measuring imbalance: distinguishing betweenrigin and destination regions

The region imbalance variable is measured as ffereince between the natural logarithm
of the origin-and-destination region imbalanceswieer, it could be argued that this
specification is too restrictive, so we allow hdéoe a separate impact of the origin-and
destination-imbalance variables on the transpacepiVe find that the effect of the origin-
imbalance variable, log}, is 0.151 (s.e. 0.039), and the destination-iaheg variable,
log(l;), -0.220 (s.e. 0.042). In line with theory, théeef of the origin variable is positive,
whereas the effect is negative for the destinatiobalance variable. Furthermore, it
appears that the sum of the coefficients is ndissizally different from zero (the sum
equals -0.069 with a standard error equal to 0.06S)ifying the use of Iog]().68
Moreover, it turns out that using the effect of tmeasure of the region imbalance as
reported in Table 4.2, log), leads to only a slightly different predicted esff of
imbalance on the transport price than when thecesffef both measures (Idg(and log(;))

are use@?
4.5.2 Endogeneity of imbalance

Another reason why our estimate of imbalance inl§ab2 may be biased is due to
endogeneity of the region imbalance variable. Apleasized in Section 2, transport prices
and transport flows are simultaneously determinedttee demand for transport, and
therefore the imbalance, depends on the price. éjesidppers in regions with a, for them,
favourable imbalance (i.e. in regions where supgfycarriers is relatively large) will

increase their demand for inland waterway transpedause the transport price for trips

that depart from that region is low. Note thatthe case of inland waterway transport, the

®8 The standard error of the sum of the coefficiémtsalculated using standard covariance rules.

% For example, employing the measure of region iamze as reported in Table 4.2, for a carrier géiom
the Rotterdam port area to the Neckar river arsteaud of from the Neckar river area to the Rottergert
area, the price per tonne increases by 46 per Eemploying the separate measures of imbalancegfteet

of a change in region imbalance on the price paméan this extreme case is equal to 42 per cent.



76 Chapter 4

endogeneity of imbalance with respect to the ppeetonne may be potentially important,
as the inland waterway transport sector competéls the rail and road sectors for the
same cargo. On the other hand, one may think thdbgeneity is not an issue, as,
especially over long distances, the cost advantdgasing inland waterway transport
instead of alternative transport modes is gredterthermore, as the inland waterway
transport costs are only a small part of the oV@ralduction costs of the goods, it may be
thought that demand for transport is quite inetastith respect to the unit price of
transport. In Table 2.8 we refer to a number ofligtsl which almost all demonstrate that
demand for inland waterway transport is inelastiaddition, in Chapter 2 we find that the
demand elasticity is about -0.5.

We use an instrumental variable approach to testhi® presence of, and to solve
for, endogeneity. Our instrument is a dummy vagéahht is equal to 1 Ifj exceeds 1, and
zero otherwise. This instrument can be argued texmgenous with respect to the unit
transport price, because, although the price gduaifects the imbalance, it is unlikely to
affect whether the ratio of the number of departings with cargo over the number of
arriving trips with cargo in the destination regiemceeds the ratio of the number of
departing trips with cargo over the number of angwvtrips with cargo in the origin region.
That is, ifl; exceedd;, then a change in prices is unlikely to resultisituation wheré
exceedsl;. We believe that this is plausible. The imbalamtenmy is also a strong
predictor of the region imbalance variable and dfae believed to be an appropriate
instrument’°

We perform IV estimation with the same control abdies as presented in Table
4.2, using the imbalance dummy as an instrumerg. ddtimated elasticity is now -0.177
(s.e. 0.033), only slightly weaker than the eldistiof the OLS estimation (-0.186). A
Hausman t-statistic (t = 0.571) tells us that westmuot reject the null hypothesis of
exogeneity at the 95 per cent confidence leveljcatthg that the OLS estimates are
consistent (see Wooldridge, 2002, p.120).

°This claim has been examined by regressing theritbga of the imbalance variable on the control
variables of the transport price and the instrumlewdriable. It turns out that the instrumentaliaile is
highly significant, with a t-value of 10.23 (allowg for clustering).
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4.5.3 Controls for cargo type

In the previous section, we have shown that oursmeaof the region imbalance in
transport flows has a strong negative effect ontithiesport price. We have controlled for
cargo type, as it may be argued that the cargspated affects the unit costs via the
density (mass per volume) of the cargo. In additibbere is correlation between region
imbalance and cargo type so, the cargo type i¢emamt control variabl&" However, one
may argue that the effect of the type of good faned, and therefore the imbalance
effect, is biased because the type of good trategpanay be endogenous. For example,
because of a decrease in transport prices, it neaprbe profitable to transport certain
goods that otherwise would not have been profitgblg. bricks). A counterargument
would be that demand for inland waterway transpogrice inelastic as discussed above.
In this case, it is not very likely that the cartype is endogenous with respect to the
transport price.

In a sensitivity analysis we have excluded the dihihy controls for cargo. The
region imbalance effect is then equal to -0.208. (8.024)? Hence, our results are robust
with respect to controlling for cargo type, indiogtthat this is a minor issue in the market

analysed?

4.5.4 Controlling for the distance navigated withoticargo before starting a trip

We have argued above that due to imbalance diffeerbetween regions, it will be
frequently beneficial for carriers to navigate with cargo to a region with a more
favourable imbalance. Therefore, trips that stestnf regions with an imbalance that is
favourable for the carriers are likely to be presshdy a relatively long distance navigated

without cargo’®

! Imbalance is region-specific but also the produrctf certain goods and raw materials is regiorcifipe

2 Note that, in this analysis, the imbalance parammiay also be biased because of omitted-variaate b

3 Note that this issue is likely to be relevant lve tmaritime transport market. For example, mosthef
goods shipped from the Netherlands to China apieeeonsist of used paper, which is transported#bn
transport prices.

" This conjecture is confirmed by a weak negativeratation between the natural logarithm of the gmpt

kilometres variable and the natural logarithm @&f thgion imbalance variable.
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In a perfectly competitive transport markethe distance navigated without cargo before
starting a paid trip should not have any effect mvbentrolling for imbalance factors, but,
in a market with substantial imperfections (e.grketpower of carriers), the bargaining
position of carriers may depend on this distanaed ¢herefore affect the bargained
transport price. It appears that controlling fostdnce navigated without cargo in the
regression hardly affects the region imbalancefaoeft (which is equal to -0.178 with an
s.e. equal to 0.028). We find that the effect cftalice navigated without cargo on the

transport price is small with an elasticity of oiy2.

4.5 .5 Bilateral route fixed effects

As there may be unobserved, route-specific, fadtmatare correlated with imbalance, the
coefficient of the imbalance variable may be biasedarticular, it may be imagined that
we do not sufficiently control for the charactadstof the network. To deal with this
potential bias, we have included bilateral routenchies (131 dummies§. So, for each
transport route between two regions (independerthefdirection of the trip), we have
included a dummy.

We now find that the region imbalance elasticityegual to -0.235 (s.e. 0.013).
Therefore, we may conclude that the reported elastof -0.186 in Table 4.2 can be

considered as an underestimate.

4.5.6 Different values for the decay parameter

Recall that the value of the decay parameteas been estimated assuming an exponential
distribution, and is therefore equal to the invaskéhe average distance navigated without
cargo before starting a trip, which is slightly mahan 90 kilometres. We have examined

the robustness of our results by assuming thatigtance navigated without cargo is 70 or

S In a perfectly competitive market, the effect loé number of empty kilometres made before staitrip

on the price for that trip must be absent. A shipp#l choose the inland waterway transport compérat
offers the lowest price, so an inland waterway gpgmt company cannot ask a higher price if it fas t
navigate empty to the place of loading for a patéctrip.

8 |f the trips in our data set covered all routés, total number of dummies would be ((20 * 20)/228p.
However, because there is no transport between sbte regions, the number of bilateral route duesm
is equal to 131.
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110 kilometres, implying a of 1/70 and 1/110 respectively. We find that tesults and,

in particular, the effect of the region imbalanae tbe transport price remain essentially
unaltered for these other values jorAn increase of one standard deviation in theomgi
imbalance variable now results in a decrease ofpe3cent and 8.8 per cent of the

transport price, respectivefy.
4.5.7 Controlling for navigation direction

For upstream navigation more fuel is consumed foardownstream navigation. As for
many trips, the high demand transport directiomcigies with upstream navigation, it may
be that the region imbalance variable also captarésel consumption effect and as a
result the elasticity may be biased. Unfortunatdhye fuel consumption per trip is
unknown.

To be able to gain some insight into this probkemavigation direction dummy is
included in the regression equation. A selectiorripls (4826) was made in such a way
that for each trip it could be determined if it koplace upstream of downstream. So, trips
that took place partly upstream and partly dowmsireor on canals are not included.
Estimating the same equation as in specificationT&ble 4.2, resulted in a region
imbalance elasticity of -0.184 (s.e. 0.040). Inahgdthe navigation direction dummy
changes this elasticity into -0.099 (s.e. 0.04%),rtavigation direction variable showing an
value of 0.235 which implies that navigating upatreinstead of downstream results in a
(e%%°=) 26% increase in transport price.

It is likely that this is an overestimation of tiheal navigation direction effect
because the navigation direction dummy probably aksptures the imbalance effect to
some extent. Experts from the inland waterway fartsmarket report that the share of
fuel costs in total transport costs is about 15%ase of downstream navigation and about
25% in case of upstream navigation. This implieat tdue to the difference in fuel

consumption, an upstream trip is about 13% moreeesipe than a downstream tffp.

" More extreme values forlead to larger (+25% if is 1/170) or smaller (-60% ifis infinite) effects of the
region imbalance. However, very small values)famply that navigating without cargo is costlessieneas
very large values foy imply that navigating without cargo is prohibitlyeexpensive. Both implications are
unrealistic and inconsistent with the data. Thutreene values foy are not realistic.

8 Let us define the fuel costs as B and the trangpae as X. Then B= 0.15% and B = 0.25%. Solving
for X, shows that X=1.13X.
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Fixing the navigation direction dummy at 0.13 résuh a region imbalance elasticity of -
0.134 (s.e. 0.037) showing that maximally 27% @f tégion imbalance effect, reported in
specification 2, Table 4.2 can be attributed téedénces in navigation directidi.

4.6 Conclusion

In the extensive literature on (regional and ingtional) trade and regional activity, it is
common to assume that transport costs are exogebausecently a new literature has
emerged which argues that these transport costbmandogenous. For example, Behrens
et al. (2006), Behrens and Gaigné, (2006) Behreat €2009), make the assumption that
unit transport prices negatively depend on tradéurme using density economies
arguments. In the current chapter, we also argaetthnsport costs are endogenous, but
use an entirely different argument. Our argumerth&, at least according to textbook
transport economics theory, transport costs depentinbalances in trade flows because
carriers have to return to high demand regionsawitipaid cargo. This implies that, ceteris
paribus, unit transport prices positively dependrade.

Here, we have studied this effect empirically usamgongoing survey for carriers
in the inland waterway spot market in North Westrdpe, which covers mainly the
Netherlands and Germany. Between these two coanatout 50 per cent of all physical
trade is transported by inland waterways, so theepiormation in the inland waterway
transport market is fundamental to our understandihthe cost of trade between these
two countries. The survey provides not only infotima about prices for each trip, but also
detailed micro-information about a large numbecattrol variables.

One important difference between the current arajpind existing empirical
maritime transport studies is that the latter sssdionsider that transport costs vary with
the imbalances because of density economies, wharaaur empirical application, which
is novel, we control for density economies dire¢dyg. by vessel size), and emphasize that
transport costs are endogenous with respect tartbalance in traded volumes between
regions.

Although standard transport economic theory onimgicof transport services
within a two-region setting motivates our study, eve argued that in the case of a multi-

region network, the traditional measure of tradbatances at the level of the route may be

9(-0184 — 0.134)/ -0.184 = 0.27.
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less appropriate than a measure of imbalancesdetel! of the region. In our empirical
application we employ both measures.

Our main finding is that region imbalances planach more prominent role than
route imbalances in the determination of transpoites. We find that a one standard
deviation increase in the region imbalance fromiaegA to region B decreases the
transport price from region A to region B by ab&iper cent. A range of sensitivity
analyses show that this effect is robust.

The inland waterway transport market we have stlidiovers ‘exporting’ regions
(regions from which more trips with cargo depadrttarrive) along the North Sea coast,
and ‘importing’ regions in the hinterland. The erpy regions include the seaports of
Hamburg, Amsterdam, Rotterdam and Antwerp. Mosk lsalrgo enters Europe via these
ports and is then transported further to the hlabel making use of inland waterway
transport. The hinterland regions do not exporklgdods on a large scale (they tend to
export manufactured goods and services). Hencehysicaltransport flow, and therefore
the number of inland waterway trips, between sdapand hinterland is very unbalanced.
One of the main consequences is that unit trangmaces from the seaports to the
hinterland are substantially higher than the otlay round. For example, for trips from
the Rotterdam port area to the Neckar area in Geymaansport prices are 37 per cent
higher than in the opposite direction. Our resals have implications for (studies on)
international trade. Our study makes a strong cidwse transport prices from the
Netherlands to Germany are substantially highen tte other way rountbecausethe
Netherlands transports much more to Germany thamtier way around. In other words,

we have emphasized that transport costs may begendas.
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Appendix A: Imbalance by region,|;

Region l; log(l;)
Rotterdam port area (NL) 1.811 0.594
Amsterdam port area (NL) 1.649 0.500
Netherlands, South (NL) 1.626 0.486
Northern France (F) 1.523 0.421
Antwerp port area (B) 1.409 0.343
Flanders (B) 1.230 0.207
Netherlands, Centre (NL) 1.154 0.143
Wallonia (B) 1.103 0.098
Netherlands, North (NL) 1.060 0.058
Meuse area (NL, B) 1.050 0.049
Upper Rhine area (D, F, CH) 1.002 0.002
Main and Danube (D, H) 0.960 -0.041
North German Canals (D) 0.923 -0.08
Ruhr area (D) 0.829 -0.187
Netherlands, East (NL) 0.811 -0.21
Middle Rhine area (D) 0.808 -0.213
Lower Rhine area (D) 0.761 -0.273
West German Canals (D) 0.746 -0.293
Moselle and Saar area (D, F) 0.742 -0.299
Neckar area (D) 0.656 -0.422

Note: NL = the Netherlands; B = Belgium; D = Germal = France; CH = Switzerland; H = Hungary.
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Appendix B: Distribution of distance navigated without cargo before starting a paid

trip
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Note that the variable “kilometres without carge’missing for observations in the period
up to June 2004 as it was not included in the fiBstnonths of the survey. Therefore, the

number of observations for this variable is somedwhaaller and equal to 13,133.






CHAPTER 5

5 LOW WATER LEVELS AND TRADE IMBALANCES IN
INLAND WATERWAY TRANSPORT REVISITED:
INTERACTION EFFECTS ON TRANSPORT PRICES

5.1 Introduction

This chapter focuses on tirgeractioneffect of an imbalance in trade flows and low wate
levels on transport prices in the inland waterwansport sectot’

In Chapter 2, the effect of climate change on idlavaterway transport prices in
the river Rhine basin was estimated employing tetdrip data reported by bargemen. In
that chapter, it was explained that as a resutiliofate change, the temperature and the
pattern of precipitation in the river Rhine basiill whange, leading to a change in water
levels over time. In periods with low water levblrges have to reduce their load factor in
order not to hit the river ground. As a consequeihegge operators receive a low-water
surcharge, a price mark-up per tonne transportebetcompensated for the reduction in
load factor. It turns out that transport prices rrayrease up to 73 per cent in periods with
low water levels compared with periods with normailter levels in the part of the Rhine
market considereff

Chapter 4 focuses on the effect of an imbalan¢sae flows on transport prices in
the inland waterway transport sector. Accordingeonomic theory, transport prices in the
high demand direction exceed those in the low deharection in order to attract carriers
to return to the high demand region without cafgesults show that imbalances in trade
flows have substantial effects on transport praoes that a one standard deviation increase
in the in Chapter 4 constructed region imbalana&lbée decreases the transport price by

about 8 per cent.

8 such an effect is present if the marginal efféabree variable (in this case: the water level)drsitive to

the level of another variable (in this case: imha&in trade).

81 Normal water levels are defined as water levelsvaba threshold level. Above this threshold leve t
water level effect is absent. Later on, in the eiogi section, these threshold levels are idemif@r several

locations at the Rhine where the water level issuezd.
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An interesting question that arises from these trapis: will the effect of an
exogenous change in transport costs on transpogspdepend on the level of imbalance?
In other words, do differences in imbalance in ¢&rfldws over space affect the size of the
effect of an exogenous change in transport costs® question is relevant from the
perspective of economic theory, as a water levahgh can be interpreted as an exogenous
change in costs. The question is also relevantenlight of climate change as it may be
expected that an imbalance in trade flows can eefor weaken the effect of low water
levels on inland waterway transport prices.

According to theory, the effect of a change in $g@ort costs on transport prices
will vary with the imbalance in trade flows. In shoas long as carriers make round trips
between two locations and some of the carriersgad®iwithout being loaded on one of
the two legs of the round trip, an increase indpamt costs will be fully borne by the
shippers who pay for transport in the high demairdctdon. This will be explained
theoreticallyin the next section. In Section 5.3 we valnpirically demonstrate that the
effect of an increase in the transport price dulwowater levels is stronger for transport
in the high demand direction, than for transporthea low demand direction. Section 5.4

offers some concluding remarks.

5.2 Theory

Assume a market with a high and a low demand lonatCarriers transport goods back
and forth between those two locations. In Figure the demand curves PDy, and D
represent the demand for transport in the low deha@rection, high demand direction and
demand for round trips respectivéfyQ denotes the number of round trips and P denotes
the transport price per tonne. When the numbeowhd trips exceeds Q*, the willingness
to pay for transport in the low demand directiozeso. This implies that when Q exceeds
Q*, some trips return without cargo from the lowndend location to the high demand

location and the price for transport in this directis zero.

8 Figure 5.1 is based on Boyer (1998).
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Figure 5.1: Imbalance in trade flows, transportsasd equilibrium transport prices

If Q is less than Q*, shippers in both directioms willing to pay a positive price for the
use of the transport vessel. Now suppose we onlg hao water levels: normal and low
water levels and that the cost (supply) curvesharzontal. The cost curves depend on the
water level. Given low water levels, the round tigsts, denoted by, @, are high. Given
normal water levels, the round trip costgwCare low. The demand for transport is
assumed not to depend on the water level. This seemasonable assumption since the
demand for goods typically transported by inlandtem&ay carriers (e.g. agricultural
products) does not directly depend on the watesllev

We have now two equilibria (one for normal waterels; another for low water
levels). Given normal water levels,Ng, the price in the low demand direction is zero,
whereas Ryw, the price in the high demand direction is positiNow suppose thatn
increases to (w. In this case, R the price in the low demand direction, does change

because in case of low water there are still aartieat navigate without cargo in the low
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demand direction so.P= Bnw = PLuw .2 The change inR on the other hand, is equal to
the vertical difference betweemy and Ryw. Thus, the model in Figure 5.1 predicts that
the impact of an increase in transport costs (duew water levels) on transport prices
depends on the direction of transpori (@ Dy). In addition, the figure shows that the
price gap between the two directions is larger whater levels are lowéf.

We will empirically test for these predictions metnext section.

5.3 Analysis and results

5.3.1 Regression analysis

To investigate whether the marginal effect of tpars costs on the transport price
depends on the imbalance in trade flows, we tasthi® presence of an interaction effect
between the water level and the imbalance in tfemes. We employ the same subset of
the data set used in Chapter 4. In addition, weuekectrips that do not pass one of the
three locations for which we have the exact dailgtexr levels: Kaub, Duisburg and
Koblenz (as indicated by the black spots in Figuf. The daily water levels are publicly
available on the internet (iidesk.nl, 2008). Givrese selections, 14,937 observations
remain for analysis. Again, we distinguish betwégps from and towards 20 regiofrs.
We use the logarithm of the transport price penéoas the dependent variable.

The origin-destination combination of a particulaip determines the critical
location in terms of the water level. In this resip€aub is the critical location for transport
between locations downstream of Kaub and locationthe Upper Rhine, Neckar and
Danube/Main regions. This implies that if a tripspas Kaub, but also Duisburg and

Koblenz, the water level at Kaub determines the faator of the inland ship and therefore

8 The assumption that there is still a positive prtipn of carriers which navigate without freigts i
reasonable, because our data show that carriecsitexe&ips without cargo in periods with normal erat
levels as well as in periods with low water levels.

8 Note that this result only holds when there isigation without cargo in the low demand directioithw
and without the cost increase. For example,iff @icreases much more than is considered in Figure 5
there would be no carriers that navigate withoug@and prices in both directions would be positiye, our
result may not always hold, as it depends on tiel land shape of the supply and demand curveshand t
size of the cost increase.

8 More detailed information on the 20 regions useul lse found in Chapter 4.
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the effect of the water level on the transport@ri€Che water level at Koblenz is relevant
for transport to and from the Moselle/Saar regiexcépt for those trips that pass Kaub).

200 krm
North Sea THE NETHERLANDS
AMSTERDAM
ROTTERDAM Waal
mmerich
Duisburg
() Dortmund
GERMANY
Frankfurt .
~ Main
inshei )
imberg
(y Gernshe
Ludwigshafen (Y Mannheim
Germersheim
Neckar
() Warth
KI he Oy Stuttgart

arlsruhe

FRANCE Strasshoury S
O Kehl
Ottmarsheim Weil

® ai t.

()
(X)) Birsfeldan
Basol
SWITZERLAND AUSTRIA

Figure 5.2: Map of the river Rhine area with looat Duisburg, Koblenz and Kaub

Finally, the water level at Duisburg is relevant toansport between locations
downstream of Duisburg and locations in North amdtEsermany on the one hand, and

locations in the area between Duisburg and Kauthemther hand. .
For each location, above a certain water levelstio&l, the marginal effect of

water level on the transport price is zero becahsewater level is sufficiently high to
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allow for the maximum load factbf. The three threshold levels are not exactly idantic
which is due to differences in ship size: inlangshhat pass Duisburg are on average
Iargerf37 Separate analyses show that for Kaub, the thrése@bout 265 cm, for Koblenz
it is about 275 cm and for Duisburg it is about 25 (see Appendix A). In the separate
analyses, water level is measured using nine duwamgbles. The marginal water level
effect appears to be constant for water levelsvbé¢h® threshold. Therefore, water levels
may be more conveniently measured by a continuatiale up to the threshold level.

Table 5.1 provides water level information concegntrips that pass one of the
three critical locations. It shows, for exampleattfor Duisburg, out of 6,224 trips, 1,645
trips occurred during low water levels between 20d 325 cm (the average water level
for these trips is 290 cm). Recall that the tripest jpass Kaub frequently also pass Duisburg
(and/or Koblenz) but the critical location is Katib.

As explained in the previous section, we are irstee to determine the effect of
the water level on transport prices and the inteaavith an imbalance in transport flows.
Like in the previous chapter, the imbalance vadablmeasured between two regioasd
j (I;) by the ratio of the imbalance in the destinatiegionj (I;) and the imbalance in the

origin regioni (l;) and is called the region imbalance.

Table 5.1: Low water level descriptives

Critical No. of No. of trips per % low Average water Range of Threshold

location trips per location during water level for low low water  water level
location  low water levels trips water level trips levels

Duisburg 6,224 1,645 26% 290 207 - 325 325

Koblenz 1,876 644 34% 243 156 — 275 275

Kauk 6,831 2,82F 41% 217 140- 26E 26E

Source: Vaart!\VVrachtindicator, 2003 — 2007 andsidel, 2008

8 Recall from Chapter 2 that the navigability of tRé@ine river at a particular location in Germany is
measured by the locations’ Pegel. The Pegel isheosame as the actual water depth, which is ttartie
between the river soil and the water surface. Bagel has its own 0-point. Thus, with Pegel Kaub dnly
possible to determine navigation depth in the surdings of Kaub. For the sake of convenience wé wil
employ water depths and regard water depth andrvigtel as synonymous. The water depth at Kaub is
about 105 cm higher than its Pegel, at Koblenz 125 cm and at Duisburg 35 cm higher.

87 Because ships that pass Duisburg are on averegg,lahey will be confronted with a reduction heir
load factor at a higher water level.

8 Note that the average water level for each looaabout 30 to 40 cm lower than the locationteshold
level suggesting that the average degree to wioiah factors are restricted, given low water levislgbout

equal for every location.
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Table 5.2: Estimation results for transport price

Explanatory Variables Coefficient Std. Coefficient Std. Coefficient Std.
Error Error Error

Model 1 2 3

Region imbalance -0.172 0.03(

Region imbalance at Kaub -0.158 0.048

Region imbalance at Duisburg -0.156 0.028

Region imbalance at Koblenz -0.29¢ 0.04:

Water level -6.081 0.34:

Water level at Kaub -6.695 0.240 -6.765 0.211

Water level at Duisburg -5.196 0.561 -5.381 0.404

Water level at Koblenz -5.35¢ 0.25¢ -5.46¢ 0.22:2

Region imb. * Water level 1.39% 0.401

Region imb. * Water level at

Kaub 1.780 0.284 1821 0.235

Region imb. * Water level at

Duisburg 0.620 0.808 0.472 0.722

Region imb. * Water level at

Koblenz 1.693 0.441 1.697 0.301

Location Duisburg -0.13( 0.03¢ -0.157 0.04¢

Location Koblenz -0.13z2 0.03: -0.12¢ 0.05(

Location Kaub Reference Reference Reference

Log(travel time) 0.134 0.011 0.083 0.008 0.131 0.011

Log(distance) 0.56¢ 0.027 0.63¢ 0.03Z 0.571 0.02t

Time trend 0.25¢ 0.021 0.257 0.017 0.26¢ 0.02(

Log(fuelprice) 0.124 0.050 0.125 0.038 0.120 0.049

Vessel size

0- 1000 tonne 0.25¢ 0.01¢ 0.24: 0.01¢( 0.26¢ 0.021

1000- 1500 tonne 0.147 0.00¢ 0.12¢ 0.00¢ 0.15Z 0.01¢(

1500 — 2000 tonnes 0.089 0.008 0.077 0.008 0.090 0090.

2000 - 2500 tonnes 0.057 0.007 0.051 0.008 0.058 0080.

> 2500 tonne Referenc Referenc Referenc

Month dummies

January Reference Reference Reference

February -0.085 0.011 -0.084 0.010 -0.092 0.010

Marct -0.14¢ 0.01¢ -0.14¢ 0.01Z -0.14¢ 0.017

April -0.13¢ 0.01¢t -0.13¢ 0.01Z -0.133 0.01¢t

May -0.125 0.017 -0.122 0.010 -0.126 0.017

June -0.107 0.021 -0.108 0.013 -0.108 0.020

July -0.06¢ 0.02¢ -0.07z 0.01¢ -0.06% 0.02¢

August -0.151 0.021 -0.15¢ 0.01¢ -0.15¢ 0.02(

September -0.079 0.020 -0.076 0.013 -0.083 0.019

October 0.004 0.019 -0.001 0.013 0.003 0.019

Novembe 0.05¢ 0.01¢ 0.05z 0.01Z 0.05¢ 0.01¢

Decembe 0.16( 0.017 0.16z 0.01¢ 0.16z 0.017

Cargo dummies (46) Included Included Included

Route fixed effects (232) Excluded Included Excluded

R’ 0.83¢ 0.86: 0.83(

Note: the dependent variable is the logarithm ef phice per tonne; the water level variable isrim &nd
divided by 1000; the time trend variable is in daysl divided by 1000.

So, this variable measures the (relative) diffeeeimcimbalance between two regions. In
the empirical application, we will use the loganitiof ;. The imbalances in the origin and

destination regionslj(andl;) are measured by the ratio of the number of dewattips
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with cargo from the region and the number of angvirips with cargo in the region during
the period that is covered by the data set. Valaeshe imbalance in the regions can be
found in Appendix A, Chapter .

We estimate three specifications of which the tssafle presented in Table 5.2. We
report standard errors that are robust becausdlove f@r clustering and we cluster on the
basis of the region of destination. In all analyses control for a large number of
variables including whether the trip passes or®three critical locations (Duisburg and
Koblenz dummies), the logarithm of the trip tratigle, the logarithm of the trip distance,
a time trend, the logarithm of the fuel price, tbgarithm of the load factor, the vessel size
and 46 cargo type dummies. The control variablesirmgluded to correct for supply and
demand factors other than water level and regiobalamce. Descriptives of the most
relevant variables can be found in Table 5.3. Megage (one-way) trip (including loading
and unloading time) takes about five days for ala®@ kilometres. The average price per
tonne is € 7.90.

Table 5.3: Descriptives of key variables

Variable Mean Std. Deviation Minimum Maximum
Price per tonne (ig) 7.9C 5.01 0.8t 54.5¢
Region imbalancd;; 0.96 0.58 0.36 2.76
Log(l;) -0.21 0.57 -1.02 1.02
Travel time (in days) 5.22 2.36 1.00 31.00
Distance trip (in kir 557 274 17.0( 400(

Source: The Vaart!Vrachtindicator, 2003 — 2007.

So, we regress the logarithm of the transport ppee tonne on the region
imbalance, water level, their interaction effectel dhe mentioned control variables. In
specification 1, we allow the effect of the regiombalance, water level and their
interactions to be location-specific, where theatamn is defined by the critical water level
location (Kaub, Koblenz or Duisburg). The specifica shows that region imbalance has
about the same negative effect for each criticedtion (for Kaub, -0.158, for Duisburg, -
0.156).

8 As an example: the region imbalance for a triprfihe Antwerp port area to the upper Rhine aregisl
to 1.002/1.409 = 0.711.
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The effect at Koblenz is somewhat stronger (-0.299his means that when the region
imbalance [j) increases with one standard deviation (0.58) fitsnmean (0.96) for a trip
with critical location Koblenz, the transport pridecreases with about 13 per cent. The
results also show that the water level effectsaunghly equal to each other at the different
locations (for Kaub -6.695, for Duisburg -5.196;, Knblenz -5.353), although the effect at
Kaub is somewhat stronger from a statistical pespe® This means that a one
centimetre decrease in water level at Kaub incee#tse transport price for trips that pass
Kaub by 0.67 per cent if the water level is beldwe Kaub threshold value. Note that a
decrease in water level increases the transpare oy about the same degree at every
location.

Theinteractioneffects between region imbalance and water lenespasitive at all
three locations, in line with theory (for Kaub 107&or Duisburg 0.620, for Koblenz
1.693)% The three interaction effects are statisticallpaqto each other. The precise
interaction effect for Duisburg is difficult to d@mine due to its large standard error. The
marginal effect of water level for a trip with écl location Kaub is equal to -0.006695 +
0.00178(loglj;)). The location dummies for Duisburg and Koblermédr a negative sign
which implies that there are unobserved factotsaatb that lead to higher transport prices
for trips that pass Kaub. The remaining variablesas values which are similar to Table
4.2 in Chapter 4.

To check the robustness of the interaction effeetwben water level and
imbalance, we estimate a second specification, hichvwe include route specific fixed
effects. So, we include a dummy for every one-waye. Those fixed effects capture all
spatial factors that affect the transport pricengaguently, the location dummies and the

location-specific region imbalance variables aré identified. The results are similar to

% Trips that have Koblenz as critical location h#we Moselle/Saar area as an origin or destinafibis is a
non-typical region as it is a dead-end waterwayoregn which many industries are located. Shippens
pay for transportation out of this region are lredtale to play the barge operators off against edleér than
shippers in other regions and pay relatively lovegs for transport out of this region. It is mayberefore
not without reason that the shippers in this regios characterized by the barge operators as thleseNg
mafia”.

1 The water level effect applies to a ship of averaize as no distinction is made (no interactiors a
estimated) with respect to ship size.

%2 Including the interaction effects between the sfie and the water level at the three locaticesylts in a

10 per cent decrease of the strength of the intieraeffect between region imbalance and waterlleve
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those in specification 1, so the estimated parasedee not biased due to omitted
(unknown) variables with a spatial characfer.

As the results in specification 1 indicate that #stimated effects of the water
level, region imbalance and interaction effectsdhadiffer over the locations, in a third
specification, we estimate the same model, exd¢gitwe now do not allow the effects to
be location-specific. For this specification in®re straightforward to interpret the results.

The results for this specification show that thergmaal water level effect (in
centimetres) is equal to -0.006081 + 0.001397((pp(The average log) is -0.21 so the
average effect is equal to -0.006374 implying 8@er cent increase in the transport price
when the water level drops by one centim%‘trbog(li,-) ranges between -1.02 and 1.02.
Given a decrease in water level, for routes inghhdemand direction, the increase in
transport price can be substantially larger tharrdates in a low demand direction. Table
5.4 shows the marginal effect of water level fourfdifferent routes: from the Rotterdam
port area to the Moselle/Saar area and vice vardafram the Upper Rhine area to the

North German canals and vice versa.

Table 5.4: The relative change of the transpodepwhen the water level increases by one

centimetre.
Route Rotterdam port Upper Rhine North German Moselle/Saar
area — area — North canals — Upper area — Rotterdam
Moselle/Saar German canals Rhine area port area
area
Region imbalance in -0.89¢ -0.08z 0.08: 0.89:
logarithm
Marginal effect of an -0.733% -0.619% -0.597% -0.433%
increase of water level of 1
centimetre

Note: by construction, the region imbalance for thie “Rotterdam port area — Moselle/Saar areathis
negative of the region imbalance for the trip “Mites&aar area — Rotterdam port area” and the region
imbalance for the trip “Upper Rhine area — Northi@&n canals” is the negative of the region imbagafioc

the trip “North German canals — Upper Rhine area”.

Table 5.4 shows that a decrease in water levehefo@ntimetre leads to an increase in the

transport price of about 0.7 per cent for a tripnirthe Rotterdam port area to the

% The R does not increase much suggesting that the lotatiommies and imbalance variables in
specification 1 capture the aggregate of all spaffacts to a large extent.
% Note that the reported marginal effect of watereleonly applies when the water level is less thfam

threshold level.
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Moselle/Saar area but for a trip in the oppositeation the transport price increases only
by about 0.4 per cent. This is a large differefdtemplies that, depending on the origin-
destination combination, the marginal effect ofiacrease in costs in the high demand

direction can be almost twice as large as in thedemand direction.
5.3.2 Re-estimation of the welfare loss

In Chapter 2 the interval [91, 227] for the sizetlvé annual welfare loss in € in the total
Rhine market as a result of low water levels wdsneged for the year 2003 using eq. (1)

from that chapte?> For convenience eq. (1) is repeated here:

WL=(p, = Po)dy L+3 (P, = Py)/ Py) (1)

where ¢ is the price elasticity of demand:

&=[(dy = a) /] /[( Py = P)/ Po] 2

In both equationgyy is the number of days with low water levels muiég by the average
daily quantity transported during normal water levie a yearpy is the average transport
price per tonne on days with normal water lev@ls, is the average transport price per
tonne on days with low water levels ands the assumed price elasticity of demand for
inland waterway transport.

The lower bound value of the interval in Chapteis2equal to the size of the
welfare loss in only the Kaub-related Rhine marléte upper bound value represents the
welfare loss in the total Rhine market under theuagption that the increase in transport
price per tonne for trips in times with low watevéls in the total Rhine market is equal to

the increase in transport price per tonne for tipshe Kaub market. In addition, it is

% Recall that the total Rhine market includes tramspf goods which took totally or partly place tre
Rhine between Rheinfelden (close to Basle in Figuig and the Dutch-German border, including Dutch-
German border-crossing transport.

% On days with normal water levels means: on days water levels above the threshold level.

" The size of the Kaub and total Rhine market imtepf tonnes transported in 2003 is 75 million a8d@

million respectively.
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assumed that the number of days with low waterseivethe total Rhine market is equal to
the number of days with low water levels in the Kawarket.

In the current chapter we are able to re-estinfageiniterval on the basis of new
information. First, our knowledge on the effecttbé water level is not restricted to the
location Kaub only, so that the lower and upperrizbualues of the welfare loss comprise
the joint markets of Kaub, Duisburg and Koblenzéms of tonnes transport&So, eq.
(1) is applied three times; once withga for the Kaub market, once with g for the
Duisburg market and once withga for the Koblenz market. Second, we have new water
level dummy coefficients for the Kaub market that dased on a larger number of
observations than in Chapter 2 (see Table A.1 ipefygix A of the current chapter) so that
p1 in eq. (1) for the Kaub market is estimated mareusately. The, for the Duisburg and
Koblenz markets are based on the water level dugwefficients in Tables A.2 and A.3 of
Appendix A. Third, we are able to compute tiefor the Duisburg and Koblenz markets.
The po for the Duisburg and Koblenz markets is equaht® @verage transport prices per
tonne for trips that pass Duisburg and Koblenz eepely on days with normal water
levels in 2003. The applied in this chapter is equal to its value hafter 2 (-0.65°

CCNR (2005) and Vaart! (2008) show that 75 milltonnes transported by inland
waterways have Kaub as critical location, 63 millimnnes have Duisburg as critical
location and about 14 million tonnes have Kobleszatical location in 2003. Using eq.
(1) above the welfare losses for the Kaub market, Duisburg market and the Koblenz
market amount to € 148 million, € 29 million andLE million respectively in 2003. The
lower bound value is then equal to € 194 million.

For the estimation of the new upper bound values ihssumed that the tonnes
transported in the Rhine market but that did naspiaub, Duisburg or Koblenz (the
residual Rhine market amounting 35 million tonnes2003, are subject to the increase in

transport price which is valid for the trips thaasged Kaub on days with low water

% Note that the welfare loss interval which is estienl in the current chapter comprises the totah&®hi
marketandthe Moselle market.

% The value of the demand elasticity of -0.6 in Gbag implies that some cargo is shifted to othengport
modes in periods with low water levels. Transpartaby those modes in periods with low water levsls
likely to be more expensive than transportatiorbbyge in periods with normal water levels. This fesed

effect is ignored in our calculations.
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levels!® Using eq. (1) the welfare loss for the residuatkaais equal to € 69 million. The
upper bound value is then € 263 million. The indéifer the size of the welfare loss in € in
the total Rhine market plus the Moselle markethie year 2003 as a result of low water
levels is then [194, 263].

5.4 Conclusion

According to economic theory, carriers drive traorgpprices for a low demand direction
for transport down to zero because they competehtrscarcely available cargo in this
direction’®* Theory on imbalance in trade flows suggests toeeefthat an exogenous
increase in transport costs will be fully bornethg high demand direction for transport,
under the assumption that some carriers move witbargo in the low demand direction
(both with, and without the exogenous increasaandport costs). This theoretical result
implies that the strength of the effect of an exmmes change in transport costs on the
transport price on a one-way leg, is sensitivdn&leével of the imbalance in trade flows.

In our empirical application we test this and wadfindeed that an increase in the
transport price due to an exogenous increase mspi@Et costs is higher if the trip takes
place in a high demand direction than if the takets place in a low demand direction. We
even find that, in some extreme cases, the incrieasansport price in the high demand
direction may be almost twice the size of the iaseein transport price in the low demand
direction.

This result is relevant in the light of climate olge and its impact on inland
waterway transport as it is expected that in thteré&uthere will be more days with low
water levels on the river Rhine, a major inland ematy transport axis in North West
Europe. Low water levels imply an exogenous inareas transport costs due to a
reduction of the load factor of the inland shipmbhlances in transport flows will
determine for which routes the increase in trartspdce will be severe and for which

routes it will be moderate. In North West Europdand waterway transport is mainly

190 yUsing the increase in transport price which isdvédr the trips that passed Kaub on days with \eater
levels for estimating the welfare loss in the reaidof the total Rhine market, most probably letalan
overestimation of the welfare loss for this reslduarket. However, this choice is made to be onstinee
side of the line concerning the upper bound value.

101 Note that in practice, prices in the low demarréction will not be zero, because carriers thatraonsport

cargo in the low demand direction have to be coregia for, for example, costs of loading and uritoad
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from regions in which large sea-ports are locafedgterdam, Rotterdam and Antwerp) to
the hinterland in the centre of Europe, because imdk cargo enters Europe via the sea-
ports. From these hinterlands, exports take predantly place in the form of goods or

services that are not transported by inland watgswdhis means that the physical
transport flow, and thus also the number of inlavaterway transport trips from the

regions with sea-ports to the hinterland is latban in the opposite direction.

Our results indicate that for shippers locatedhia hinterlant?, (in for example
Neckar, Moselle and Saar areas and also the MalleUpper Rhine area) and who pay
for transportation from the coastal regions to tBerman hinterland, the increase in
transport prices as a result of low water levells va higher than for shippers that pay for
transportation in the opposite direction. As a ltesti climate change the difference in
transport prices is likely to become larger in theire. Further research might evaluate to
what extent these shippers in the hinterland magxtample relocate to more attractive (in

terms of imbalance) regions.

192 These shippers pay for transportation in the disadrom sea-port to hinterland. Note that in cetijve
markets the burden of the higher transport costhifted to the final consumer who may live in drestpart

of the world.
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Appendix A: Analyses of the water level effect

Table A.1: Estimation results for trips that haveuk as critical location

Explanatory Variables Coefficient Std. Error
Region imbalance -0.160 0.043
Water level

140- 18t 0.66: 0.03¢
186 — 195 0.537 0.038
196 — 205 0.436 0.020
20€ 21t 0.37¢ 0.02¢
21€-22t 0.252 0.01¢
226 — 235 0.224 0.025
236 — 245 0.176 0.014
24€ — 25k 0.11¢ 0.01¢
256- 26t 0.061 0.007

> 266 Reference

Log(travel time) 0.141 0.020
Log(distance) 0.57¢ 0.051
Time trend 0.21z 0.031
Log(fuelprice) 0.196 0.091
Vessel size

0- 1000 tornes 0.25¢ 0.022
1000- 1500 toines 0.13¢ 0.01:
1500 — 2000 tonnes 0.090 0.009
2000 - 2500 tonnes 0.057 0.008
> 2500 toines Referenc

Month dummies

January Reference

February -0.077 0.015
Marct -0.15¢ 0.021
April -0.152 0.017
May -0.131 0.019
June -0.122 0.026
July -0.07¢ 0.03:
Augus -0.16¢ 0.03(
September -0.063 0.030
October 0.013 0.028
Novembe 0.043 0.02(
Decembe 0.122 0.02:2
Cargo dummies, 46 Included

R? 0.797

n 6837

99

Note: the dependent variable is the logarithm ef phice per tonne; the time trend variable is igsdand

divided by 1000; standard errors are clusteredsobu
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Table A.2: Estimation results for trips that haveidburg as critical location

Explanatory Variables Coefficient Std. Error
Region imbalance -0.205 0.019
Water level

207 — 255 0.499 0.062
25€ - 26& 0.41¢ 0.03¢
266 — 275 0.318 0.037
276 —285 0.294 0.028
28€ - 29t 0.24: 0.041
29€ - 30t 0.17:2 0.04(
306 — 315 0.152 0.032
316 — 325 0.109 0.018
326 — 335 0.027 0.024
> 33¢€ Referenc

Log(travel time) 0.097 0.011
Log(distance) 0.585 0.038
Time trend 0.327 0.023
Log(fuelprice) -0.03¢ 0.04¢
Vessel size

0 — 1000 tonnes 0.237 0.026
1000- 1500 tornes 0.14¢ 0.01¢
1500- 2000 tormnes 0.081 0.021
2000 — 2500 tonnes 0.053 0.009
> 2500 tonnes Reference

Month dummies

Januar Referenc

February -0.083 0.016
March -0.122 0.015
April -0.096 0.018
May -0.09¢ 0.01:
June -0.069 0.016
July -0.040 0.019
Augus -0.11¢ 0.01%
Septembe -0.05i 0.01¢
October 0.037 0.016
November 0.083 0.017
December 0.219 0.018
Cargo dummies, 46 Includec

R? 0.756

n 6252

Note: the dependent variable is the logarithm ef phice per tonne; the time trend variable is igsdand

divided by 1000; standard errors are clusteredsobu
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Explanatory Variables Coefficient Std. Error
Region imbalance -0.262 0.038
Water level

156 — 205 0.549 0.022
20€-21k& 0.417 0.057
216 — 225 0.369 0.030
226 -235 0.274 0.036
23€-24¢E 0.15¢ 0.02¢
24¢€ — 25& 0.17¢ 0.02¢
256 — 265 0.134 0.028
266 — 275 0.034 0.022
276 — 285 0.004 0.013
> 28¢ Referenc

Log(travel time) 0.171 0.017
Log(distance) 0.440 0.108
Time trend 0.203 0.026
Log(fuelprice) 0.28¢ 0.06t
Vessel size

0 — 1000 tonnes 0.226 0.047
1000- 1500 tornes 0.137 0.02¢
1500- 2000 tormnes 0.07¢ 0.01:Z
2000 — 2500 tonnes 0.032 0.004
> 2500 tonnes Reference

Month dummies

Januar Referenc

February -0.097 0.029
March -0.197 0.023
April -0.172 0.012
May -0.157% 0.04:
June -0.164 0.037
July -0.110 0.058
Augus -0.247 0.02¢
Septembe -0.15¢ 0.017
October -0.085 0.018
November 0.005 0.018
December 0.096 0.018
Cargo dummies, 46 Includec

R? 0.769

n 1886

Note: the dependent variable is the logarithm ef phice per tonne; the time trend variable is igsdand

divided by 1000, standard errors are clusteredsiobu






CHAPTER 6

TRANSPORT PRICES, NAVIGATION SPEED AND CLIMATE
CHANGE

6.1 Introduction

The functioning of a (freight) transportation systelepends to a large extent on the
transportation speed. If links are congested, speddw and as a result the transport
system is not performing optimally. Shippers maydfispeed an important factor when
deciding which transport mode to use for transpgrtiheir goods. Examples of studies
that, among other determinants, discuss the impoetaf speed (or equivalently "transport
time or travel time”) as a determinant of mode ckoin freight transport are Garcia-
Menéndez et al. (2004) and Beuthe and Bouffioux &£

Also in the trade literature speed is consideredegan important factor, because
transport time can be seen as a trade barriere¥ample, lengthy ocean shipping times
impose inventory-holding and depreciation costs shippers (Hummels, 2001). He
demonstrates that each day of increased ocearit tiams between two countries reduces
the probability of trade by 1 to 1.5 per cent. ppears that the time costs amount an
average costger dayof 0.5 per cent of the value of the goods. Liméad ®enables (2001)
estimate the impact of infrastructure on trade e and transport costs where (the
quality of) infrastructure can be regarded as ayfor the transport time. They show that
a deterioration in infrastructure from that of threedian country to the ¥Spercentile
decreases trade volumes by 28 per cent. The ingbabis deterioration in infrastructure
raises transport costs by an amount equivalent4663km of sea travel or 419 km of
overland travel. Anderson and van Wincoop (2004htoe that for US trade, the time-in
transit costs are equal to an average 9 per ceffittiguivalent.

The literature on the valuation of travel time skooe mentioned as another field
of literature in which speed has a central posititime majority of the work in this branch

of literature focuses on valuation of person trairaes. There are however a few studies

103 Other determinants on which shippers base theiicehfor a particular transport mode are for exampl

transport costs, reliability, frequency and safgtybability of damage).
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that consider valuation of travel time in freigharisport. For recent examples see Wigan et
al. (2000) and Fowkes et al. (2004). De Jong (2G@06yides an overview of empirical
studies.

Finally, within the maritime transport literaturgoeed is considered to be an
important factor, because it affects total supplythe market (Stopford, 2009). The
capacity of the fleet is not fixed in size, becatisefleet can change its navigation speed,
which adds an element of flexibility to total supph the market. It is also shown that
navigation speed changes when freight rates chaviggn freight rates go up, a higher fuel
consumption level is justified and ships increaseigation speed (Stopford, 2009).

In this chapter we will study if a similar relat&mp between transport prices and
navigation speed is observed in the inland watertvapsport sector in North West
Europe. Studying this relationship is interestirant the perspective of climate change.

Due to climate change, periods with high transpoides are likely to occur more
often in the future. Climate change expressesfitsddoth, a higher number of days with
low water levels per year, and more severe low matels. As a result, inland ships are
restricted in their load factor implying a reductiof cargo hold supply in the market and
therefore an increase in transport pri%?é‘sHigher transport prices in their turn may result
in higher navigation speeds leading to more fuehsconption and thus in a higher
emission of greenhouse gasses. This is undesiraintea climate mitigation point of view.

In addition, this chapter contributes to the abowentioned water transport
literature by answering the question: does thetioglahip between transport prices and
navigation speed, as it exists in the maritime dpamt sector, also exist in the inland
waterway transport sector? Two other issues whithbe& addressed in Section 4 of this
chapter are the elasticity of the transport priéth wespect to the fuel price and spatial
competition in inland waterway transport.

For estimating the effect of higher transport ggioa navigation speed we apply an
econometric approach using the same micro dataland waterway transport trips like in
the previous chapters.

The remainder of Chapter 6 is organized as follofsction 2 describes the
literature on speed in relation to transport pridesthat section we will focus on the

maritime transport sector because this sector slsowsarities with the inland waterway

104 Note that there may exist several other causelsigrtransport prices.
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transport sector. In Section 3 we present the @ladawe will describe the analysis. Section

4 discusses the empirical results while Sectiooriludes.

6.2 Literature

In maritime transport, an increase in navigatioeesp implies that a sea vessel's fuel
consumption will shift closer to the right of theet consumption/speed curve meaning a
disproportionate increase in fuel consumption duentreased resistance of water (see
Figure 6.1). At speeds where the curve is relatiVialt, operating speed can be increased
with very little penalty. At speeds where the cungesteep marginal costs may be
substantial. Preferred operating speeds are ak tposts where it starts to become
considerably steeper. Operating at a higher speedaly profitable where transport rates
are high enough to compensate for the extra fueitscolf one replaces the fuel

consumption on the vertical axis in Figure 6.1 bg transport costs per tonne and the
speed on the horizontal axis by the quantity trartspl per unit of time, then the line can

be regarded as a supply curve of an individual €&ippford, 2009).

Fuel consumptiol
in litres per
kilometre

Speed in knots

Figure 6.1: Relation between fuel consumption aangation speed

The boundary on the right represents then the maxiramount the ship can transport in
one unit of time navigating at maximum speed. lfirer shipping company holds the

number of ships in service constant, increasindggaéon speed has the additional benefit
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that a higher service frequency gives the possibdf charging higher transport prices.
Note that this implies that the causal directionas clear as higher speeds can also result
in higher transport pricé$: Improvement of the (un)loading speed in ports & a
possible way to achieve economies of speed, asaieepl by Laine and Vepsaladinen
(1994). Note that the effect of increasing speedoath segments of the travel time
(navigation and (un)loading) is heavily dependantlee ship size and the trip distance.

Instead of offering a higher service frequency dostomers by increasing
navigation speed, a liner shipper may also redueetimber of vessels in service, keeping
the service frequency equal (see for example Beekat., (2004)). Ronen (1982) focuses
on the tradeoff between benefits in fuel consunmptae to slower navigation on the one
hand and losses due to longer trip duration onother hand in order to determine the
optimal speed of ships. Because fuel costs and timsés move in opposite directions as
speed changes, small variations in speed for angigp size do not have a significant
impact on the overall cost per mile (Cullinane &tithnna, 1999), in particular not when
the speed is close to its optimal level.

Our study differs from the existing literature @veral points. First of all we focus
on inland waterway transport, whereas the studiestioned above concern maritime
transport. Second, the causal direction of thdicglahip analysed in our study is different.
Most studies focus on the effect of navigation gpee transport costs/ rates, whereas in

the current study we are concerned with the effiéthe transport price on speed.

6.3 The data

We employ the same data set as was used in Cha@ergl and 5, the
Vaart!Vrachtindicator. In this chapter, the datacan be regarded as an unbalanced panel
data set where for each barge several trips aerodod®

The data set contains 21,865 observations of tripge in North West Europe,

reported between January 2003 and January Zilfiservations with missing information

195 An example from which it becomes clear that theerse effect may also exist in the inland waterway
transport sector is in the case of expected coldthes. If cold weather, and thus frozen, non-nabliga
waterways, are forecasted, the fleet may tempgrapeed up on request of the shippers who want to
increase their stocks. As a result, the carriekshagher transport prices.

1% The Vaart!Vrachtindicator does not contain eveip f all participants in the period 2003 — 2007

because the inland waterway carriers are not abligeeport every trip they make.
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for the variable speed, a few outliers and obsemwatthat concern container transport are
excluded so that 13,061 trips of 709 ships rentfADescriptives of key variables used in
the analysis, are shown in Table 6.1. The repospeed is based on the total travel time
which includes the time of loading and unloadindieTaverage speed is about 100

kilometres per day and the average price perdrgbbut 8,600:%

Table 6.1: Descriptives of key variables

Variable Minimum Maximum Mean Std. Deviation
Speed (Km per da 14.2: 321.6¢ 102.09 37.12
Price per trip€) 52C 45,34( 8,62( 5,36¢
Distance (Km) 77.00 4,000.00 505.91 256.55
Fuel price (€ per 100 liter) 26.55 57.13 47.00 7.57

Source: The Vaart!Vrachtindicator, 2003 — 2007.

In the analysis, the logarithm of speed is the ddpat variable, which will be explained

using the logarithm of the transport price per & a large number of control variables.
These control variables include the logarithm oé fluel price, the logarithm of the

shipment size, the logarithm of the trip distant® square of the logarithm of the trip
distance, 4 year dummies, 9 water level dummiege8tn dummies and 709 ship fixed
effects.

6.4 Analysis and results

6.4.1 Econometric approach

We aim to estimate the effect of transport pricesavigation speed. We have argued that
high transport prices imply a situation of suppbtaixity and as a result inland ships may
speed up therefore increasing effective supply. él@x, the reverse effect may also exist,
as described in Section 2. We address this enddgessue by means of an instrumental

variable approach.

197 we exclude observations referring to containarspart, because the price for container transpepedds
on the number of containers transported insteatefveight of the freight which is the measure usesk.
We have information on the weight of the freightt bot on the number of containers.

1% e prefer a specification using the transportepger trip rather than the transport price penebecause

load factors vary per trip.
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According to an OLS specification, the effect oé tlhansport price on navigation
speed is negative (with an elasticity of -0.042.(9.006)) implying a decrease in
navigation speed when the transport price increddas finding is opposite to what one
would expect on the basis of theory and likely éocchused by endogeneity problems.

Therefore, we employ two types of variables torinstent the transport price. The
instruments are 9 water level dummy variables far-Rhine trips and 11 month dummy
variables. The water level instruments need somee notarification. We distinguish
between two types of water level dummies. Firstuse a set of dummies that measure the
effect of low water levels in the Rhine area ondpeed of trips that take plaagthin this
area. These variables will be used as control bsabecause low water levels may imply
lower speeds because of safety measures. Secondpple a set of dummies which
measure the effect of low water levels in the Rlairea on the price of trips that take place
outsidethis area. These water level dummies will be uw®dnstruments. So, the water
level instruments measure the effect of the wageellat Kaub (a town located within the
Rhine area) on the price of trips that take placeautes where water level changes are
small or absent (outside the Rhine ar€aRecause the scarcity effect of low water levels
within the Rhine area may seep into other, adjagengraphical markets, this instrument
is likely to be correlated with the transport prietrips in those adjacent markets. At the
same time, it is not very likely that the waterdeat Kaub will have a direct effect on the
speed of trips in the non-Rhine area.

The month dummies are correlated with the transpdde because changes in
supply and demand over time affect transport pries time. However, it is not likely
that there exists a direct effect (sot via the transport price) of seasonality on navigat

speed. We will test the validity of the instrumelatter on.
6.4.2 First step: estimation of the effect of thenstruments on the transport price
In Table 6.2, the first step of the IV estimatiomswhich the transport price is regressed

on the instrument matrix, are shown. We will discube results of two different

specifications with different sets of instruments.

199 The water level is measured at Kaub becausedbégibn is most restrictive with respect to thedléactor
of inland ships that pass Kaub during low wateelsvThe water level at other locations in the Rharea is

highly correlated with the water level at Kaub. Eue exact location of Kaub we refer to Figure 2.1.
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Table 6.2: First step 1V, estimation of specifioas to explain the price per trip by barge

OLS (1) OLS (2)
Explanatory Variables Coefficient Std. Error Coefficient Std. Error
Constant 6.58¢ 0.21¢ 6.60¢ 0.21¢
Log(Fuel price) 0.227 0.026 0.239 0.026
Log(Shipment size) 0.243 0.007 0.242 0.007
Log(Distance) -0.86¢ 0.06¢ -0.88( 0.06¢
(Logdistancey 0.124 0.006 0.125 0.006
Year dummies
2003 Reference Reference
2004 0.071 0.013 0.063 0.013
2005 0.157 0.017 0.148 0.017
2006 0.301 0.020 0.288 0.020
2007 0.389 0.025 0.371 0.024
Water level, trips in Rhine area
<180 0.191 0.009 0.183 0.009
181 -190 0.149 0.013 0.141 0.012
191 - 200 0.104 0.010 0.098 0.010
201 -210 0.097 0.012 0.091 0.012
211-220 0.035 0.012 0.030 0.012
221 - 230 0.003 0.010 -0.001 0.010
231 - 240 0.013 0.009 0.009 0.009
241 — 250 0.016 0.010 0.014 0.010
251 — 260 0.006 0.008 0.004 0.008
> 261 Reference Reference
Water level, trips outside Rhine
area
<180 0.119 0.020 - -
181-19C 0.067 0.03¢ - -
191 - 200 0.035 0.026 - -
201-21C 0.03¢ 0.02¢ - -
211-220 -0.024 0.028 - -
221 -230 0.000 0.024 - -
231 - 240 0.011 0.024 - -
241 — 250 -0.003 0.029 - -
251 — 260 0.018 0.021 - -
> 261 Reference Reference
Month dummies
January Reference Reference
February -0.058 0.009 -0.057 0.009
March -0.086 0.012 -0.091 0.012
April -0.094 0.010 -0.102 0.010
May -0.063 0.010 -0.071 0.009
June -0.044 0.010 -0.052 0.010
July 0.006 0.010 -0.001 0.010
Augus -0.04: 0.011 -0.05(¢ 0.011
September 0.012 0.010 0.005 0.010
Octobe 0.08¢t 0.011 0.07¢ 0.01(
November 0.153 0.009 0.154 0.009
December 0.263 0.010 0.261 0.010
Region of departure dummies Included Included
Region of arrival dummies (19) Included Included
709 ship fixed effects Included Included
R? 0.9135 0.9133

109

Instruments Water level dummies, trips outside

Rhine + Month dummies

Month dummies

Note: The dependent variable is the logarithm ef phice per trip. Specification (1): the non-Rhimater
level dummies and the month dummies are instrumeSpecification (2): only the month dummies are
instruments.
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We are especially interested in the parameterbefnater level and seasonal instruments
as their size and standard errors give an indieatfahe strength of these instruments.

In the first specification, both instrument type® aised, whereas in the second
specification only the month dummies are the imetnts''® The effect of the month
dummies is strong but the strength of the (joirifga of the 9 non-Rhine water level
dummies is less obvious, because only the dummyglwigpresents extreme low water
levels identifies a significant effect. Therefowee test the strength of the instruments with
several F-tests.

The tests show that the instruments are strongeugifications 1 and 2 where the F-
statistics are 114 and 183 respectively. Theseegadue larger than 10, which is usually
argued to be a minimum value for the F-té'st.

Specifications 1 and 2 both offer some other irstiéng results. For example, the
elasticity of fuel costs with respect to the trams$pprice is equal to 0.23. This estimate
matches with the estimate of fuel-related freigbsts for ocean shipping in Hummels
(2007) who found exactly the same elasticity. Luedg(1996) reports an elasticity of
0.39.

Another interesting result is that in periods wikv water levels inland waterway
carriers receive a higher price implying that tleayn some profits? In addition, the effect
of the water level in the Rhine area on pricestfansportwithin the Rhine area is larger
than the effect of the water level in the Rhineaawa prices for transpooutsidethe Rhine
area:™® An economic interpretation of this result is thakand ships do not distribute
themselves over the spatial inland waterway tramspoea in such a way that the
equilibrium between supply and demand for inlandem&ay transport leads to the same
increase in trip prices in all geographical submetgk The obvious reason is that the

carriers would have to make transaction costs teenfilmm one submarket to the other.

19 |n the third specification, which is not preseniadTable 6.2, only the water level dummies are the
instruments. Many parameters in this specificatios biased due to correlation with the month dursmie
which are excluded in this specification. In otherds, specification 3 turns out to be misspecified

M1 This is a rule of thumb test to test whether thmaight be a weak instrument problem, proposed bgiSt
and Watson (2003). For specification 3, the F-tepbrts a value of 3.15, indicating that the wagsel
instruments are weak and therefore bad predicfdiedransport price per trip.

12 1n Chapter 2 we found that trip prices in periedth low water levels are equal to trip prices Eripds
with normal water levels. However, the result ie turrent chapter is based on more data and shaws t
inland waterway carriers do earn some profits dugariods with low water levels.

113 Note that only at very low water levels the effisgpresent outside the Rhine area.
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6.4.3 Main results

Table 6.3 contains the second step of the IV ampror the two specifications.

Considering the difference in the effect of thensgort price in the OLS estimate (-0.042)
and the IV estimates in Table 6.3 (0.030 and 0.@2i8)likely that endogeneity is present
so that the OLS estimate is biased, assuming theast one of the two IV specifications is

well specified. Both specifications will be evaledtbelow.

Table 6.3: Estimation results for IV specificatianglaining navigation speed.

Explanatory Variables IV (1) IV (2)

Coefficient Std. Error Coefficient Std. Error
Constant 1.711 0.170 1.758 0.169
Log(Price per trip) 0.030 0.014 0.023 0.014
Log(Fuel price) -0.00¢ 0.01¢ -0.00¢ 0.01¢
Log(Shipment size) -0.00¢ 0.00¢ -0.00: 0.00¢
Log(distance) 0.384 0.047 0.378 0.047
(Logdistancef 0.022 0.004 0.023 0.004
Year dummies
2003 Reference Reference
2004 -0.007 0.008 -0.007 0.008
2005 -0.005 0.009 -0.004 0.009
200¢ -0.00zZ 0.011 -0.001 0.011
2007 -0.017 0.012 -0.015 0.012
Water level, trips in Rhine area
<180 -0.027 0.007 -0.025 0.007
181-19C -0.02¢ 0.00¢ -0.027 0.00¢
191-20C -0.02¢ 0.007 -0.027 0.007
201 - 210 -0.027 0.008 -0.025 0.008
211 - 220 -0.028 0.008 -0.027 0.008
221-23C -0.02( 0.007 -0.01¢ 0.007
231 - 240 -0.011 0.006 -0.010 0.006
241 — 250 -0.020 0.007 -0.019 0.007
251 - 260 -0.014 0.005 -0.014 0.005
> 261 Referenc Referenc
Region of departure dummies (19) Included Included
Region of arrival dummies (19 Included Included
709 ship fixed effects Includec Includec
R’ 0.889¢ 0.889¢

Note: the dependent variable is the logarithm & $peed. Specification (1): the non-Rhine wateellev
dummies and the month dummies are instruments. ifgadion (2): only the month dummies are
instruments.

In the case of two types of instrumental varialflgzecification 1), we find a significant
and positive but small effect of the transport @rian navigation speed. A 10 per cent
increase in the transport price results in a Orpat increase in speed. However, a Sargan
test rejects the validity of the instruments, somuest conclude that the effect is biased. In

the model with only the month dummies as instrurségpecification 2), the effect of the
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transport price on navigation speed is absent osmeall that it cannot be identified
(elasticity is equal to 0.023 (s.e. 0.014)). Hex&argan test accepts the null hypothesis of
exogeneity of the month dummies as instrumént€onsidering the F-tests and Sargan
test, the second specification performs best artdeipreferred specification. Concerning
the control variables in this preferred specificatithe effect of the year dummies, fuel
price and shipment size on speed seems to be dbsastthe shipment size variable is
positively correlated with the transport price arahatively correlated with the speed, not
including this variable would lead to a downwarddad effect of the transport price on
speed. The squared distance is included in thefgadion because on long distances an
increase in trip length may have a smaller or lagffect on navigation speed than on short
distances™®

The region dummies control for up-or-downstreamigetion and all kinds of
unknown spatial factors that affect speed. The fkeu effects control for all inland ship
related factors that affect speed such as hullgdesiinally, the water level dummies show
that at low water levels barges reduce their namigaspeed slightly which is probably
done to maintain safe navigatith.Note that this direct effect of the water leveltie
Rhine area on the speed of trips that take platieeifiRhine area justifies our choice for the
other water level dummies as potential instrumealtipugh they turn out to be weak and

invalid.

6.4.4 Sensitivity analysis

In this section we will firstly test if the effecf the transport price on navigation speed is
sensitive for replacing the origin-and-destinatiegion dummies by route dummies. In a
second sensitivity analysis we replace the logaritf the transport price per trip by the

logarithm of the transport price of the next trip.

114 A Hausman t-test confirms that the transport ppieetrip is endogenous (t-value is equal to 4.82).

115 Using yearly dummies instead of a time trend afidor non-linearity in estimating the effect of &non
speed.

18 For log(S) = 0.38log(D) + 0.022(log(B)he first derivative of S with respect to D is alys larger than 0
and the second derivative is always smaller théor @very D > 0, implying a concave relationshipvieen
distance (on x-axis) and speed (on y-axis).

117 In addition, in canals locks open less frequentlying periods with low water levels to keep as muc
water as possible in the waterway. This resultsiiger waiting times in front of locks and thus den travel

times.



Transport prices, navigation speed and climate ¢gjgan 113

Including route dummies

Route-related factors that affect navigation spesdht better be captured by route
dummies instead of region of origin-and-destinaimmmies. Therefore, we replaced the
38 origin-and-destination regional dummies by 38ate dummies® The OLS estimate
finds an elasticity of the navigation speed witbpect to the transport price of 0.0027 (s.e.
0.0014) while in the IV specification with the mbrdummies as instruments this elasticity
is equal to 0.0077 (s.e. 0.0036) A Hausman t-test shows that the difference between
these estimates is not significant (t-value = -L.#8plying that the logarithm of the
transport price is exogenous. First, we observettimestimated effect is smaller than in
specification 2 of Table 6.3 and second, that itstatistically significant. The route
dummies capture more relevant unobserved factas dffiect speed than the region of
origin-and-destination dummies so that the effdcthe logarithm of the transport price
does not contain indirect effects of (unknown) etated factors. The route dummies may
also be the reason why exogeneity of the logarittirthe transport price per trip is not
rejected: if in the previous OLS and IV estimatehjch contain the regional origin-and-
destination dummies, the effect of the transpoitepbiased, two biased estimators are

compared which may lead to a type one error.

Including the logarithm of the transport price betnext trip

One might argue that increasing navigation speedseful when it helps to create an
opportunity. In other words, a carrier increasegigation speed of the current trip if he
thinks he can obtain a higher price for a next bypdoing so. Therefore, in the current
sensitivity analysis the logarithm of the transpmite per trip is replaced by the logarithm
of the transport price of the next tiigr each panelusing the OLS specification from the

previous sensitivity analysis. Only those shipst thave at least reported 25 trips are

118 with 20 regions, in theory, there exist 400 routéswever, in our data, some routes are not usetato
the number of used routes is 322.
119 The effect of the transport price is significantre 10% level in the OLS specification and at3he level

in the 1V specification.
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included in the estimation in order to prevent loinge periods between two reported trips

of the same shiff’ We find a significant elasticity which is equalG®022 (s.e. 0.0009).

6.4.5 Interpretation of the results

Our estimation results imply that there is a sigaifit, though limited, effect of transport
prices on speetd! In line with the interpretation given in SectiontBis means that we find
a slightly upward sloping supply curve of bargerapars: when market prices go up, their
short run response is to increase speeds, impanngcrease in the supplied capacity. The
mechanism is that the higher price allows themowec the higher costs of fuel following
from a higher cruising speed. However, there is alsother possible mechanism. Part of
the barge operators do not work on a 24 hours ggibdsis and may therefore hire extra
labor in periods with high transport pricésThis interpretation is supported by the finding
that the effect of the fuel price on speed is abS&mnother reason why the latter
interpretation may be more relevant is that theaghéor a particular navigation speed is
not fully free because of traffic rules on riverddacanals. These two considerations make
it plausible that the main mechanism used by bapgrators to increase the number of
kilometres covered per day is not a speed incrgssk, but an increase in the number of
operating hours per day. Thus, we have identifiedlemr difference with maritime
transport, where ships are used 24 hours a dayyimgpthat the longer operating period
per day option is simply not available there. Begawe find a small elasticity of the

transport price with respect to navigation speesl/wmay conclude that the increase in fuel

120 Excluding the ships that report less than 25 trggkices the number of observations availablerfalyais

to 9136.

121 A possible explanation for this small effect oé tfiuture) transport price on navigation speedinland
waterway transport sector is that the volatilitytrip prices may not be strong enough to genemeffact of

a size like in the maritime transport sector. lis tfector price volatility is much stronger. Luneigr(1996)
for example shows that freight rates can incregs20 or 300 per cent in 2 or 3 years. At the eh20098,
bulk freight rates even fell by 90 per cent in & faonths.

22 Depending on the size of a ship and the size efstiipcrew a barge operator is allowed to navigate
maximally 14, 18 or 24 hours per day. About 25 taximally 30 per cent of all inland waterway carsier
operate on a 24-hour basis.

123 Navigating more or less hours, keeping the nurob&ilometres an hour equal does not compensata for

lower or higher fuel price.
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consumption (and thus the increase in emissiorreérhouse gases) due to those higher

transport prices is negligible.
6.4.6 The results in a broader context

If we focus on the effect of climate change on gypeuse, we can put our results in a
broader context. First, we observe from Table &3t navigation speed is somewhat
slower at low water levels. This may be the restilsafety measures and longer waiting
times at locks. Second, due to low water level@nid ships are restricted in their load
factor. Consequently, inland ships face less watsistance. Although this implies a
reduction in fuel consumption per trip, becauséohnical reasons this reduction is likely
to be smalf®* Third, lower load factors imply that more tripsveao be made to be able to
comply with demand. More trips suggest an incraasiiel consumption. Descriptives
from the Vaart!Vrachtindicator show that the meaad factor during low water levels was
22 per cent lower than during normal water leveld tne mean price per tonne during low
water levels was 24 per cent higher than duringnabrwater levels in the year 2003.
Considering the demand elasticity of about -0.® Gbhapters 2 and 3) for inland waterway
transport, about 10 per cent more trips are beiademn periods with low water levels in a
year like 2003, implying a 10 per cent increaséui consumptiort?® Figure 6.2 displays
the discussed effects in the previous and in thegmt subsection.

We may conclude that the main effect of low waddeels on energy use of barges

is via the load factor: more trip movements aredeee The effect via speed is very small.

124 _ow water levels imply that the amount of watetviisen the ship keel and the soil of the fairwagrsll.
As a result, the screw propeller of an inland shipot able to replace as much water as in a situatith
normal water levels, holding the fuel consumptiemel equal. So, in periods with low water levels t
reduction in fuel consumption as a result of a lolwad factor is (partly) offset by a less fuelig#nt inland
ship engine. (Expert opinion by Mr. H. Blaauw frofARIN).

125 Note that a share of the tonnes lost by inlandematys will be transferred to other modes, implyamgy

increase in fuel consumption for those modes, atssshown in Chapter 3.
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Figure 6.2: Climate change and its effects on hlamaterway carrier navigation speed

6.5 Conclusion

Literature on navigation speed and transportatiacep in maritime transport suggests that

sea vessels navigate fast in periods with highsgrart prices, and slow in periods with low

transport prices. The causal direction of the i@hship between these two variables is not

immediately clear however. Carriers may increaseigaéion speed because they earn

higher profits in periods with high transport psceHowever, they may also decide to

navigate faster in order to obtain a higher serlewel and therefore ask a higher price. In

addition, in the case of inland waterway transpalsp natural forces (forecasted frozen

waterways) may stimulate carriers to navigate faster which they want to be

compensated. In the current chapter we study fieetedf the transport price on navigation

speed in the inland waterway transport sector faocimate change perspective.

As a result of climate change it is expected thdh ba higher number of days with

low water levels per year, and more severe low wkeels, will occur in the future.

Consequently, inland ships are restricted in thogid factor implying a reduction of cargo

hold supply in the market and therefore an increaseansport prices. Higher transport

prices in their turn may result in an increase avigation speed. Higher speeds usually
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lead to more fuel consumption suggesting a high@sson of greenhouse gasses. This is
undesirable from a climate mitigation point of view

There are more factors than the transport price #ffect the level of fuel
consumption of the inland waterway transport fleeting periods with low water levels.
Because inland ships are forced to navigate wittetoload factors: (1) they face less
water resistance implying a reduction in fuel canption; and (2) more trips must be
made to be able to comply with demand suggestingnarease in fuel consumption.
Unfortunately, we do not have data to estimatestteet size of those effects.

We provide an empirical model to test the effe&ing into account the possible
endogenous character of the transport price. Welmmpanel data with detailed
information about trips (13,061 observations) mhgenland waterway transport carriers
in North West Europe from January 2003 to Januafy2

Our results suggest that, in the inland waterwayndport sector, transport prices
have a small positive effect on navigation speed.&ve good reasons to believe though
that barges do not increase the speed itself (letoes per hour) but increase the number of
operational hours per day and thus hire extra labgreriods with high transport prices.
Because we find a small effect, we may conclude tha increase in greenhouse gas
emissions as a result of an increase in transparépis negligible. However, because
more trips have to be made in periods with low wteels, the level of fuel consumption

(and thus the emission of greenhouse gases) wikase in these periods.






CHAPTER 7

CONCLUSION

7.1 Introduction

Climate change is likely to affect many sectorthim economy. The agricultural sector, for
example, may be confronted with lower yields andligy of harvested products, and, in
the tourist sector, new holiday destinations ah&idatitudes may become more popular at
the expense of the traditional sun-holiday destnat

This study has addressed the impact of climatagdan the transport sector, or,
more specifically, on the inland waterway transpeector in North West Europe.
Plausibly, the inland waterway transport sectan@e vulnerable to climate change than
other transport sectors. After all, the quality tbé waterway infrastructure is directly
dependent on the amount of precipitation and e&jmor in the river basins in North West
Europe. As more than 63 per cent of all cargo mdwednland waterways in Europe is
transported on the river Rhine, we mainly focugtos waterway.

The river Rhine is a combined rain-snow river. Agesult of climate change, it is
expected that the Rhine will be more rain-orienitedhe future. More specifically, it is
expected that, in winter, precipitation will inceea and higher temperatures will cause a
smaller proportion of precipitation to be storedhe form of snow in the Alps. As a result,
in winter, more precipitation directly enters riseaverage and peak water levels will be
higher, and the number of days with low water |sweill decrease. However, as low water
levels hardly occur during winter, the reductiondafys with low water levels in winter
will be small.

In summer, besides a reduction in meltwater coutigm, there will be less
precipitation and more evaporation due to higherperatures. As a consequence, inland
waterway vessels on the Rhine are expected to iexuperlower water levels, as well as an
increase in the number of days with low water Isvelsummer and autumn (Middelkoop
et al., 2000; 2001). Low water levels imply redtdns on the load factor of inland ships.
This suggests that the capacity of the inland wagrtransport fleet is (severely) reduced

in periods with low water levels. Because low wdésels occur far more often than high
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water levels, this study only focuses on the ecanaransequences of low water levels.

Several research questions were formulated in @hdpib address these consequences:

. What is the effect of climate change on inland wa&s transport prices in the river Rhine
area, and, consequently, what is its effect onatootlfare?

. What is the effect of climate change on the moght ® the river Rhine area?

. What is the effect of an imbalance in trade flowssimland waterway transport prices in
North West Europe?

How will an imbalance in trade flows distribute tberden of higher inland waterway

transport prices, due to low water levels, overtNaVest Europe?

. To what extent will higher inland waterway trandpprices result in higher navigation

speeds, and, consequently, in a higher emissigneginhouse gases?

The remainder of this concluding chapter is orgaahias follows. Section 7.2 summarizes
each chapter and answers the research questiari®r5e.3 makes an attempt to estimate
the total welfare loss, via inland waterway tramgpas a result of low water levels in
North West Europe. In Section 7.4 we explain how findings can be used by policy

makers. Finally, recommendations for further resleare made in Section 7.5.

7.2 Summary and research results

Chapter 1 introduced the topics of climate changknd waterway transport and how
climate change will affect inland waterway trangp@ problem with studying climate
change is uncertainty. Experts expect that avergfgbal temperatures and the
precipitation pattern will change, but it is veryffidult to determine to what extent.
Therefore, climate scenarios, which are picturebaf the future climate may look like,
have been constructed.

The mode inland waterway transport has receivélg lttention in the scientific
literature. However, in countries like the Nethada, Belgium and Germany, this mode
has a substantial share in the modal split (33ahé,12 per cent respectively). The most
important waterway is the river Rhine on which 68 gent of all inland waterway

transport in Europe takes place. It is a sectowlich many carriers are operating who
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offer a relatively homogenous product, illustratititgat the inland waterway transport
market shows characteristics of a perfectly contipetmarket.

Climate change is likely to affect inland waterwegnsport through variation in the
water level. Low water levels imply restrictions thre load factor of inland ships, reducing
effective supply in the market. Consequently, clesnigp transport prices and model split
are observed.

Chapter 2 answered the two parts of research guneti First, the effect of low
water levels on transport prices was estimated eymy a data set which contains
information on trips made by inland waterway cagim North West Europe in the period
2003 until mid-2005 (about 9,000 observations).08d¢ the change in welfare as a result
of the estimated change in transport prices wasutabd, using a microeconomic
theoretical model. The focus in this chapter igtmn part of the Rhine market that is most
strongly affected by low water levels, the Kaub ke&r Kaub is a town located on the East
bank of the Rhine. All inland ships that pass Kaub restricted in their load factor by the
water level at this location when the water leebelow a threshold level of 260 cm. A
map indicating the location of Kaub can be foundSection 2.1. It appears from the
regression analysis that the transport price pendomay increase by 74 per cent at
extreme low water levels, compared with a situatigth water levels at which inland
ships are not restricted in their load factor. Tipgscentage applies to an inland ship of
average size. Estimating an interaction effect betwthe water level and the ship size
shows that, for larger ships, the transport prigetpnne increases even more.

The welfare analysis calculates the change in enansurplus as a result of the
higher transport prices, assuming a perfectly cditive inland waterway transport market
with perfect elastic supply. We refer to SectioB, 2quation (1) for the theoretical model.
In this equation, a demand elasticity of -0.6 fdand waterway transport, which is also
estimated with the data, is used. We find thatannaverage year (for the period 1987 —
2004), the annual welfare loss due to low wateelein the Kaub-related Rhine market is
equal to € 28 million. For the year 2003, which whsracterized by a very dry summer
and can be seen as a typical year in the mostmet@imate scenario (W+), the welfare
loss was € 91 million?® Extending the estimation to the total Rhine market find a

welfare loss of € 227 million. This estimate is &&n the assumptions that: (1) the

126 The loss is about 14 per cent of total annualdvenin the Kaub-related inland waterway transpentor.

An overview of the four climate scenarios can henfibin Table 1.1.
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increase in transport price for trips in the td®dine market is equal to the increase in
transport price for trips in the Kaub market; a@yl the number of days with low water
levels per year in the total Rhine market is eqoathe number of days with low water
levels per year in the Kaub market. So, it is aerestimate. Because it is plausible that dry
years like 2003 will happen more often as a resfutiimate change, annual welfare losses
via the inland waterway transport sector are likelyncrease.

The focus of Chapter 3 and research question 2tevagamine to what extent the
estimated higher inland waterway transport price€hapter 2 result in a shift of cargo to
other transport modes.

Using a strategic network model, called NODUS esBmate how many tonnes the
Kaub-related inland waterway transport market ldsssause of higher transport costs for
shippers as a result of low water levels. NODU& iGeographical Information System-
(GIS-)based software model. It provides a tool the detailed analysis of freight
transportation over extensive multimodal netwodsd is built around the systematic use
of the concept of “virtual links”, which enablesetlidevelopment of a network analysis
covering all transport operations by different mgdeneans and routes, including all
interface services in nodal platforms and termin@lgst functions are attributed to every
operation (loading, unloading, moving, waiting ardfansit, transhipping) in the virtual
network. It is then possible to minimize the copmsding total costs of freight
transportation with respect to the choices of mpdesans and routes, with intermodal
combinations included in the choice set.

The model shows how annual transport flows in tleilikrelated Rhine market
adapt in scenarios which represent a year undetwtbanost extreme climate scenarios
compared with the reference scenario which assuaesear under current climate
conditions. The results demonstrate that demanéhfand waterway transport (measured
in tonnes) drops by 5.4 and 2.3 per cent in thetraggeme and second-most extreme
climate scenarios, respectively. The tonnes tratast by inland waterways are shifted to
road and rail. So, as a result of climate changesd shifted tonnes are transported over
shorter distances, but by making use of more vesidh addition, the emission per truck
or train tonne-kilometre is higher than per bargene-kilometre. Therefore total annual
CO, emissions in the total Kaub-related transport maikcrease by 1.1 per cent in the
most extreme climate scenario. In answering rebequestion 2, we find that the loss of

demand as a result of climate change is limitedttierinland waterway transport sector.
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However, from a transport policy point of view, afidm an environmental perspective,
the reverse modal shift and the increase in @@issions are highly undesirable.

Chapter 4 addressed the issue of imbalances de tflows and thereby also
research question 3. This research question isralsvant for climate change because
imbalances in trade flows affect transport pricgfeigently depending on the direction of
transport, so the strength of the effect of lowewdé¢vels on transport prices, estimated in
Chapter 2, may be sensitive to the transport doectThis issue, the interaction between
the effect of low water levels and the effect ofimbalance in trade, was then discussed in
Chapter 5.

The theoretical basis of Chapter 4 can be foundigroeconomics textbooks such
as Boyer (1998). The theory implies that imbalanoesade flows affect transport prices
because (some) carriers have to return withoutoc&mm the low demand region to the
high demand region. Therefore, transport pricesha high demand direction have to
exceed those in the low demand direction. This iesplhat transport costs, and therefore
trade costs, are fundamentally endogenous witremtgp trade imbalances. We study this
effect using a similar, but extended, version (2@,@bservations) of the data set with
inland waterway trips which was employed in Chaf2tein contrast to previous chapters,
in Chapter 4 the inland waterway transport markeNorth West Europe is considered
instead of only the Kaub-related Rhine marketohlalt 20 regions are distinguished where
inland waterway trips depart and arrive. This agtts different from the standard textbook
one, where only two regions are considered. Thezefombalance is measured in a
different way than just the ratio of the size of fiiow in one direction to the size of the
flow in the opposite direction (the route imbalandérst, in each region the imbalance is
measured as the number of trips with cargo origigatrom the region divided by the
number of trips with cargo arriving in the regidaking into account the spatial dimension
of the network by weighting the imbalance in eaefjion according to the distance to, and
imbalance in, the other regions. This variable &ireed asl;. Then, we define our
imbalance variable as the imbalance in the destimatgion over the imbalance in the
origin region (; = Ii/l;). We call this variable the ‘region imbalance’régression analysis
shows that region imbalances play a much more prentirole than route imbalances in
the determination of transport prices in our sgttf a spatial network. We find that a 1
standard deviation increase in the region imbalanos its mean value decreases the
transport price by about 8 per cent. A range ofsiity analyses show that this effect is

robust. As the physical flow of goods by inland &ratays from regions along the North
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Sea coast (where seaports like Rotterdam and Aptwes located) to regions in the

hinterland is substantially larger than in the opm@direction, unit transport prices from

the coast regions to the hinterland regions arestanbially higher than the other way

round. This can be illustrated with an example: ifdand waterway transport from the

Rotterdam port area to the Neckar area in Gerntsarysport prices are 37 per cent higher
than in the opposite direction.

Chapter 5 combined the analyses in Chapters 2Zldadind an answer to research
question 4. That question is whether differencesmhbalance in trade flows over space
affect the size of the effect of an exogenous chadngransport costs on transport prices:
for example, as a result of low water levels. Weplay the data set from Chapter 4 but
include only those trips in the regression thatspatsleast one out of the three locations
where the water level is measured: Duisburg, KablenKaub. The locations of these
towns are shown in Figure 5.2. Also, as in Chapte20 regions are distinguished. The
variable of interest is the interaction effect bé t(location-specific) water level and the
region imbalance, and the dependent variable idaparithm of the transport price per
tonne. The three interaction effects (one for evecation) are statistically equal to each
other. Therefore, we also estimated a specificationhich we do not allow the effects to
be location-specific. With this specification it more straightforward to interpret the
results. To answer research question 4, we finchigimal effect of the water level which
is equal to a 0.63 per cent increase in the trahgpice for the mean region imbalance
value when the water level drops by 1 centimetomddional on the fact that the water
level is below the threshold value. We also findttldepending on the origin-destination
combination (and thus on the region imbalance), tegginal effect of an increase in
transport costs on transport prices in the high ateindirection can be almost twice as
large as in the low demand direction. Translatimg tesults into practice, they indicate
that, for shippers who are located in regions stterland (in, for example, the Neckar,
Moselle and Saar areas, and also the Middle ancetJphine area), and who pay for
transportation by barge from the coastal regionthéoGerman hinterland, the increase in
transport prices as a result of low water level§ lvé higher than for shippers who pay for
transport in the opposite direction. As a resultlohate change, the difference in transport
prices is likely to become greater in the future.

Because the water level is not only measured abKlut also at other locations, a
more reliable estimation of the welfare loss agsult of low water levels in 2003 was

carried out. So, returning to research questiothg, re-estimation of the welfare loss
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concerns the total Rhine market plus the Mosellekataand is estimated to lie between €
194 million and € 263 milliod?” This is much more precise than the previously est
welfare loss interval of [91, 227] in Chapter 2.

Finally, Chapter 6 aimed to answer research que&i Here, we assess the effect
of the transport price per trip on navigation speethe light of climate chang®® In the
maritime transport sector, it is observed thatdba cargo fleet increases navigation speed
in periods with high freight prices. As those pddare likely to occur more often in the
inland waterway transport sector in North West perdecause of climate change, it is
interesting to determine whether the above- meatigghenomenon in the maritime sector
is also present in the inland waterway transporttse Higher speeds imply a
disproportionate increase in fuel consumption, ilegdto more emissions, which is
undesirable from a climate mitigation perspectigain, we employ the same data set as
in Chapter 4, and we construct an econometric miadkéhg into account the endogeneity
of the transport price variable. The results shioat there exists a small effect of transport
prices on navigation speed. A 10 per cent incraasthe transport price leads to a
maximum increase in navigation speed of betweef @rd 0.3 per cent. However, the
reaction of barge operators to a possible increaspeed is different from carriers in the
maritime sector. They do not increase navigaticgedpas such, but instead they increase
the number of operational hours per day. So, toresddresearch question 5, higher
transport prices hardly result in faster navigatitmt carriers confine themselves to
changes in the number of operational hours. Becaesind a small effect, the increase in
fuel consumption and thus the emission of greergases as a result of higher transport
prices is negligible. However, as a consequencanoicrease in the number of trips by
barge of about 10 per cent in periods with low wéggels as in 2003, an increase in the

emission of greenhouse gases may be expected.

7.3 Estimation of total welfare loss

The welfare losses as a result of low water lexe®rted previously only concerned parts

of the inland waterway transport market in North3tVieurope. However, for decisions on

127 The Moselle is a tributary of the Rhine. See Féghu2. for the location of the Moselle.

128 Navigation speed is defined as the number of kéives navigateger day
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adaptation measures, reporting an aggregate wédfssefor the year 2003 would be more
informative.

The welfare loss for the Rhine market (with a siel87 million tonnes) was
estimated to lie between € 194 and € 263 milliontfee year under consideration. This
amount concerns inland waterway traffic on the Rhin Germany (including Dutch-
German border-crossing traffic) plus traffic on eselle. RIZA et al. (2005) focused on
the Dutch domestic inland waterway transport magket assessed the 2003 extra inland
waterway transport costs as a result of low waggels for this area to be about € 111
million.*?® Chapter 1 mentioned that 15 per cent of totalnidlavaterway transport in
Europe (500 million tonnes) takes place betweendgaBelgium and the Netherlands (the
North-South market) and about 4 per cent in Noréhn@ny. This implies that the size of
these two markets is about 75 million tonnes andn@lon tonnes, respectively. We use
the estimated amount of extra inland waterway partscosts in the Dutch domestic
market in order to assess the amount of extragmahgosts for the North-South market
and the North German market. These costs are dstinia be equal to € 83 million and €
22 million, respectively*® So, the total welfare loss via the inland watervinsport
sector due to low water levels in the year 200Blarth West Europe is estimated to lie
between € 410 million and € 479 million. For a fatyear like 2050, however, for which
the dry year of 2003 is representative, the est@chébtal welfare loss is more likely to be
an underestimate because it is based on obsersed fior 2003. According to socio-
economic scenarios, demand for transport is likelge higher in 2050.

Another reason why the mentioned total welfare losslikely to be an
underestimate is that more expensive transporatbyand road in periods with low water
levels is ignored. If we would have informationthie change in transport costs and tonnes
transported for these modes, the welfare losshé#otal transport sector due to low water
levels can be calculated.

To put the estimated total welfare loss in perspedt can be compared with total
turnover. The number of tonnes transported by bamgthe above mentioned markets
(Rhine + Moselle, Dutch domestic, North-South maed North-German market) is 382

129 The Dutch domestic market concerns inland watertnarysport with a place of loading and unloading in
the Netherlands. The size of the Dutch domestianihlwaterway transport market is about 100 million
tonnes (Min. V&W and CBS, 2003).

130 North-South market: (75/ 100) x € 111 million =88 million. North German market: (20/ 100) x € 111

million = € 22 million.
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million tonnes and the mean price per tonn€@ 548 (see Table 4.1). This implies that in a

year like 2003, the welfare loss is about 15 pet ofthe turnover in the market.

7.4 Implications for adaptation

This dissertation is written within the frameworkK the Dutch National Research

Programme ClimatechangesSpatial Planning for good reason. This programnas w
launched given the need to make the Netherlandwt-proof in the coming decades. So,
the implications of climate change on spatial piagntransport, and safety with respect to
water (Deltacommissie, 2008) have top-priority mrrent policy making. This section

aims to contribute to adaptive decision making imitiis context for the inland waterway

transport sector. As inland waterway transportrisirdernational-oriented business, it is
inevitable to look across borders and to coopewdtte Germany in particular.

First of all, in Chapters 2 and 5 and in the prasigection, we estimated welfare
losses for several geographical inland waterwapspart markets for the year 2003.
According to Beniston (2004), this is a year thah de used as an example for future
summers in the coming decades in climate-impact polity studies. These welfare
estimations are useful in, for example, social -testefit studies which give an indication
of whether investment in projects that aim to maitand waterway transport more robust
to low water levels is economically soutid Note that the estimated amounts do not imply
that adaptation measures to solve the low watesl lenoblems at, for example, Duisburg,
Koblenz and Kaub may cost as much as between €at84€ 263 million. After all, the
benefits of adaptation measures such as barrade$asti for many years. Second, the
volume transported by barge in future years willdifgerent. Third, if the bottlenecks at
the above mentioned locations are solved, therebeilanother location at the Rhine that
determines the minimum load factor and that willsm a certain welfare 1058.Finally,

adaptation measures may impose costs or creatéitoeamther sectors>

131 Examples of adaptation measures that can be @esidre the construction of barrages in the Riéne
and the canalization of this river.

132 This can be illustrated by an example. Suppose ththe load factor restrictions at Duisburg, Ket
and Kaub are solved, Oestrich (located upstreaiiaoib) is the next bottleneck. Let us assume th@820
low-water levels at Oestrich cause an annual welfass of € 50 million. Then the costs of investirien

eliminate the welfare loss of € 194 to € 263 milli@ year caused at Kaub must be less than € 14213
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Apart from an estimation of the welfare loss, ina@ter 2, an elasticity of demand
for inland waterway transport of -0.6 was alsoreated. This elasticity indicates that
adaptation of demand for inland waterway transpgrshippers is limited when transport
costs increase (as a result of low water levelsef@mple). This information might be
valuable when making (climate-related) policy diexis that affect the price of inland
waterway transport.

Chapter 3 addressed the potential adaptation n§p@t flows to climate change.
Under the most extreme climate scenario a revesdahshift from inland waterways to
road and railways is observed. The main resuhas this shift will be limited in terms of
tonnes, as well as in a relative sense. The trahgpicy of some countries in the
European Union and the Union itself is aiming tabbsh a modal shift from road to more
environmentally-friendly modes, such as inland watgs. Policy makers may be
reassured that the goal of establishing the shiifinat be particularly hampered by climate
change.

A result of the reverse modal shift is a 1.0 pettaéecrease in the number of truck-
vehicle kilometres and a 1.1 per cent increase @ €missions in the part of Europe
considered. Detailed road network analysis candesel wo calculate the increase in traffic
intensity and, consequently, in congestion leVeigressing the increase in congestion and
CO; emissions in monetary terms produces valuablenmdtion on external effects for the
previously mentioned social cost-benefit analysis.

Chapters 4 and 5 demonstrated that the combiriedt &ff low water levels and an
imbalance in inland waterway transport flows betwt#ee coastal and hinterland regions in
North West Europe lead to substantial differenoetsansport prices in opposite directions.
Climate change is likely to reinforce this effeds a result, shippers in the hinterland
regions, who already pay high transport prices, begonfronted with an extra increase in
transport prices. Consequently, those shippers stast thinking about relocating, for
example, closer to or in the coastal regions. Th&sy not be desirable from a spatial
planning point of view, given the relatively higlorgestion and flood risks in coastal

zones.

million a year assuming that these investments atoreduce the load factor restrictions of inlanipstat
Oestrich.
133 For example, the amount of available water forabeculture sector in dry periods may increase ue

the construction of barrages in the Rhine.
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From Chapter 6, it would appear that high transpdces (which usually occur in
periods with low water levels) do not result inteasnavigation by inland waterway
carriers, but at most in navigating a few more Bquer day, not leading to a significant
increase in fuel consumption. However, as a resuéin increase in the number of trips
during periods with low water levels (due to lovead factors), a negative external effect
in the form of higher emissions of greenhouse gaskgrobably appear. These external
costs should be taken into account when assessisgbenefit-analyses of adaptation

measures.

7.5 Recommendations for further research

Climate models are becoming more and more sopéisticand time series on climate data
are becoming longer. Therefore, climate researategslarly come up with modified and
more reliable information on climate change. Thisves that it is not only important to
conduct new research in the field of economic éff@t climate change but also to revisit
previous research and do some re-estimation. A ei@mple can be found in this
dissertation: the re-estimation of the welfare lios€hapter 5.

This study has focused on the effects of low wéeels on the inland waterway
transport sector. We have analysed this sector fitmenperspective of transport prices,
modal share, an imbalance in trade flows, and speknh relation to climate change. But
obviously more research can be conducted. Somethinigh is not addressed is, for
example, the issue of (un)reliability: how will lowater levels affect the reliability of
inland waterway transport? Because inland shipsi@ahe fully loaded in periods with
low water levels the reliability of the quantityliered to the customer decreases. Also,
the arrival time of inland ships becomes less béias a result of longer waiting times in
front of locks, for example. It would be worthwhite focus on this issue in future
research.

Then, a logical next step after assessing thetsfigf low water levels would be to
focus on the effect of high water levels. Althoulgiygh water levels occur much less
frequently than low water levels, their impact i®n far-reaching. During low water
levels, inland ships are restricted in their loadtdér but are still able to navigate. At high

water levels, the height of bridges may become Iprohtic for transportation of



130 Chapter 7

containers* In addition, above a certain threshold water lemabigation is prohibited by

authorities and, as a result, supply in the maikeeduced to zero. If a high water level
period exists for several days, inland waterwayeshelent production firms may be
confronted with great losses because their prooiugiiocesses come to a standstill.

The data, used in the analyses in this dissertaierrepresentative for the inland
waterway transport spot market. It would be intengs however, also to examine the
effects of low and high water levels in the longate(contract) market. Climate change
may increase uncertainty concerning transport casid punctuality of delivery for
shippers and the revenue for carriers. This maye hav impact on the formation of
contracts and possibly create an opportunity fonaarance market to cover this risk.

Next, this dissertation only focuses on the effattslimate change on the inland
waterway transport sector itself. However, the @fef climate change will also seep into
sectors that are served by the inland waterwaysp@m sector. It would be interesting to
conduct stated preference research on shipperkiteatland waterway transport services.
Higher transport prices and changes in transpdighiéty may have an impact on the
behaviour of those shippers. They may, for exangibet to consider relocating, or to rely
more on alternative transport modes. They can plsoeffort into the adaptation of
production procedures, as well as with modified rekeeping. These adaptation
opportunities are all worth considering for resbarc

Another interesting research area is (social) besiefit analysis of adaptation
measures to climate change for inland waterwaysprart. Assessing the costs and benefits
of large infrastructural projects such as barragagalizations, and dredging can support
decision making on whether and how to adapt inlaraderway transport to climate
change. But one can also think of adaptationseabgierational or technical level like new
logistical concepts and new ship designs. Thesestylp adaptation measures seem to be
more a task for the sector itself and an intergstasearch area for people concerned with
logistics, engineering and business administratibolimate change increasingly starts to
hamper conventional inland vessels, the highertalaposts of newly designed ships will
outweigh the higher unit transport costs incurregtause of the low load factors of
conventional ships. According to economic theomg pricing mechanism will settle this,

so that public investments will probably not be essary. In addition, adaptation from a

134 As container transport is expected to be the &rgeowth segment (the other segments are thosgryor
and wet bulk) in the coming decades and becausedégiment is ignored in this dissertation, it walkb be

interesting to assess the effects of climate changéis specific segment.
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logistics perspective is an interesting researehdfilt would also be worthwhile to
examine aspects like the capacity and availalolitgther transport modes or the condition
under which a change of transport mode is proftabid feasible in periods with low or

high water levels.
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NEDERLANDSE SAMENVATTING (SUMMARY IN DUTCH)
AANPASSINGEN IN DE BINNENVAART AAN KLIMAATVERANDERING

Samenvatting en onderzoeksresultaten

Het onderwerp ‘klimaatverandering’ is ‘hot’! Bijrdagelijks wordt in de media op de een
of andere manier wel aandacht besteed aan dit wader Vooral als zich ergens in de
wereld extreme klimaatomstandigheden voordoen, attetgevolgen van dien, wordt dat
breed uitgelicht. Denk bijvoorbeeld maar eens a&aam Katrina in New Orleans in 2005
of de extreme hitte in combinatie met enorme boslea in Australié begin 2009.

Maar klimaatverandering leidt niet alleen tot Weker voorkomen van extreme
weersomstandigheden. Geleidelijk aan veranderen eléhgiild temperatuur en
neerslagpatronen en tussen regio’s kan de matgerandering heel verschillend zijn. Dit
is een onderwerp wat intensief bestudeerd wordt Kimaatexperts. Een probleem bij het
bestuderen van klimaatverandering is echter onbekdr Klimaatexperts weten dat
temperatuur en neerslagpatronen veranderen, maa & moeilijk te bepalen in welke
mate. Daarom zijn er klimaatscenario’s ontwikkelit zijn plaatjes van hoe het
toekomstige klimaat (in het jaar 2050 of 2100 biszeeld) eruit kan zien.

Het is zeer waarschijnlijk dat klimaatveranderimgloed gaat hebben op onze
samenleving. Een aantal rivieren voeren hun wdteraaNederland en bovendien ligt ons
land aan zee. We zijn daardoor kwetsbaar voor treentngen bij hogere rivierafvoeren
en een stijging van de zeespiegel. Maar er kanopokectorniveau naar de effecten van
klimaatverandering worden gekeken. De landbouwsezr&b door een stijging van de
temperatuur misschien wel andere gewassen moetn \gabouwen en de toeristische
sector zal door een toenemend aantal zonuren hellieet een grotere vraag naar
toeristische faciliteiten aan de kust te makengknj Dit proefschrift is erop gericht om
inzicht te verkrijgen in de effecten van klimaatedering op een specifieke modaliteit in
de transportsector: de binnenvaart. In landen adeNand, Belgié en Duitsland heeft
binnenvaart een aandeel in de modal split van betskmet respectievelijk 33, 16 en 12
procent. Met de binnenvaart worden traditioneelrabdulkgoederen als olie, kolen en
zand vervoerd maar de laatste jaren laten ook &gimg van de containertrafieken zien.

De belangrijkste waterweg is de rivier de Rijn veae@r 63% van alle binnenvaartvervoer
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in Europa plaatsvond in 2006. De dikste goedereasirop deze rivier vinden we op het
traject van Rotterdam naar het Ruhrgebied in Dant$lwaar veel zware industrie gelegen
is. De aanbodkant van de binnenvaartsector wordergeerkt door een groot aantal
vervoerders welke een relatief homogeen productbiadan. De binnenvaartsector
vertoont dan ook duidelijke kenmerken van een pedempetitieve markt.

Klimaatverandering beinvioedt de binnenvaartseciarde waterstand in rivieren
en kanalen. Hoge waterstanden kunnen leiden temstingen en lage waterstanden
impliceren een beperking van de beladingsgraad bianenvaartschepen. Omdat lage
waterstanden in de toekomst waarschijnlijk veel evakullen voorkomen dan hoge
waterstanden richt dit onderzoek zich alleen opefiecten van, en adaptaties aan, lage
waterstanden.

Het proefschrift bestaat uit zeven hoofdstukkenhét eerste hoofdstuk worden de
onderwerpen klimaatverandering en binnenvaart, #ierboven zijn behandeld,
geintroduceerd. In hoofdstuk 2 wordt het effect Vage waterstanden op binnenvaart
transportprijzen, en via deze prijzen op maatschigp welvaart, geanalyseerd. We
gebruiken daarvoor een dataset, genaamd de Vaactitindicator, welke informatie bevat
over binnenvaartreizen die gemaakt zijn in NoordsWeuropa in de periode januari 2003
tot juni 2005 (ongeveer 9.000 observaties). Weteichons op dat gedeelte van de
binnenvaartmarkt in Noord West Europa welke hetastawordt getroffen door lage
waterstanden. Dit is de zogenaamde Kaub-markt. Kaugen klein stadje gelegen aan de
oever van de Rijn in Duitsland. Bijna alle binneastachepen die Kaub passeren zijn voor
hun beladingsgraad afhankelijk van de waterstanditgpunt wanneer die waterstand lager
dan 260 cm i$* Paragraaf 2.1 bevat een kaartje met daarin deidogan Kaub. Uit de
regressie analyse blijkt dat de transportprijs toer met 74% kan toenemen bij extreem
lage waterstanden (lager dan 180 cm) in vergetjkinet transportprijzen die worden
betaald voor reizen die plaatsvinden bij ‘normaleaterstanden (hoger dan 260 cm)
waarbij schepen niet worden belemmerd in hun betmsdjraad. Het genoemde percentage
geldt voor een binnenvaartschip van gemiddeldettgodlit een extra analyse blijkt dat
voor grotere schepen de transportprijs een noggatlatieve stijging vertoont naarmate
de waterstand daalt.

In een welvaartsanalyse is vervolgens de veramglen economisch surplus als

gevolg van de toename in transportprijzen berekéhervoor is een micro-economisch

135 Waterstand is hier synoniem voor waterdiepte.
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theoretisch model gebruikt waarin wordt verondédstiat de binnenvaartmarkt een perfect
competitieve markt is met een perfect elastisctbadnWe vinden dat in een gemiddeld
jaar (voor de periode 1987 — 2004) het jaarlijksdvaartsverlies € 28 miljoen is voor de
Kaub markt. In het jaar 2003, wat een zeer dro@g jmas en kan worden gezien als
representatief voor een jaar in het meest extrelinga&tscenario van het KNMI (W+),
bedroeg het welvaartsverlies € 91 miljdéhBreiden we deze analyse voor 2003 uit naar
de totale Rijnmarkt, dan vinden we een maximaalvaatisverlies van € 227 miljoen.
Omdat het aannemelijk is dat droge jaren als 2@®¥&wzullen voorkomen in de toekomst,
is het waarschijnlijk dat de jaarlijkse welvaartdezen door hogere binnenvaart
transportprijzen zullen toenemen.

In hoofdstuk 3 zoeken we uit in hoeverre de hodenmenvaart transportprijzen
resulteren in een adaptatie van de verdeling vaohtrover de verschillende modaliteiten.
Hiervoor is een strategisch netwerkmodel gebrugktiaamd NODUS. Dit model is een
instrument voor gedetailleerde analyse van vraaigport over uitgebreide multi-modale
netwerken en gaat ervan uit dat de vervoerde hdieidemet een bepaalde modaliteit
verandert in de tegengestelde richting waarmeeodeek van transport met die modaliteit
veranderen. We maken onderscheid naar drie maitieditebinnenvaart, spoor, en
wegvervoer. In onze studie laat NODUS dus zien faggregate (jaartotalen)
transportstromen in de Kaub gerelateerde transpoktm zich aanpassen aan
klimaatverandering. De resultaten laten zien davm@dag naar transport per binnenvaart
(gemeten in tonnen) met 5,4% daalt in een jaar @ meest extreme KNMI
klimaatscenario (W+) in vergelijking met een jaagtrde huidige klimaatomstandigheden.
In het op een na meest extreme klimaatscenario (ddjaagt het verlies 2,3%. De tonnen
die de binnenvaart verliest worden overgenomen dmirspoor en wegvervoer. Deze
verschoven tonnen worden getransporteerd over rkortdstanden (het spoor- en
wegennetwerk hebben een hogere dichtheid dan hetetwaartnetwerk) maar met
gebruikmaking van meerdere voertuigen (treinen nvaaral trucks hebben een kleinere
capaciteit dan binnenvaartschepen). Daarbij is d&,-&nissie per truck of trein
tonkilometer hoger dan per binnenvaart tonkilomefée vinden dan ook een stijging van
de jaarlijkse C@emissie in het meest extreme klimaatscenario ifrKaeb gerelateerde

transportmarkt van 1,1%.

136 7ie Tabel 1.1 in Hoofdstuk 1 voor een overzicht d@ KNMI 2006 klimaatscenario’s.
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De verschuiving in vrachtvervoer van de binnenvazaar de concurrerende
modaliteiten als gevolg van lage waterstanden kabeperkt worden bestempeld. Echter,
gezien vanuit het perspectief van beleidsmakersebgebied van transport en milieu zijn
de voorziene omgekeerde modal shift en de stijgamgde CQ-emissie zeer onwenselijk.

Hoofdstuk 4 behandelt het effect van een onbalsnsvervoersstromen op
transportprijzen in de binnenvaart. Op het eerstacht is de relatie met het onderwerp
klimaat afwezig. Echter, een onbalans in vervoewsstn in de binnenvaart zorgt ervoor
dat transportprijzen niet gelijk zijn op verschilte transportroutes. De mate van het
waterstandeffect, zoals geschat in hoofdstuk 2damrom wel eens gevoelig kunnen zijn
voor de transportrichting. Dit onderwerp, de intdi& tussen het effect van lage
waterstanden en het effect van een onbalans im&estromen, staat centraal in hoofdstuk
5.

Standaard micro-economische theorie vermeldt dan eonbalans in
vervoersstromen transportprijzen beinvioedt omdidaande van een twee-regio setting,
sommige vervoerders zonder vracht terug moetemkexruit de regio waar de vraag naar
transport laag is, naar de regio waar de vraag traasport hoog is. Daarom zullen
transportprijzen in de richting waarin de vraagrrte@nsport hoog is, hoger zijn dan die in
de richting waarin de vraag naar transport laagDis.betekent dat transportprijzen in
essentie endogeen zijn ten opzichte van een ortbatamandels-of-vervoersstromen. We
bestuderen dit effect waarbij we een uitgebreidersie van de Vaart!\VVrachtindicator (nu
22.000 observaties) uit hoofdstuk 2 gebruiken. dgenstelling tot de twee vorige
hoofdstukken, waarin we ons richtten op de Kaulelgézerde binnenvaartmarkt, wordt in
dit hoofdstuk de binnenvaartmarkt in heel Noord WEesiropa beschouwd. In ons
ruimtelijke netwerk zijn in totaal 20 regio’s ondeheiden van waaruit en waarin
binnenvaartreizen vertrekken en arriveren. Dezdivmegio setting is verschillend van de
standaard micro-economische theorie, die uitgaatwae regio’s. De onbalans is dan ook
anders gemeten dan de ratio van de grootte varadgpiortstroom in de ene richting en de
grootte van de transportstroom in de tegengestelti®ing (de zogenaamde ‘route
onbalans’). We gaan uit van het aantal in- en aitga reizen van een regio. In eerste
instantie meten we de onbalans in een regio ddoadrgal reizen dat uit een regio vertrekt
te delen door het aantal reizen dat in de regivesert waarbij de onbalans in iedere regio
wordt gewogen naar de afstand tot, en onbalansniera regio’'s. Deze variabele
definiéren we ald;. Vervolgens definiéren we onze onbalansvariablsl@a ratio van de

onbalans in de aankomstregio en de onbalans inedeekregio (; = I;/l;). We noemen
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deze variabele de ‘regio onbalans’. Een regresséyse laat vervolgens zien dat de ‘regio
onbalans’ een veel grotere rol speelt dan de ‘roaalans’ in de bepaling van
transportprijzen in onze setting van een ruimteigitwerk van 20 regio’s.

Met het empirische model vinden we dat een stadeaiatie stijging in de regio
onbalans vanaf zijn gemiddelde, leidt tot een dphan de transportprijs van 8%. Een
aantal gevoeligheidsanalyses laten zien dat ditlteesd robuust is. Omdat de fysieke
goederenstroom per binnenvaart vanuit regio’s gredzaan de Noordzee (waar de havens
van Rotterdam en Antwerpen ook gelegen zijn) nagiois in het achterland substantieel
groter is dan in de omgekeerde richting, zijn tpamiprijzen voor binnenvaartvervoer
vanuit de kustregio’s naar het achterland sub&tahtioger dan in omgekeerde richting.
De prijs voor vervoer per binnenvaart van de regmterdam naar de Neckarregio in
Duitsland is bijvoorbeeld 37% hoger dan in de tegstelde richting.

Hoofdstuk 5 combineert de analyses uit hoofdstukkesn 4 om uit te zoeken of
het effect van een exogene verandering in transpstgn (bijvoorbeeld door lage
waterstanden) op transportprijzen gevoelig is waschillen in vervoersonbalans over de
ruimte. We gebruiken de dataset uit hoofdstuk 4 rmaa beschouwen alleen die
binnenvaartreizen in de regressie die minimaalveende locaties passeren waar we de
waterstand meten, Duisburg, Koblenz of Kaub. DetkaaFiguur 5.2 laat zien waar deze
steden liggen. Net als in hoofdstuk 4, onderscimeigde ook nu 20 regio’s. De variabele
waarin we geinteresseerd zijn is het interactieetffan de (locatiespecifieke) waterstand
en de ‘regio onbalans’ en de afhankelijke varialiglde transportprijs per ton. Het blijkt
dat de drie interactie-effecten (één voor iedematie) statistisch gelijk zijn aan elkaar.
Daarom is ook een specificatie geschat waarin wet moelaten dat het effect
locatiespecifiek is. Uit deze specificatie blijkhtchet marginale effect van de waterstand
gelijk is aan een 0,63% stijging van de transpggpwanneer de waterstand met 1 cm
daalt, onder de voorwaarde dat de waterstand zcteden de drempelwaarde, waarbij
beladingsbeperkingen optreden, bevindt. We vinddndat, afhankelijk van de herkomst-
bestemmingscombinatie (en dus van de regio onbalties marginale effect van een
toename in transportkosten op transportprijzenabtimee maal zo groot kan zijn in de
transportrichting waarin de vraag hoog is ten dpeio/an de transportrichting waarin de
vraag laag is. Voor de praktijk betekent deze bdimip dat voor verladers die gevestigd
zijn in het Duitse achterland (bijvoorbeeld de Meleen Neckarregio), en die betalen voor
vervoer vanaf de kustregio’s naar het achterlardpdname in transportprijzen als gevolg

van lage waterstanden hoger zal zijn dan voor gerladie betalen voor vervoer in de
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tegengestelde richting. Door klimaatveranderindies waarschijnlijk dat het verschil in
transportprijzen groter wordt in de toekomst.

Omdat in dit hoofdstuk de waterstand op meerdecaties dan alleen Kaub is
gemeten, kan een nauwkeuriger schatting van hetaadbverlies door lage waterstanden
in 2003 worden uitgevoerd dan in hoofdstuk 2 isagad Voor de Rijnmarkt en de
Moezelmarkt samen vinden we nu een interval voorwedvaartsverlies van tussen de €
194 en € 263 miljoen. In hoofdstuk 7 breiden weedamalyse nog verder uit naar heel
Noord West Europa. Voor dit gebied schatten we eeximaal welvaartsverlies van
ongeveer € 479 miljoen voor het jaar 2003.

Tenslotte analyseren we in hoofdstuk 6 in welke emtnsportprijzen in de
binnenvaart van invioed zijn op de vaarsnelheiderbinnenvaart. In de maritieme sector
zien we dat de vloot haar vaarsnelheid verhoogteimoden waarin hoge transportprijzen
worden betaald. Omdat het waarschijnlijk is daiquben met hoge transportprijzen vaker
gaan voorkomen in de binnenvaartsector in Noordt\asopa door klimaatverandering,
is het interessant om te bestuderen of het zoggsbemde fenomeen in de maritieme
sector ook aanwezig is in de binnenvaartsector.eHbyaarsnelheden duiden op een
disproportionele toename van het brandstofverbwak leidt tot een hoger emissieniveau
wat niet gewenst is vanuit het perspectief vangaite van klimaatverandering.

We gebruiken voor de analyse wederom de datasehaofdstuk 4 en we
construeren een econometrisch model die rekeningdthaet endogeniteit van de
transportprijs, de verklarende variabele waaringe@nteresseerd zijn. We definiéren de
vaarsnelheid in onze studie als het aantal gevdelaimeters per dag. De resultaten tonen
aan dat er een klein effect bestaat van de tratpsrop de vaarsnelheid. Een 10%
toename in de transportprijs leidt tot een adaptatin de vaarsnelheid van maximaal
+0,3%. Echter, de manier waarop vervoerders in idaelmvaartsector hun vaarsnelheid
aanpassen is anders dan die van vervoerders inaddéeme sector. Ze gaan niet sneller
varen door het aantal kilometers per uur op te eanaar door het aantal operationele
uren per dag te verhogen. Omdat we zo een kleiaceffinden is de toename in
brandstofverbruik, en daardoor ook de extra uitsteen broeikasgassen door hogere
transportprijzen verwaarloosbaar. Echter, doordatndnvaartschepen tijdens lage
waterstanden met een lagere beladingsgraad moatem,vzien we een toename in het
aantal scheepsbewegingen van ongeveer 10 proceeniperiode met lage waterstanden

zoals in het jaar 2003. Deze toename leidt wetéot hoger brandstofverbruik.
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Implicaties voor adaptatie

De resultaten van het onderzoek in dit proefschtfinen worden gebruikt bij het maken
van beleids- en investeringsbeslissingen voor veditelt aanpassingen in de binnenvaart
aan klimaatverandering. De schattingen van de omivan het welvaartsverlies als gevolg
van lage waterstanden kunnen bijvoorbeeld van veaaigh bij het uitvoeren van
maatschappelijke kosten-baten analyses. Investgiogecten die tot doel hebben het
vervoer per binnenvaart klimaatbestendig te makem&n zo worden beoordeeld op hun
economische haalbaarhéiti.Een voorbeeld van zo een investeringsproject iplaatsen
van stuwen in de Rijn.

De geschatte elasticiteit van de vraag naar t@ahgeer binnenvaart is -0,6. Dit
impliceert dat de verandering van de vraag reldtlein is bij een verandering van de
transportprijs. Deze informatie kan nuttig zijn bigt maken van (klimaat gerelateerde)
beleidsbeslissingen die de transportprijs voor &mvaartvervoer beinvioeden.

Door de inelastische vraag is de verwachte omgdrinde modal shift als gevolg
van lage waterstanden beperkt. Dit betekent ddiinleenvaart relatief weinig vracht zal
verliezen aan concurrerende modaliteiten. Natioradturopees beleid op het gebied van
transport is gericht op het bewerkstelligen van medal shift van wegvervoer naar meer
milieuvriendelijke modaliteiten (spoor en binnendtaa Beleidsmakers zijn wellicht
enigszins gerustgesteld dat het bereiken van @it miet zwaar zal worden gehinderd door
klimaatverandering in de vorm van lage waterstanden

Doordat een onbalans in vervoersstromen het eff@ctlage waterstanden op de
transportprijs versterkt is het mogelijk dat vedeslin het achterland die geconfronteerd
worden met grote prijsstijgingen zich in de kuskonmillen gaan vestigen. Vanuit het
perspectief van beleid op het gebied van ruimtelgkanning kan men zich afvragen of
deze potenti€éle verhuizing wel gewenst is gezien rdlatief hoge congestie en
overstromingsrisico’s in kustzones.

Tenslotte blijkt uit het onderzoek dat binnenveetiepen nauwelijks sneller varen
in perioden met hoge transportprijiéﬁEchter, omdat binnenvaartschepen met een lagere

beladingsgraad varen in perioden met lage watatetgn neemt het aantal

137 voor een jaar onder het meest extreme klimaatsiteisahet geschatte welvaartsverlies maximaal & 26
miljoen voor de Rijnmarkt en maximaal € 479 miljosor heel Noord West Europa.
138 Als gevolg van klimaatverandering is het waarstijj dat perioden met lage waterstanden, en damrdo

perioden met hoge transportprijzen vaker zullerrkomen.
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scheepsbewegingen toe. Dit leidt tot een toenanme dea emissie van broeikasgassen
waardoor er een negatief extern effect optreedtgallg van lage waterstanden. De
monetaire waarde van dit effect moet worden meagenoin kosten-baten analyses voor

adaptatiemaatregelen.

Aanbevelingen voor vervolgonderzoek

Het onderzoek in dit proefschrift heeft veel insm@nte bevindingen aan het licht gebracht
binnen het thema ‘klimaat en binnenvaart’. Echégrzijn binnen dit thema nog diverse
onderwerpen over waar aandacht aan besteed karemvoEkn voorbeeld van zo een
onderwerp is transportbetrouwbaarheid: in welkeenmtllen lage waterstanden invioed
hebben op de betrouwbaarheid van binnenvaartve?v@endat binnenvaartschepen hun
capaciteit niet volledig kunnen benutten in tijdemet lage waterstanden daalt de
betrouwbaarheid van de aangevoerde hoeveelheidn&sst kunnen de aankomsttijden
van schepen minder betrouwbaar worden door langacéttijden bij sluizen of omvaren.

Een ander onderwerp, en een logische stap nanuerzoeken van effecten van
lage waterstanden op de binnenvaartsector, is ofiociegssen op het effect van hoge
waterstanden. Hoge waterstanden komen dan wel muagdd voor dan lage waterstanden,
de impact is ingrijpender. Tijdens lage waterstanderden binnenvaartschepen beperkt
in hun beladingsgraad, maar het blijft mogelijk tenvervoeren. Bij hoge waterstanden
wordt de hoogte van bruggen ten opzichte van heterapperviakte kleiner, wat
problemen op kan leveren voor transport van coaetaii’ Daarnaast is het boven een
bepaald waterniveau verboden voor de binnenvaarteomaren waardoor het aanbod van
vervoerscapaciteit van het ene op het andere mokentterugvallen tot nul. Het is
interessant om te kijken hoe het prijsmechanismerniée omgaat. Tevens kunnen
bedrijven geconfronteerd worden met onderbrekingam hun productieprocessen indien
hoge waterstanden voor langere tijd aanhoudenkavateiden tot grote schade.

De data die is gebruikt voor de analyses in daefschrift is afkomstig uit de
binnenvaart spot markt. Het is echter ook mogetijk de effecten van lage en hoge

waterstanden op de lange termijn (contractenmaekt)nderzoeken. Klimaatverandering

139 Omdat wordt verwacht dat het transport van coetaiper binnenvaart de grootste groei zal latem (e
andere segmenten zijn die voor droge en natte lolke komende decennia en omdat dit segment siiet i
meegenomen in dit proefschrift zou het ook intaeszijn om de effecten van klimaatverandering op

containertransport per binnenvaart te onderzoeken.
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leidt waarschijnlijk tot meer onzekerheid in de bt van de transportkosten en de
punctualiteit van de leveringen voor verladers emmgbrengsten voor vervoerders. Dit kan
invloed hebben op de totstandkoming van contraetekan wellicht een markt creéren
voor verzekeringen om dit risico af te dekken.

Dit proefschrift richt zich alleen op de effectean klimaatverandering op de
binnenvaartsector zelf. Echter, de effecten kurshmorwerken in de sectoren die door de
binnenvaart worden bediend. Het uitvoeren van dtateference onderzoek bij verladende
bedrijven die schepen inhuren is een mogelijkheimd dit te onderzoeken. Hogere
transportkosten en een mogelijke verslechtering darbetrouwbaarheid kunnen effect
hebben op het gedrag van verladers. Ze kunnen difjeeld overwegen om te gaan
verhuizen of om meer gebruik te gaan maken van randeodaliteiten. Een andere
mogelijkheid is dat ze hun productieprocessen emraadsystemen anders gaan inrichten.
Deze adaptatiemogelijkheden zijn allen de moeitardiam te onderzoeken.

Een ander interessant onderzoeksveld is maatseljapkosten-baten analyse met
betrekking tot adaptatiemaatregelen voor de binaartv Het tegen elkaar afwegen van
kosten en baten van stuwen, kanalisatie en bagg&en de kwaliteit van de
besluitvorming betreffende het klimaatbestendig emakan de binnenvaart bevorderen.
Naast deze grootschalige adaptatiemogelijkhedenrkan echter ook denken aan het
afwegen van kosten en baten van aanpassingen applgditionele niveau zoals nieuwe

logistieke concepten en lichtgewicht schepen.

Het onderzoek in dit proefschrift is uitgevoerd rn@n het kader van het
onderzoeksprogramma “Klimaat voor Ruimte”. Dit pamma, en daarmee dit
proefschrift, is gefinancierd door het MinisteriarvEconomische Zaken en heeft tot doel

bij te dragen aan het klimaatbestendig maken vateN&nd.






The Tinbergen Institute is the Institute for EcomoiResearch, which was founded in 1987
by the Faculties of Economics and Econometricshef Erasmus University Rotterdam,
University of Amsterdam and VU University Amsterdaiihe Institute is named after the
late Professor Jan Tinbergen, Dutch Nobel Prizeekte in economics in 1969. The
Tinbergen Institute is located in Amsterdam andt&dam. The following books recently
appeared in the Tinbergen Institute Research Series
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