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Beating the random walk: a performance assessnhdon@-
term interest rate forecasts

Frank A.G. den Butter and Pieter W. Jansen
1. Introduction

Future developments of long-term interest ratekayeto strategic decision making by
economic agents. Financial markets analysts haugpsa whole “industry” of interest rate
forecasting. Even though the specialists in themaall try to develop a view on future
interest rate movements, they do so for very difiereasons. For instance, investors want
to know the direction of interest rates so they icanease the performance of their
investment portfolio. Government bond agencieshendther hand, predict the interest rate
to estimate financing costs and determine whergsoa time to fund their capital needs.

Mainstream economic literature distinguishes, bipadeaking, three methods of economic
forecasting, namely time series models, structma@dels and forecasts that are (also) based
on expert knowledge. The latter category uses kacitvledge, based on intuition and
experience. Quite often experts use model outcamesmbination with other factors they
consider relevant for expected interest rate dgweénts. It makes forecasting a mixture of
science and art (Hendry and Clements (2003)). Seiespresents the econometric systems
that embody consolidated economic knowledge bujwgement) plays an important role
as well.

This paper aims to assess the quality of the vammonomic forecasting methods by
comparing the outside sample errors of long-tett@rast rate predictions with the random
walk as benchmark prediction method. Such compatissomewhat hindered by the fact
that much interest rate forecasting is conductdterprivate sector, where, in general, the
models or methodologies are not published. Espgcdrathe investment industry it is
unlikely that successful interest rate forecastarsld like to inform competitors about the
quality of their model. In order to include as jf& quality of these forecasting models in
our assessment we use the long-term interest fetefar a large group of private
forecasters, collected and published by Consensoisdinics. These consensus forecasts
can be seen as the output of the forecasting melihgids of experts.

The information contents of the various forecastimethods may not completely overlap. In
that case combining forecasts makes use of théi@aliinformation content contained in
the individual methods, so that a combined foreisalitely to outperform the individual
forecasts (Bates and Granger, 1969). Thereforeswecanstruct combined forecasts using
different weighting schemes and compare the quafithese forecasts with the forecasts
which stem from the single methodologies. Empirreskearch has convincingly shown that
combining forecasts leads to a better forecasbpednce (e.g. Hendry and Clements
(2004), Aiolfi and Timmermann (2004), and TimmermgB&005)).



Our paper is in line with other studies which conepaterest rate forecasting methods (see
e.g. Fauvel et al. (1999)). Pooter et al. (20039 discuss different model specifications, but
do so with regards to the term structure of interags. Chun (2008) surveys individual
expert forecasts across the term structure. Oulysie@&xtends these studies. Firstly, we
consider long-term interest rates, whereas modtestidocus on short-term interest rate or
on the term premia. Secondly, we compare macroesimnausal models, expert models
and time series models in relation to long-termanest rate forecasting. This comparison
relates to forecasting performance across cour{tdeged States, Germany, United
Kingdom, The Netherlands and Japan) and consillerditference between two forecast
horizons: a 3 month forecast period and a 12 mfamécast period.

This paper is structured as follows. Section 2udises various aims of interest rate
forecasting. Section 3 describes our practical @mantation of the forecasting models and
the set up of the performance assessment. Thissedso introduces the benchmarks for
our interest rate forecast models, i.e. the randatk model, and as alternative a somewhat
more sophisticated times series model. Sectioseudses the outcome of the expert based
forecasts. Section 5 considers the structural &stang models, where long-term interest
rates forecasts stem from causal economic reldtipnssing information on leading
indicators as determinants for long-term interagts. Section 6 assesses whether pooling of
forecast models improves the predictive performaBeetion 7 provides the final
comparative quality judgment. Here we compare ¢inedasting performance of all 4
forecasting methodologies with the benchmark modeislly, section 8 concludes.

2. Aims of interest rate forecasts

For an assessment of the quality of interest @tchsts, it is necessary to find out about
the aim of the forecasting exercise. The introdurctilready mentioned that economic
agents have different aims in their use of interats forecasts. A comparative analysis of
the quality of the forecasts should be aware dfdhdifferent aims. A first difference relates
to the time horizon of the forecast. Some invesbtase their investment decisions on very
short horizons, others focus more on a longer tiorezon. The first group can be
categorised as tactical investors and the secangpgas strategic investors. In the short run
view, interest rate volatility determines the chaingbond prices and hence the bond
investment return. It is relevant for the assetfptio. However, the interest rate also feeds
into the valuation of pension liabilities. Pensfands discount their future liability at the
long-term interest rate.

Besides investors, interest rate forecasts arerelseant for borrowers. For instance
government agencies, people that hold a mortgadkennproperty or corporations that are
considering to finance an investment plan all take account the interest rate forecast.

Different aims imply that different loss functioase to be considered when assessing the
quality of the forecasts. Overall, the investor Wwé more worried about a forecast error that
leads to a lower performance and mortgage holdébeimore hurt by higher finance costs
than anticipated. The risks are a-symmetric. Instudy we do not focus on interest rate
forecast for any specific purposes. Thereforehéassessments of interest rate forecasting



models, we take the “goodness of fit” as the ddtefor comparison. In our comparative
analysis models with the lowest (outside sampledast error are considered as the “best”
forecasting models so that the mean squared fdreoas acts as loss function. Moreover,
in the last part of this paper, we also considegtiver models are able to capture the
direction of interest rate changes.

3. M ethods and modelsfor interest rate forecasts

As mentioned before this paper considers threegyodes of forecasting models:
1. Time series models

2. Structural models

3. Structural models cum additional information aacit knowledge (intuition)
Of course, each of these categories can be spiittawarious subcategories.

With respect to the time series models, where tenm interest rates are explained solely
by past values of these rates, we restrict oursatvéhe class of ARIMA-models, which are
commonly used for (interest rate) forecasting. \Wea the models with the best possible
fit given the usual identification and specificatiprocedure of these models. We do not
include structural time series models in our analgs identification of the various
components of the interest rates time series doeseem appropriate for our purposes.

With respect to structural econometric models whemg-term interest rates are explained,
along with other economic variables of interestchysal relationships, a large variety in
techniques and methodologies can be used: singktieq approaches, structural systems
of equations models, VAR, VECM models and non-lmezural network models. In this
comparative analysis we concentrate on single emsaand the VAR approach. There are
also differences in the amount of data which isluseapply the structural models. On the
one hand, there is a tendency in empirical reseasghrds working with large datasets (see
for instance Ludvigson and Ng (2005), Pooter ¢2@07) and Stock and Watson (1998 and
2005)). Stock and Watson (2005), for instance, eitpat with a large data set more
information is included which protects the robustef the model against structural
instability. On the other hand, Boivin and Ng (3DP@oint out that smaller, pre-screened,
datasets can lead to better results. As we elaboratection 5, we follow Den Butter and
Jansen (2004) in incorporating macro economic idatausal models. It means that we
base our model specifications on a relatively sipallp of a qualified dataset.

In our empirical approach, we specify and compaoeets from all three categories, but use
the time series models as a benchmark model i twdavestigate whether the
incorporating the additional information of theustitural models and expert forecasts pays
off to get a better forecasting performance. Irt v&& use two time series models as
benchmark, namely the simple random walk modelaanddequately specified ARIMA
model.

The simple random walk model is specified as folow



(1) R.,,=R+e¢

where R, represents the interest rate at month Rthe interest rate at month t agds

the disturbance ternz as a mean of 0 and an expected value of 0. Thikesnhat the
expected value of R at time t+n is equaRo

(2 ER..)=R

Table 1 summarizes the mean squared forecast ¢M&ISE) of random walk model for the
two forecast horizons (3 months and 12 monthsjHerfive countries of our study. The
MSFE are presented in basispoints, where one lmasismrresponds to 1/100 of a percent.
The table shows that, as should intuitively be susgal, the MSFE is higher for the longer
period (18.3 to 36.8 basispoints) while the MSFRuge low for the 3 month forecast
period (6.2 to 15.3 basispoints).

Table 1: Mean squared error of random walk modeékisispoints (1/100 of a percent) in
the out of sample period (2003:5 — 2008:3)

3 month forecast 12 month forecast
United States 15.3 36.8
German 8.4 37.€
United Kingdon 9.4 21.2
The Netherlands 6.2 39.3
Japan 8.1 18.3

As our other benchmark model we select the bebtdispecification from the class of
ARIMA models. E.g. Fauvel et (1999) find that ARIMAodels are satisfactory and useful
for interest rate forecasting. Application of theual specification selection procedure leads
to two alternative specifications of an ARIMA modeamely the AR(2) model:

G R=L*R+B*R, *&

The estimation results of equation (3) are sumredria table X. The table shows the
results for both the 3 month and 12 month forebasgizon. The second column shows
which lags have been incorporated. The first laghah referred is labelled variable C(1)
and the second C(2). Both are variables, as destiibequation (3), are lagged long-term
interest rates.



Table 2: forecast results of ARIMA equation

Lags (months) C@) C(2) R-squared  Akaike
of variables

C(1) and C(2)
3m forecast
us -3,-4 1.33 (8.42) -0.35 (-2.20) 0.860 1.32
Germay -3,-4 1.58 (10.2 | -0.58 -3.78 0.93¢ 1.0¢
Netherl -3,-4 1.56 (10.0 | -0.56 ~3.64 0.93¢ 0.8:
Japan -3,-4 1.15 (7.49) -0.17 (-1.10) 0.938 1.50
UK -3,-4 1.26 (8.16) -0.27 (-1.74 0.957 1.26
12m forecast
us -12 0.94 (85.8) -0.61 (-1.58) 0.403 2.7C
Germany -12,-13 1.57 (4.05 -0.89 (-2.23) 0.607 72.8
Netherl -12-13 1.85(4.63 | -0.39 ~1.28 0.59¢ 2.6¢
Japal -12-13 1.28 (4.21 | -0.20 ~0.60 0.75(C 2.8¢
UK -12,-13 1.15 (3.43) 0.794 2.79

and the ARIMA(2,1,2) model:

(4) AR[ = :81 * ARl—l + :82 * AR[—ZE tE T :83 * &t :84 * gt—zg
whereA is the first difference of the corresponding valéa

The results of this estimation for the countriesrawo forecast horizons are shown in the
table below.

Table 3: forecast results of ARIMA equation

Lags (months) C@) C(2) R-squared  Akaike
of variables

C(1) and C(2)
3m forecast
us -5 -0.10 (-1.36) -0.000 -0.14
German' -3,-4 0.16 (2.04 0.06 (0.77 0.02¢ -0.3¢€
Netherl -3,-4 0.12 (1.46 0.12 (1.48 0.02¢ -0.61
Japan -3,-4 -0.12 (-1.59) -0.09 (-1.1R) 0.01§ 0.1p
UK -3,-4 0.02 (0.21) 0.08 (0.97) -0.009 -0.1(
12m forecast
us -13 -0.15 (-1.93) 0.007 -0.14
Germany -12,-13 -0.13 (-1.66) -0.09 (-1.18) 0.007 0.5%
Netherl -12-13 -0.12 -1.53 | -0.08 -1.07 0.00z -0.7C
Japal -12-13 0.03 (0.42 | -0.07(-0.94 -0.02( 0.1C
UK -12,-13 -0.09 (-1.13), -0.02 (-0.26) -0.019 -0.14




The observation period for estimating the abovethigrARIMA-models is 1989:1-

2003:4. Table 2 presents the MSFE scores of the AR{d ARIMA (2,1,0) models for the
two forecast horizons in the outside sample pe2ia@B:5 — 2008:3. Table 2 shows that the
ARIMA(2,1,0) model overall performs slightly bettdran the AR(2) model. It should be
noted that the ARIMA(2,1,0) model is a somewhaterswphisticated version of the
benchmark random walk model, which reads as ARIMBA®@®. Comparison of the results
of Table 1 and Table 2 shows that the outside Eafopecasting performance of the
ARIMA (2,1,0) model is slightly better than thattbie random walk model. So estimating
the additional four parameters seems to pay offwbeecasting long-term interest rates,
albeit that differences in performance are minor.

Table 2: Mean squared error in basispoints (1/XG0percent) in the out of sample period
(2003:5 — 2008:3).

3 month forecast horizon 1 year forecast horizon
AR(2) ARIMA(2,1,2) AR(2) ARIMA(2,1,2)
United States 16.6 15.4 40.9 35.5
German 9.¢ 8.7 36.5 35.¢
United Kingdon 10.2 9.€ 20.¢ 20.¢
Netherlands 6.3 6.3 21.5 17.6
Japan 8.9 8.3 36.1 17.6

4. Expert forecasts

The opinion of the experts is a crucial componardpplied economic forecasting. Franses

et al (2007) point out that “official forecasts ioternational institutions are never purely

model-based. Preliminary results of models arestéguwith expert opinions.” This is also
in line with a quotation in Fauvel et al (1999) whé is stated that “ judgement is a heavy
component in forecasting economic data”. As a mattdact the combination of model-
based forecasts and expert knowledge illustratesdzmnomic forecasting is partly science
and partly an art. The tension between the sciehderecasting and the art of forecasting
was already noted by Samuelson (1975) in the fatigwuotation:

"When Robert Adams wrote a MIT-thesis on the amcyrof different forecasting
methods, he found that 'being Sumner Slichter' apggrently one of the best methods
known at that time. This was a scientific fact, &gad scientific fact. For Slichter could
not and did not pass on his art to an assistatd arnew generation of economists. It
died with him, if indeed it did not slightly predsase him. What he hoped to get by
scientific breakthrough is a way of substituting foen of genius, men of talent and
even just run-of-the-mill men. That is the sense/liich science is public, reproducible
knowledge."

Hence Samuelson's main concern with forecastitigaisa forecasting artist may outperform

a forecasting scientist, while the art of foreaasts non-reproducible. The quotation suggests

that, in that time, experts were indeed able tperdiorm forecasters who rely on models. In

this vein Fair and Shiller (1989, 1990) compareitiiermational content in forecasts from
economic models and in forecasts combining economoidels with judgement. Such



investigation does not only indicate to what exfen¢casters use different information, or
all relevant information available, but it also ggva clue for combining the forecasts (see
also section 6) in order to improve them. In thmsaein McNees (1990) investigates the
extent to which judgement is helpful to improve metically generated forecasts. He
concludes that the historical records suggestjtisigiemental adjustment improves the
forecasts, despite instances of success of medilgrgenerated forecasts. Moreover he
looks at whether forecasters who combine theirdases with judgement overadjust or
underadjust. In other words, whether they put tacmor too little trust in the mechanically
generated forecast from their models. McNees fandight overadjustment. The message
therefore is that forecasters should adjust therets using judgement, but that they should
be very careful about it. It is, according to McNea mistake to accept adjustments that are
made at face value, especially when the adjustnagmsar without any explanation of the
reasoning behind them.

A number of more recent studies focus more spetiyi on the quality of survey based
financial forecasts of experts. The outcomes afeélstudies are mixed. Brooks and Gray
(2003) evaluated the bond yield forecast that ghklii on a semi annually basis in The
Wall Street Journal. These authors conclude tlepérformance is poor: in 67% of the
forecasts the directional forecast is wrong. CH2008) finds that for long maturity interest
rates econometric models consistently outperfoerstirvey forecasters over a forecast
horizon of over 3 to 4 quarters. On a short terrto(2 months ahead) the random walk
outperforms. According to Chun (2008) market beamed survey based forecasts do quite
well on a short time horizon.

Kolb and Stekler (1996) investigate whether thera consensus amongst financial
forecasters at all. It seems incorrect to speakainsensus when there is a large diversion
in views. Kolb and Stekler (1996) conclude thathadoly in 50 to 65% of the cases there is
a consensus about the direction long-term intestes are expected to move. The
consensus forecast is in fact an (unweighted) geevéa panel of individual forecast.
Therefore, the consensus forecast is already aioeshimodel when assuming that the
forecasters that participate in the survey usewifit information and different models.
Bauer et al (2003) compared the consensus foroasthe Blue Chip Consensus forecasts
survey for a number of economic variables. Theychaie that the average forecast
performs better than the best forecaster. We watiuks the advantages of combining
forecasts further in section 6.

A specific characteristic of expert forecasts, WHiampers a comparative analysis, is that
there is entry and exit of forecasters (see algosBan and Timmermann (2006)). The
group of forecasters is not constant throughous#mple period. Information through
personal communication with financial instituticleseals that interest rate forecasts are
much connected to a forecaster. The experts whreaponsible for forecasting time series
use their own models and interpretation. This ssgg#hat forecasts are probably more
closely linked to individual forecasters and notessarily to the institution. This would
make an assessment of forecasts of individuakitisths troublesome. For that reason we



only consider average expert forecasts in our ass&s in order to test the overall ability
of experts in the industry to forecast long-tereiast rates.

Our data are expert forecasts for long-term intaedes published by Consensus
Economics. These data are available on a montisig baut only provide forecasts three
month ahead and a year ahead. That is why, inauparative analysis, we confined our
guality judgement to the 3 month and 12 month alfesatasts, whereas we could have
calculated forecasts for other horizons using ourm models.

Table5 shows how often the experts were able tcast the direction of long-term interest
rate changes. In accordance to findings of Brookk@Gray (2003) the outcome is
disappointing. On average, in less than half ofcdes the average forecaster was able to
predict the direction of expected change of lomgatenterest rates. This holds for both the 3
and 12 month horizon.

Table 5: Correctly forecasted the interest rateation of consensus forecasts (% total)

3 month horizon

12 month horizo

h

United States 47.7 50.5
Germany 37.8 45.1
United Kingdom 45.6 52.2
The Netherlands 49.4 45.6
Japal 45.1 40.¢
Average 45.1 46.8

We have also tested the quality of the expert secin the out of sample period. The
results for the MSFE are summarised in the tablehé.table shows that on average the
MSFE is equal to 22.5 basis points over a 3 mootizbn and 58 basis points on a 12
month forecast horizon. The spread for the 12 mtordcast horizon for the various
countries is quite large.

Table 6: Mean Squared Forecast Error of consenqexts forecasts (out of sample period)

3 month horizon 12 month horizon
United States 24.6 70.7
German' 35.¢ 99.¢
United Kingdon 17.C 27.2
The Netherlands 22.6 22.4
Japan 12.7 70.3
Average 22.5 58.1

One key element of the expert forecast data isthieaéxpert forecast consistently
underestimate interest rate changes. This mayebeetult of two factors. First, these survey
data are averages of expert forecasts where, enafativerging views, expected interest
rate changes are smoothed out. A second reasam lbeuhat, given uncertainties, the
interest rate forecast also reflects probabilitisls scenarios which are other than the base
forecast. Chart 1shows ratios of the means squddhe @xpert forecast (expected interest



rate change) relative to the mean square of thebictterest rate changes. In all but two
cases the ratio has a value of significantly lothan 1. It means that the expected interest
rate change of the experts is smaller than the reg@aared of the actual change. Hence the
experts underestimate the size of interest rategeg®a By the way, it should be noted that,
when it is indeed hard to beat the random wall, skiems a wise strategy.

Chart 1: ratio of mean squared expected interéstciaange versus mean square of actual
interest rate changes

1,6
1,4 w2 month horizor
1.2 M 12 month horizon

1

0,8

0,6

0.4

0,2

0]

United States Germany  UnitedKingdom Netherlands Japan

Yet it appears to be of interest to correct forlifees of the consensus forecast of experts to
underestimate interest rate changes. For thatmeasestimated for each country the
following specification which relates the true irgst change to the expected interest
change:

(5) R[+n - R( :a+ﬂ1*(E(R(+n)_R[)+£

In this equation the coefficierst symbolizes the structural bias in the expert fosecbhis

is quite similar to the approach of Capistran amdriiiermann (2006). They suggest that the
best way to deal with the problem of entry and ekibrecasters is equal weighting and
adding a constant variable to adjust for noisénénaggregate forecast. The expert forecast
dataset we use is equally weighted. Table 7 shbe/$#SFE for the out of sample period of
this corrected expert consensus forecast for ot lhorizons. For nearly all countries the
MSFE is lower in the out of sample period for tloerected expert forecast than for the
expert forecast of table 4.

1C



How do the corrected expert perform in relatiothi® benchmarks? Table 7 shows that the
average MSFE of the models of expert forecastgiseh both on a 3 and 12 month forecast
horizon than the random walk and the ARIMA (2,In®del in the out of sample period.
Even though the corrected expert forecasts perfmtter than the original expert forecasts,
the corrected expert forecasts are still not gowigh to beat the benchmarks in the out of

sample period.

Table 7: Mean Squared Forecast Error of correctpdreforecast (out of sample period)

3 month horizo 12 month horizo
Expert Random | ARIMA Expert | Random| ARIMA
corrected walk (2,1,2) corrected | walk (2,1,2)
United State 18.1 15.2 15.4 3.2 36.¢ 35.t
Germany 9.5 8.4 8.7 9.9 37.6 35.8
United Kingdom 10.7 9.4 9.6 17.0 21.2 20.9
Netherlands 15.9 6.2 6.3 98.7 39.3 17.6
Japan 7.4 8.1 8.3 33.1 18.3 17.6
Average 12.3 9.5 9.7 324 30.6 25.5

It is remarkable that correcting the expert foréxés underestimation bias also increased
the score of these forecasts with respect to tteetin of the interest change. This is
illustrated in table 8. Whereas the expert forecasthout bias correction indicated the right
direction below 50% of the cases in the out of darppriod, the corrected forecasts obtain
a score is above 50%. They especially improvetferli2 month horizon.

Table 8: Number of periods in which direction ofdoast was correct as a share of total
forecast periods

Original expert forecast

Corrected expert forecast

In sample | Out of sample In sample| Out of sample

3 month horizon
United States 42.9 58.3 57.9 55.0
German 33.¢ 46.% 57.1 51.%
United Kingdon 45.1 48.% 64.7 51.7
The Netherlands 50.0 46.7 69.2 51.7
Japan 42.9 50.0 69.2 51.7
Average 42,9 50,0 63,6 52,4

12 month horizon
United State 52.4 46.% 70.z 70.C
German 53.2 50.C 68.t 63.c
United Kingdon 43.¢ 48.¢ 64.5 65.(
The Netherlands 44.4 46.7 68.6 51.7
Japan 36.3 50.0 70.2 63.3
Average 46,0 48,3 68,4 62,7
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5. Structural model forecasts

Most structural econometric models used for ma@oemic policy analysis contain
interest rate equations which can be used for &starg interest rates. There are also a
number of studies which focus more specificallyirterest rate forecasting, using causal
economic relationships. Ludvigson and Ng (200%¢cteseveral economic variables that
have forecasting ability for future excess retwwnJS government bonds. Also Ang and
Piazzesi (2003) find evidence of macro economitofador long-term interest rates (even
though forecasting power is weaker for long magusitnds than shorter maturity bonds).
Pooter et al (2007) show that macro economic fagtaprove the forecast performance as
far as term structure models are concerned. Dewaahd Lyrio (2006) find that long-run
inflation expectations are important in the moaejlof long-term bond yields, although this
relationship is better in explaining than on fotay interest rates, Finally, Bikbov and
Chernov (2006) also find that macro factors andéhe structure are useful for forecasting
long-term bond yields.

Here we follow the methodology of Den Butter ands&n (2004) who estimated structural
long-term interest rate equations through enconmpg$ive partial interest rate theories,
namely the theories of the interest rate parityntstructure theory, classical theory of
capital, Fisher’s interest rate theory and portfdtieory. The explanatory variables of their
specification can be used for forecasting as Wéd.have selected variables that are
available on a monthly basis that link with thdsearies. The following variables have
been taken as possible explanatory variables imnberrest rate equation: short-term interest
rate, inflation, oil price, leading indicator foc@omic activity, earnings return on equities
and finally a lagged long-term interest rate vaaab

Two alternative structural models are specified esttmated using the above explanatory
variables, namely a VAR specification and a singterest equation where changes in
interest rates act as dependent variable.

The system of VAR equations incorporates all pdsslplanatory variables from interest

rate theories mentioned above. We specified the WtAdels with a maximum lag length
of two month, so that:

(6) Ylt =a +:Bl* Ylt—l +ﬁ2*Ylt—2 + ﬁS* xlt—]_ +:B4* Xlt—z +ﬁ5* XZt—l + ﬁe * XZt—Z + 3 1
where :

(7) xlt :a+lgl*Y1t—l+ﬁ2*Ylt—2 +ﬁ3* x21—1+134* XZt—Z +135* x21—1 +ﬁ6* X2t—2 tE

When estimating these systems of VAR equationsidiaat look at the economic
plausibility of the estimates, e.g. by a furtheusturing of the VAR models, but just
accepted the estimation results whenever theytatistgally feasible. Table 7 summarises

12



the results the MSFE of the VAR equations. Thegahblows that on 3 month forecast
horizon, the out of sample results are quite gadoenpared to the random walk model,
especially for Japan and Germany. On a 12 montladrothe performance of the VAR
model forecasts is substantially poorer, and shelasge variation between countries. This
may be caused by the unstructured character ofAremodels, so that on the longer run,
the forecasts diverge strongly from the range atipible realisations.

Table 9: Outside sample MSFE of VAR equations

3 month horizo 12 month horizo
United State 33.2 174.C
Germany 6.2 52.2
United Kingdom 14.8 37.1
Netherlands 21.0 125.3
Japan 4.5 12.3
Average 16.0 80.2

For that reason we have estimated a second tygeecffications to forecast long-term
interest rates using the other macroeconomic a@satuggested by interest rate theories.
These structured interest equations use the intowman the explanatory variables as
follows. First it is investigated how a change ileel of a variable over a period preceding
the time of forecast is able to explain interet# raovements over the two forecast
horizons. This specification is as follows for aorariable model:

@) R —R=a+B*(Xy- X)) *e

In this equation we optimize lag lengfh considering changes in the level of the
explanatory variables form levels at the monthooétast up to 6 months preceding the
month of forecast. This means that when we fordt@sinterest rate at month t for t+3 we
analyse changes in our explanatory dataset froto 2t up to t-6 to t=t. The result is that
through this method both our set of explanatoryalaes and actual and forecast interest
rate changes are stationary (which we tested thrangAugmented Dickey-Fuller test).

Similar to Pooter et al (2007) we acknowledge thatro economic data is published with a
delay and we follow Pooter et al in the specifyaligeal sector explanatory variables with a
one month lag (see also the annex). However, sublication delay is not, in order to

mimic the actual forecasting process, is not resgufor financial market variables (10yrs
yield, 3month yield and the oil price), as they poblished without delay.

Table 10 shows which variables have been incorpoiatthe country models. For each
variable it shows how many months change (t —leg)o the best within sample
performance. It also shows the t-value for eachabée and finally the R-squared of the
model and the Akaike information criterion. Leadindicators and oil prices are
represented in most equations. On the other haappiars that equity market developments
do not improve the explanation by the models ofjltgarm interest rates.
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Table 10: Structured interest equations for 3 maad forecasts

us Germany UK Netherl Japan

Leading no months chan¢ | 1 2 2 5
indicator T-value 1.20 2.80 2.47 2.93
Inflation no months chang 3 3

T-value 3.06 -2.86
Oil no months chang 6 4 6 3

T-value -2.00 -2.42 -3.78 -3.05
3month rat no months chan¢ | 3 6

T-value -2.19 3.44
10yr rate no months chan¢ | 1 2 1 3

T-value 2.23 1.79 1.87 2.84
C T-value -2.31 -0.07 -2.4¢ -2.6¢ -1.61
R-Squared 0.070 0.140 0.056 0.228 0.167
Akaike info 1.30 0.91 1.24 0.68 1.37

Tablell gives the results for the models which @anded to predict the change of the long

term interest rate in the next 12 months. A stgkiifference with the 3 month horizon
models is that the oil price appears not to proadsg additional information to explain 12
months interest rate changes.

Table 11: Structured interest equations for 12 mahibad forecasts

us German' | UK Netherl | Japal

Leading no months change 3 2
indicator T-value 1.99 1.47
Inflation no months change 6

T-value -2.83
Price/Earnings| no months change 5
ratio T-value -1.33
0]] no months change

T-value
3month rate no months change 4 4

T-value 2.64 3.29
10yr rate no months chang® 1

T-value -3.75 1.96
C T-value -0.38 -0.34 -0.36 -3.94 -4.02
R-Squared 0.084 0.090 0.060 0.047 0.066
Akaike infc 2.7C 2.64 2.6t 2.5¢ 2.7¢

Table 12 presents the outside sample MSFE resulthdastructural equations of interest
changes of tables10 and 11. For reasons of conopaaiso the MSFE results of the VAR
models of table 9 are reproduced in table 12. Thie tshows that the structural interest
equations yield, on average, better forecaststth@ivAR models. The exception is the 3
month forecast for Japan, where the VAR model algperforms the random walk. The
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table shows the poor performance of the VAR modalanpared to the structured interest

equation over the 12 month forecasting horizon.

Table 12: Outside sample MSFE of the VAR models Ardstructured interest equations

3 month horizon 12 month horizon
Structured VAR Structured VAR
interest model interest model
equation equation
United States 18.1 33.4 17.7 174,
Germany 10.3 6.2 9.8 52.2
United Kingdom 10.1 14.8 11.8 37.1
Netherland 12.£ 21.C 10.¢ 125.:
Japal 10.¢ 4.t 9.1 12.2
Average 12.4 16.0 11.8 80.2

6. Combining interest rate forecast

In case the information content of forecasting radthdiffers, a combined forecast can be
superior to both individual forecasts. Empiricaidence confirms that combined forecasts
often lead to better forecasting performance. Headd Clements (2003) point out that
structural breaks are major source of forecasti@ilTimmermann (2005) adds that models
differ due to a different information set and difat modeling approaches, so that they may
generate a diverging view on the occurrence otairal breaks. In that case combining
forecasts can be seen as a form of diversificatdmnch reduces the chance that the model
is wrong about a structural breakdown.

Then, the question is how to combine separate fetecilethods that are used, apart from
equal weighting, are historical performance weidhteptimal weighted, trimming,
shrinkage, and time varying weights (see for instaBtock and Watson (2005), Chan,
Stock and Watson (1999), Aiolfi and Timmermann @00 immermann (2005), Poorter et
al (2007) and Chun (2008)). Studies that use a&lgrgup of forecasts have found positive
outcomes for trimming and shrinkage (Aiolfi and Timmmann (2004)). Other studies find
positive results for equal weighting (Chan, Stool &Vatson (1999) and Timmermann
(2005)).

Following this literature, our performance assesgruensiders three ways of combining:

(i) equal weighting, (ii) historical performancedea weighting and (iii) optimized
weighting. Method (ii) calculates the weights basadhe relative strength of the
forecasting error. The method with the lower foréiogiserror is given a higher weight.
Method (iii) calculates the optimal weight withimetin sample period regressing through an
regression that minimizes the forecasting erromdgthese three weighting schemes, we
consider two types of combined forecasts, namely:

Combination 1: the corrected expert forecast comtbimith the structured interest equation;
Combination 2: the original expert forecast comtimgth the structured interest equation.
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Table 13 gives the weights in the combined modeadsraing to the relative performance of
the models in the sample period. It shows thataf8month forecast period, the weight of
the models based on the corrected expert forezast average larger than that of the
structured interest equations. For the United Horg and The Netherlands the weights of
the corrected expert forecasts is unity versus fgrthe structured interest equation. It
indicates that the structured interest rate equstim the sample period contain no
additional information vis a vis the corrected axperecast. This is different for the other
countries, where there seems to be a good balataeén the models which indicates that
both methods contain about the same amount ofiadditinformation. Apparently the
correction for underestimation bias is largely mrsgble for the good contribution of the
expert forecasts, as in Combination 2, with theourscted expert forecast, these forecast
obtain relatively low weights as compared to tmacttired interest equation.

The results for the 12 month horizon are somewtitgrdint. On average, in both combined
forecasts, the structured interest rate equatibterothe largest weights. However, for the
United States and Germany the corrected expesdsts obtains a weight of one, so that
here the structured interest rate equation providesdditional information (within the
observation period) to the corrected expert foresc&3n the other hand, it is the other way
around for the Netherlands. Also in case of thetéthKingdom and Japan the structured
interest rate equation contributes most to the d¢oeabforecast. With respect to
Combination 2 it appears that all weights are atioeisame for the 12 month ahead
forecast: the structured interest equation contegbalmost 80% to the combined forecast
and the uncorrected expert forecast somewhat @ 2

Table 13: Model weightings based on within samptedast errors

3 month horizon 12 month horizon
Combination 1 Combination 2 Combination 1 Combora®
Interest| Corr. Interest | Expert | Interest | Corr. Interest | Expert
equation| expert | equation| forecast| equation| expert | equation | forecast
forecast model
United States 0.421| 0.579 1.000 0.000 0.000 1.000 0.794 0.2
Germany 0.442 0.558 0.974 0.026 0.00 1.000 0.775 .2250
United Kingdom 0.000 1.000 0.964 0.036 0.819 0.181| 0.736 0.264
Netherlands 0.000 1.000 0.991 0.009 1.000 0.000 0.797 | 0.203
Japal 0.35i 0.64: 0.91¢ 0.081 0.81: 0.18i 0.77¢ 0.22¢
Average 0.234 0.766 0.958 0.042 0.685 0.315 0.775 0.225

Below we present the MSFE of the combined foreicetree ways for both horizons. We
present the results for combination 1: economigigeanodels and models based on expert
forecasts. The first column with MSFE findings (seg¢@nd fifth column in the table) show
the MSFE for the optimized weights. These weightsased on the weights presented in
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the previous table. The table also shows the MSKase we apply equal weights (50%
economic change model and 50% model based on drpecasts). Finally, we also present
the MSFE in the out of sample period for a third suga of combining: performance based
weights. The weight through this measure for thaneooc change model is the inverse of
the ratio MSFE economic change model/(MSFE econaimnge model + MSFE model
based on expert forecasts).

Table 14 compares the forecasting performance aftdmbination 1 models with different
weighting schemes in the outside sample pericghdtvs that the performance based
weights yield the lowest MSFE for a 3 month foredasizon (in the out of sample period)
and that the optimized weighting system has thef&WISFE for a 12 month forecast

horizon.

Table 14: MSFE for Combination 1 models in out ohpée period

3 month forecast horizon

12 month forecast horizon

Optimized| Equal | Performance| Optimized Equal Performance

weights | weights | based weights weights weights | based weightg
usS 17.6 17.6 17.6 3.2 6.6 3.5
Germany 9.0 9.0 9.0 9.8 8.8 8.8
UK 10.7 9.6 9.€ 12.€ 14.1 13.€
Netherland 16.C 12.1 12.C 10.€ 19.1 15.1
Japan 7.5 8.2 7.9 12.4 42.7 12.9
Average 12.2 11.4 11.3 9.8 18.3 13.3

Table 15 gives the same indicators of forecastimppmance for the Combination 2
models with the original instead of the correctegest forecasts. Although these models
give a lower weighting to the expert forecast arniigher weighting to structured interest
equation forecasts, the conclusion almost the serier the Combination 1 forecasts: the
performance based weightings lead to better resuttse out of sample period for the 3
month forecast and the optimized weights perforttebevith the 12 month forecast
horizon. It is remarkable that the average levéMI8IFE is lower for Combination 2 than
Combination 1, whereas the original expert forecpstform worse than the corrected
expert forecasts.

Table 15: MSFE for Combination 2 models in out ohpée period

3 month forecast horizon

12 month forecast horizon

Optimized| Equal Performance| Optimized Equal Performance

weights | weights | based weights weights weights | based weightg
usS 18.3 15.0 15.0 5.9 9.0 5.8
German 9.t 10.¢ 8.€ 3.4 15.€ 5.€
UK 9.7 7.€ 7.7 6.C 6.€ 5.8
Netherlands 12.5 9.5 9.5 3.8 10.8 5.1
Japan 9.9 6.6 6.5 4.8 5.0 4.2
Average 11.9 9.9 9.5 4.8 9.5 5.3
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7 Summary comparison and lessonsfor futur e for ecasting exer cises

Table 16 summarizes the results of all relevantcistng models by comparing the MSFE
of the 3 month forecasting horizon in the out ahpée period 2004:5 — 2008:3. The best

benchmark model is the random walk, but the ARIN2AL(0) model has a very similar

average MSFE. We find similar low values for aluotries which are under 10 basis points,
except for the United States. It appears that almbsther models are unable to beat the
random walk. A notable exception is Japan, whesectirrected expert forecast, and 3 out
of 6 combination models yield lower MSFE’s than tardom walk. Quite surprisingly the
lowest value here is found for the VAR model, a eloaith a poor performance in most
other countries except Germany.

All combined models outperform the best expertdasts and the best structural models.
Yet there is only one combination model, which ewaraverage can match the random
walk, namely the combination of the uncorrectedesiforecasts and the structured interest
rate equation, where the weights are calculatatjusithin sample forecasting errors. This
model beats the random walk in the United Statethe United Kingdom and in Japan.
However, it is impossible to calculate whether sdiéferences are statistically significant.

Table 16: MSFE in out of sample period for 3 momtetast horizon

United | German| United Nether- | Japan Average
States |y Kingdom | lands
Benchmark
1A Random wal 15.2 8.4 9.4 6.2 8.1 9.5
1B AR 16.€ 9.¢ 10.2 6.2 8.€ 10.4
1C ARIMA 15.¢ 8.7 9.6 6.2 8.2 9.7
Expert forecasts
2A Corrected expert forecast 18.1 9.9 10.7 15.9 74 12.3
2B Original expert forecast 24.6 35.§ 17.Q 22 712 225
Macro driven models
3A VAR 33.4 6.2 14.¢ 21.C 4.5 16.C
3B Structured interest equat 18.1 10.5 10.1 12.4 10.€ 12.4
Combined models
Optimal weights: 2A and 3B 17.6 9.0 10.7 16.( 7.5 2.21
Optimal weights: 2B and 3B 18.3 9.5 9.7 12.5 9.9 911
Equal weights: 2A and 3B 17.6 9.0 9.9 12.] 8.2 11.
Equal weights: 2B and 3B 15.0 10.9 7.8 9.5 6.6 9.9
MSFE weights: 2A and & 17.€ 9.C 9.¢ 12.C 7.6 11.5
MSFE weights: 2B and < 14.€ 8.8 9.t 6.5 9.t

Table 17 gives the same summary indicators for coimgp#he forecasting performance on
a 12 month forecast horizon. Here we already ntitetithe ARIMA (2,1,0) model
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performs best amongst the benchmark models inuhefeample period. This holds both
for the average and for each individual countryvidbsly the MSFE is substantial higher

for a 12 month horizon than for a 3 month horizecduse a longer lead time is more

difficult to predict.

Here the benchmark time series models are mora ofitperformed by other models than
in case of the 3 month horizon forecasts. Withcibveected expert forecasts it is the case for
the United States, Germany and the United Kingdbme. structured interest rate equation
forecasts outperform the benchmark models foralhtries considered. The same is true
for the combined models, where in case of the 18tmforecasting horizon, the structured
interest rate equations carry a large weight. digain the model that combines the original
expert forecasts with the structured interest egnahat performs best.

Table 17: MSFE in out of sample period for 12 mdietiecast horizon

United | Germany| United | Nether- | Japan Average

States Kingdom | lands
Benchmark
1A Random walk 36.8 37.6 21.2 39.2 18.3 306
1B AR 40.9 36.5 20.9 21.5 36.1 31.2
1C ARIMA 35.5 35.8 20.9 17.6 17.6 25.5
Expert forecasts
2A Corrected expert forece 3.2 9.¢ 17.C 98.7 33.1 32.4
2B Original expert forecast 70.7 99.8 27.2 22.4 370, 58.1
Macro driven models
3A VAR 174.0 52.2 37.1 125.3 12.3 80.2
3B structured interest 17.7 9.8 11.8 10.8 9.1 11.8
equation
Combined models
Optimal weights: 2A and & 3.2 9.8 12.¢ 10.€ 12.£ 9.E
Optimal weights: 2B and ¢ 5.€ 3.4 6.C 3.8 4.8 4.8
Equal weights: 2A and 3B 6.6 8.8 14.1 19.1 42.7 18,3
Equal weights: 2B and 3B 9.0 15.9 6.8 10.§ 5.0 9.5
MSFE weights: 2A and 3B 3.5 8.8 13.6 15.1 12.9 133
MSFE weights: 2B and 3B 5.8 5.6 5.8 5.1 4.2 5.3

The MSFE as indicators to compare forecasting pedioo@ assume a quadratic and
symmetric loss function with respect to forecasbr. As an alternative table 18 gives in
percentages how often the models correctly predecdirection of change of the long-term
interest rate. A percentage higher than 50% outped the throwing of a coin (here we
include zero’s for the random walk because it duggredict a change). We have
presented these over 50% hits in bold characteestdifie shows that for all countries and
for both forecasting horizons the corrected exfurgcasts beat the throwing of the coin.

The same is true, except for the 3 month horizahenUnited States, for the structured
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interest equation. The best overall performancgasnaobtained by the combination
models, where the number of correctly forecastést@st rate changes is even higher for the
12 month horizon than for the 3 month horizon. Hemeaverage two thirds of the forecasts

of the direction of the interest rate change areeco.

Table 18: Successful directional forecast as a pgage of total forecasts in outside sample

period
3m horizor 12m horizol
us GE UK NL JP avg Uus GE UK NL JP avgd
Benchmark
1A Random walk 0.0 0.0 0.0 0. 0.0 qg. 0. 0. 0/0 0.0 0.0 0.0
1B AR 50.0| 50.0| 550 | 60.0 | 50.0 530 | 533 50.0 53.3 53.3 55.0 53.0
1C ARIMA 61.7 48.2 43.2 50.C 58.3 52,3 65.0 45.C 58.3 50.C 46.7 53.0
Expert forecasts
2A Corrected expert foreci 55.0 51.7 51.7 51.7 51.7 52,4 70.0 63.3 65.0 51.7 63.3 62.7
2B Original expert forecast 583 | 46.7 46.7 48.3 50.0/ 50.0| 46.7 46.7 50.0 48.3 50.00 483
Macro driven models
3A VAR 61.7 | 58.3 43.3 | 53.3 | 65.0 56.3 | 517 48.3 50.0 | 517 50.0 50.3
3B Structured interest rate equation 43.% 60.0 55.0 56.7 53.3 53.7 73.3 68.3 68.3 68.3 60.0 67.6
Combined models
Optimal weights: 2A and 3B 53.3 | 55.0 533 | 533 | 517 533 | 70.0 63.3 63.3 68.3 61.7 65.3
Optimal weights: 2B and 3B 45.0 58.3 56.7 | 58.3 | 50.0 53.7 | 683 65.0 61.7 68.3 65.0 65.7
Equal weights: 2A and 3B 53.3 | 533 56.7 | 50.0 | 53.3 533 | 683 66.7 65.0 56.7 61.7 63.7
Equal weights: 2B and 3B 4883 48.3 533 | 41.7| 617 50.7 | 717 58.3 70.0 65.0 63.3 65.7
MSFE weights: 2A and 3B 533 | 533 56.7 | 50.0 | 53.3 533 | 717 66.7 65.0 61.7 61.7 65.4
MSFE weights: 2B and & 46.7 | 58.3 56.7 | 41.7 | 60.0 52.7 | 683 66.7 63.3 68.3 61.7 65.7
8. Conclusions

The comparative analysis of this paper shows thathiard to beat the random walk when

forecasting long-term interest rates. Especiallymie forecasting horizon is relatively

short — 3 month — the random walk model and anp#wnewhat more sophisticated
ARIMA-model almost consistently outperform otherdoasting methodologies
investigated in this paper. A combination of expensensus forecasts and forecasts
calculated by structured interest equations, wtterexplanatory variables are suggested by
interest rate theories, comes second best in sesasient based on the criterion of lowest
squared forecast errors. These combined modelaappbeat the random walk more often
when the longer forecasting horizon of 12 montloaked upon. In that case the additional
information of other relevant leading macroeconowadables and of (tacit) expert
knowledge seems to pay off. We acknowledge thatesessment relates to a specific
reference period (1989:1 — 2003:4) and to a spesifiside sample forecasting period
(2003:5- 2008: 3), and that we only consider 5 m&@BCD countries with well developed

capital markets (United States, Germany, Unitecgdom, The Netherlands and Japan), so
that in a strict sense, our results are only appleto those periods and countries. However,
the scope of our assessment seems sufficiently i@ our results may contribute to
knowledge on the adequacy of forecasting methodshdt sense it corroborates with results
from other studies that combination of forecasty tmauseful to enhance the forecasting
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performance (see e.g. Den Butter and Van de G&98), Den Butter and Van Dijken
1997)).

The results of our assessment raises the questiethamthe whole industry of interest rate
forecasting yields value for money now that it aggehat simple time series models, which
are to be constructed and maintained at low cebtsy such good predictive performance
on a relatively short horizon. Yet the fact thaiiers at the financial markets are willing to
pay for these forecasts, and do not share themthgtih competitors, is a revealed
preference. It may suggest that interest rate &stscserve another aim than just be accurate
with lowest possible forecast errors. Our alter@aindicator of forecast performance,
namely the relative amount of correct forecasthefdirection of change of the interest
rate, shows that more sophisticated models usidgi@adal macroeconomic information

and combining that information with expert knowledgan be useful. A scope for future
research is to see what alternative loss functmeselevant for interest rate forecasting at
the financial markets. That would allow a cost bérafalysis of the forecasting industry.
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ANNEX

The economic data we have incorporated in our addthase monthly frequency. For data
that are available at a daily frequency (such asriterest rate time series and the oil price)
we have calculated monthly averages. The consersm®mic forecast is published around
the third week of the month and are collected thhawt the month, which approximates a
monthly average as well. We have delayed the enandata with one month, since most
data is published with one month delay. This isinegl to make sure that the data is
actually available at the time of the forecast.

The data series have been collected from Bloombegraomson Financial Datastream.
The consensus forecasts have been collected frorse@sus Economics.
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