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Abstract 

This paper is focused on interdependencies between criteria in mukicriteria decision 

analyses. Such interdependencies are usually ignored in sensitivity analyses. After a 

discussion on the nature of interdependencies, methods are presented to deal with 

interdependencies in the context of Monte Carlo experiments. These methods are applied 

in the context of soil pollution treatment alternatives. It is shown that ignoring 

interdependencies may have a distorting effect on the results of sensitivity analysis on 

rankings of alternatives. 

Key words: sensitivity analysis, interdependent criteria, mukicriteria decision making, soil 

pollution treatment. 
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1. Introduction 

The coniplexity of many environmental decision problems calls for a multidimensional 

analytical framework in order to capture a wide range of relevant aspects. Two major 

scores of uncertainty can be mentioned in this respect. Firstly, the various aspects to be 

taken into account are often difficult to compare; it is hard to arrive at quantitative 

figures to trade them off against each other. This raises the issue of uncertainty on the 

trade-offs in multicriteria decision methods. Secondly, for some relevant criteria there 

may be a considerable degree of uncertainty regarding the precise values attained. This 

may relate both to environmental impacts and to other relevant aspects, such as cost of 

pollution abatement, duration of treatment, etc. 

A possible way of dealing with uncertainty is to use Monte Carlo simulation techniques. 

This involves the formulation of a statistical distribution of one or more parameters and 

the use of a corresponding random generator. There are several ways to formulate such a 

statistical distribution. One way is to use intervals and to assume a uniform distribution 

on these intervals. Another way is to formulate a certain statistical distribution (for 

example a normal one) with a certain value for the mean and the variance. The broader 

the intervals and the larger the variances, the less certain the outcome of multicriteria 

decision analysis will be. 

The way this uncertainty can be i.ialyzed varies among particular multicriteria methods. 

In the case one-dimensional utility functions are used, the uncertainty can be analyzed 

immediately by inspecting ranges and variances of the utility scores of the respective 

alternatives. A strong overlap of the intervals^ of utility scores for two alternatives means 

that there is little certainty about their ranking. Stochastic dominance is one of the 

possible tools for analyzing the robustness of rankings in this case (cf. Rietveld and 

Ouwersloot, 1992). 

When multicriteria methods are used which are not based on a one-dimensional utility 

function, such a procedure is no longer applicable. In this case one may use a rank-

probability matrix P as a vehicle to represent the results of the sensitivity analysis. Such 

a rank probability matrix is a square matrix with J rows and elements pnj where pnj 

denotes the probability that alternative j achieves rank n. The sum of the elements in 

each row and column in P is by definition equal to 1. There is complete certainty about 

the ranking of alternatives if a permutation of alternatives exists such that the diagonal 

elements of the matrix are equal to 1. The other extreme of complete uncertainty occurs 

when all elements of the matrix are equal to l/J. 

In the Standard way to address uncertainty statistical interdependencies among criteria are 

ignored. However, as we will indicate in this paper, such interdependencies often play an 

important role. They may have a considerable impact OP fhe outcome of the sensitivity 
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analysis. This means that ignoring these interdependencies may give a distoited view of 

the relative attractiveness of alternatives. 

This paper is organized as follows. In section 2 we discuss the issue of interdependencies 

in multicriteria decision analysis. In section 3 methods will be presented to generate 

random numbers in the case of interdependencies. Section 4 contains a method to 

decompose uncertainty of utility scores. In section 5 the methods developed will be 

applied to an evaluation problem in the context of soil pollution. Concluding remarks are 

given in section 6. 

2. Interdependencies of criteria 

Consider an evaluation matrix X with elements x,,. where x denotes the score for 

criterion i (i=l,...,I) of alternative j (j=l...,J). An analysis of the correlation coefficients 

among the criteria often reveals that some of the criteria are strongly correlated. For 

example, in an eight criterion case on impacts of industrial sites (cf. Rietveld, 1980) it 

appears that there are five pairs of criteria with an absolute value of the correlation 

coëfficiënt higher than .70. For one pair of criteria the correlation coëfficiënt is as high 

as .977. 

When applying multicriteria evaluation methods the occurrence of high correlations is 

often used (implicitly or explicitly) to reduce the cost of implementation of the method. 

For example, when studying the negative impacts of road construction on the fauna one 

might in principle have to consider a very large number of species. However. effects on 

several types of birds may be very similar, so that when one has studied the impact on 

one type, one can easily extrapolate what will be the effects on other birds. The loss of 

relevant information due to ignoring all individual species may be very small in this case. 

(Of course, this use of one criterion for a particular species to represent the impact for a 

larger set of species has to be taken into account at the phase of formulating the relative 

importance of the pertaining criterion.) 

An investigation of the correlation coefficients among criteria may also be helpful to 

understand the basic conflicts involved. A strong negative correlation between two 

criteria means that an improvement in one direction almost certainly will lead to a 

worsening in the other one. On the other hand, when criteria have a high positive 

correlation, one may infer that there is a small degree of conflict among thcui. Aiming ai 

the selection of an alternative with a good performance according to one criterion will in 

this case usually also lead to a good performance according to the other criterion. 

Correlation analysis may also be helpful for analy/.ing probabilities of coalition formation 

in the case of multi-actor problems. When different actors attach a high priority to 

criteria which have strong negative correlations. the probability of the fonning of a 

coalition is low. 
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When the criterion values concerned are uncertain, such interdependencies have to be 
taken into account when sensitivity analyses are carried out. Consider for example a 
regional government that has to chose between different intrastructure improvement 
projects. Among the criteria to be taken into account are regional employment growth 
and growth in regional production. The direction of the response of the private sector 
with respect to the infrastructure improvement is most probably positive: infrastructure 
improvement will induce existing firms to expand and nevv firms to locate in the region. 
One may expect that the two criteria are positively correlated, accordingly. The size of 
the response is uncertain, however. The positive correlation between the two criteria 
implies that when the employment impact will be higher than expected, also the impact 
on production will be higher. When in a sensitivity analysis such an interdependence is 
ignored, one may arrive at a distorted view of the range of possible outcomes of a utility 
score. In the case of two criteria which are positively correlated ignoring inter­
dependencies leads to an underestimate of the variance in the utility score. 

The way the elements of the evaluation matrix have been measured has an impact on the 
treatment of interdependencies in sensitivity analysis. We distinguish three different 
cases: direct measurement of criterion scores, subjective estimates of experts, and 
estimates based on scientific models. 

First, the measurement of the criteria considered in the evaluation matrix may take place 
in an immediate way without the use of models. For example, when one searches a 
dwelling there are simple ways of measuring the performance of alternatives in terms of 
si/.e of the dwelling, last year's consumption of gas and electricity, its distance to the 
shopping centre, etc. In this case uncertainty (for example in the form of measurement 
errors) usually plays a rather small role, and this also holds true for interdependencies. 

Uncertainties become more important when criteria are involved that cannot be measured 
as easily. This may occur for example when one wants to take into account the future 
values of the relevant criteria. In such a case one may distinguish subjective strategies 
where use is made of expert judgements and strategies where use is made of scientific 
models. 

In the case use is made of subjective estimates, experts may be asked to formulate the 
distribution (for example by means of the mean value and the variance) of criterion 
scores. In addition, they may indicate to which extent they think criterion scores are 
correlated. One of the ways to arrive at such formulaüons of distributions is to base them 
on experiences in the past about similar cases. 

In the case of completely specified models, criterion scores can be generated more or less 
automatically. One should be aware, however, that here again several subjective elements 
will play a role, for example in the choice of the type s'°H specification of the model. 
Also in the case of models one has to face the problem of uncertainty. since models are 
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not necessarily directly applicable to the decision problem at hand. Model parameters 

have to be estimated or to be guessed. In both cases one ends up with formulating 

statistical distributions of parameters. By using Monte Carlo techniques one can then 

generate the relevant information on the shape of the distributions of all elements of the 

evaluation matrix X, as well as on the interdependencies among these elements of the 

matrix. 

From this description it becomes clear that in both latter cases information is needed on 

the statistical distribution of a number of parameters. The difference is that in the case of 

subjective estimates, the statistical information directly relates to the criterion scores, 

whereas when models are used, the statistical information relates to the parameters of the 

underlying model. An advantage of using models is that they may help to ensure 

consistency in the estimation of the impacts. In terms of interdependencies there is also a 

difference between the approaches. If one wants to take into account interdependencies 

between criterion scores in the case of subjective direct estimates of the criterion scores, 

one has to formulate these interdependencies explicitly. In the case of model based 

estimates such interdependencies follow automatically given the interrelationships 

specified in the model. We note in passing that it is not impossible that in the model 

approach one may also have to take into account interdependencies between model 

parameters, but this is not necessary to arrive at non zero correlations between criterion 

scores. 

It remains a question how experts can express their knowledge about interdependencies 

in the case of subjective estimates. Especially when the number of criteria is large this 

may become a problem, since the number of interdependencies increases in a quadratic 

way with the number of criteria. In addition. it is by definition more complex to indicate 

a quantitative measure for the degree of interrelation between two criteria, than that it is 

to indicate a mean- and a range of uncertainty for one criterion. A much easier approach 

would be to use the correlation coefficients between the mean criterion values in the 

evaluation matrix X as a proxy for the intensity of interrelation between the measurement 

errors. These correlation coefficients can be shown to the experts carrying out the 

sensitivity analysis; if they feel that some correlation coefficients do not give an 

appropriate indication of the interdependencies between the errors, they may adjust them 

according to their own insight. 
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3. Methods for generating interdependent random normal criterion scores 

When interdependencies between criterion scores are ignored, it is not difficult to 

generate random values. Given the mean and the variance of a normal distribution, one 

can immediately make use of a Standard random normal generator. In the case of 

interdependencies the situation is more complex. Let xn. be a random number dravvn from 

a normal distribution with mean unj and variance G2
nj so that u is the expected value of 

criterion n for alternative j . 

The correlation coëfficiënt between criterion n and m is equal to pmil so that the 

covariance between criteria n and m for alternative j is: 

Then, in order to generate random values for the criterion scores one ma> proceed as 

follows. 

First, one may use conditional distributions as follows: 

x1; is generated from the normal distribution with mean u,. and variance G :
; . 

x2j is generated from a normal distribution conditional on the previously generated 

criterion \Vj 

x3j is generated from a normal distribution conditional on the previously generated 

criteria \l} and x:j 

etc. 

This approach requires the explicit formulation of all conditional distributions. Note that 

this involves the inversion of the variance-covariance matrix in each step in order to 

compute the conditional variances (cf. Mood. Graybill and Boes, 1974). 

The second approach, is due to Scheuer and Stoller (1962) and makes use of the fact that 

the covariance matrix Z of the normally distributed variables can be (Choleski-) 

decomposed as Z- CC1 where C is a lower triangular matrix, since the covariance matrix 

is symmetrie and positive definite. It is not difficult to compute the matrix C. Once C is 

given, the interdependent values of Xtj can be obtained as weighted summations of 

independently distributed random variates with the elements of C as the weights. 
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4. Decomposition of uncertainty 

Sensitivitv analysis usually addresses the robustness of rankings uf alternatives. In the 

present section we discuss a paiticular approaeh in which a decomposiiion of the 

uncertainty of the outcomes of alternatives is given. Our point of departurc is a linear 

utility function 

zr£ *t (i) 
• y 

witli weights w, for the criteria i=l,...,l. and criterion scores xt) tbr alternatives j=l,...J. 

In sensitivity analysis, the values of ,v. are no longer assumed to be known with 

certainty. This leads to uncertainty on the utility scores Z,. and thus the question arises 

how uncertainty in the utility scores can be decomposed: what is the contribution of 

various criteria to the uncertainty in the utility score. There is an easy solution to this 

question when we use variances (and covariances) to formulate tincertainties. 

Let Var and Cov denote the variance and covariance operators respectively. Then 

IW, ) =EE^'C«v( . V V (2) 
i ' i 

so that 

Var(Zt) 
= 1 (3) 

Then, the relative contribution of criterion i to the uncertainty in Z. can be w ritten as: 

Ê u v n v , Cov ( x . x , ) 
, ' = i 

Cl-
'j Var CL) 

Note that in this equation interdependencies between the criterion scores pla\ a role via 

the covariances. If errors in the criterion scores would be independent, i.e. 

Cov(x,,.x1.J)=ü, the above equation reduces to: 
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a -_ wfVar^ (5) 
" Var (Z) 

Since Cov(x,x) = Var(x) 

From (5) we infer that the contribution of a criterion to uncertainty in Z is large when 

the product of weight squared and variance is relatively large. Equation (4) indicates that 

with interdependencies a more complex picture e merges: negative correlations among 

criteria will have a mitigating effect on the contribution of a particular criterion, positive 

correlations an amplifying effect. 

A limitation of this decomposition method is that it can only be used in the case of an 

additive function. Note, that the method does not depend on assumptions about the form 

of statistical distributions. It can be used for both normal and other distributiüns. Further, 

an attractive property of the method is that it yields results in an analytical way: there is 

no need to carry out Monte Carlo simulations. This method is illustrated in the next 

section. 

5. Case study: soil poilution treatment 

During the last decade, concern about soil poilution has grown rapidly in many 

industriali/.ed countries. In the Netherlands it has been estimated that six thousand con-

taminated areas require urgent remedial action. The selection of the most appropriate 

sanitation strategy is not easy, due to the large number of contaminants involved, the 

limited budget available and several other complicating factors. In order to formulate the 

main points of a sanitation policy, Dutch legislation provides a framework for the 

evaluation of contaminated soils and for establishing priorities for clean-up operations 

(Soil clean-up guideline, 1983). A decision support system has been developed to select 

the most appropriate alternatives (Herwijnen et al.. 1992, and Beinat and Janssen, 1992). 

The present application will focus on sensitivity tests and the role of interdependencies 

using linear utility functions. The application concerns a polluted site in Nieuwerkerk aan 

de Ussel, a village in The Netherlands. Eleven alternatives were developed tor a clean-up 

operation. The number of criteria to be taken into account was nineteen. Table 1 shows 

the relevant criteria with the respective weights. The weights have been determined on 

the basis of expert judgements of officials from the Ministry of Environment by means 

of the expected value method described in Rietveld and Ouwersloot {\L)92). Relatively 

high weights are attached to the residual concentrations of pollutants in the cleaned soil 

and the residuals of treatment materials on the cleaned soil. Also. emissions to air and 

groundwater due to the treatment receive high weights. For criteria of type "+" higher 

values are preferred above lower values. For criteria of type "-" the reverse holds true. 
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Table 1. Criteria in soil sanitation decision problem. 

unit of 
measurement 

weitiht type 
of criterion 

Time 
st sanitation time days 
Amounts of soil produced 
es cleaned soil 
ss silt and sediments 
ug uncleaned soil 
Residual concentrations of pollutants in cleaned soil 
rcc cadmium 
rez zinc 
Treatinent residuals in cleaned soil 
trc cadmium 
trz /inc 
Quality cleaned soil 
pom percentage of organic matter 
poe percentage of clay 
psos preserved structure of soil 

U.U66 

pi preserved life 

Enrissions to air 
ea emission matter 
Emissions to ground water 
egw emission matter 
Company reliability 
ere experience of company 
ernfp number of finished projects 
Absence of nuisance 
ns stench 

nnav 

nsa 

noise and vibrations 

nuisance to surrounding 
activities 

tons U.UU5 + 
tons 0.009 -
tons 0.018 -
:aned soil 
mg/kg 0.148 -
mg/kg 0.148 -

mg/kg 0.098 -
mg/kg 0.098 -

{* 0.076 + 
</o 0.009 + 

qualitative 
index ü- lü 0.039 + 
qualitative 
index ü- lü 0.021 + 

mg/kg 0.111 -

mg/kg 0.086 -

years 0.016 + 
number ' Ü.U05 + 

qualitative 
index Ü-lü 0.029 + 
qualitative 
index Ü-1Ü 0.005 + 

qualitative 
index 0-lü 0.013 + 
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BIOREST. LUCHTV. STOOMST. THERM.1 THERM.2 EXTR.1 EXTR.2 FLOTATIE LANDF.1 LANDF.2 BIOREAKT 
a l t 1 a l t 2 a l t 3 a l t 4 a l t 5 a l t 6 a l t 7 a i t 8 a l t 9 a l t 10 a l t 1 1 

s t - 7 1 3 . 0 0 - 5 4 3 . 0 0 - 3 5 5 . 5 0 - 1 2 7 . 0 0 - 1 3 6 . 5 0 - 1 5 3 . 0 0 - 1 7 4 . 5 0 - 1 7 7 . 0 0 - 1 6 2 7 . 0 0 - 1 0 9 1 . 0 0 - 5 9 6 . 5 0 
C S 1 4 5 9 8 . 5 0 1 4 7 6 3 . 0 0 1 4 3 1 6 . 0 0 1 1 2 0 9 . 5 0 1 1 1 3 8 . 0 0 8 2 9 4 0 . 0 0 1 0 5 7 6 . 0 0 1 1 5 2 7 . 0 0 1 4 7 4 4 . 0 0 1 4 6 2 5 . 0 0 1 3 9 0 6 . 0 0 
S S - 3 0 8 . 0 0 - 1 1 7 . 0 0 - 7 8 5 . 0 0 - 2 0 0 . 5 0 - 1 7 7 . 0 0 - 9 4 8 2 . 0 0 - 6 3 2 0 . 5 0 - 3 5 7 5 . 5 C - 8 9 . 5 0 - 2 5 4 . 0 0 - 1 3 2 5 . 5 0 
u g - 1 1 1 . 3 8 - 4 4 . 5 5 - 1 2 6 . 2 2 - 3 9 3 . 5 2 - 3 7 3 . 4 8 - 4 3 0 . 6 5 - 4 6 0 . 3 5 - 4 0 8 . 3 7 - 4 6 0 . 3 5 - 4 1 5 . 8 0 - 4 5 2 . 9 2 
r c c - 2 2 . 0 0 - 2 4 . 6 0 - 2 3 . 0 0 - 2 2 . 2 0 - 1 9 . 7 5 - 1 . 5 0 - 1 . 7 5 - 1 . 2 0 - 2 4 . 6 0 - 2 4 . 1 0 - 1 9 . 7 5 
r c z - 1 7 7 4 . 1 5 - 1 9 6 7 . 5 5 - 1 8 9 5 . 0 5 - 1 9 7 5 . 3 5 - 1 9 7 5 . 3 5 - 2 4 8 . 0 0 - 2 4 8 . 0 0 - 1 3 8 . 8 5 - 1 9 7 5 . 3 5 - 1 9 6 5 . 4 0 - 1 8 3 5 . 9 0 
t r c - 2 0 . 5 0 - 2 3 . 5 0 - 1 7 . 5 0 - 2 4 . 5 0 - 2 5 . 5 0 - 1 . 5 0 - 2 . 0 0 - 1 . 5 0 - 1 7 . 5 0 - 1 7 . 0 0 - 1 8 . 5 0 
t r z - 1 3 2 5 . 0 0 - 1 6 7 3 . 0 0 - 1 4 9 0 . 0 0 - 8 4 0 . 0 0 - 8 4 0 . 0 0 - 2 0 6 . 5 0 - 2 1 9 . 0 0 - 1 2 5 . 0 0 - 1 7 6 3 . 0 0 - 1 7 5 5 . 5 0 - 1 8 2 5 . 0 0 
pom 2 3 . 2 8 2 3 . 8 2 2 1 . 6 0 1 . 0 8 0 . 4 8 3 . 0 0 9 . 6 0 9 . 0 0 2 3 . 8 8 2 3 . 2 8 1 9 . 2 0 
p o e 2 4 . 3 8 2 4 . 8 7 2 4 . 1 2 2 3 . 7 5 2 3 . 8 8 2 . 5 0 1 1 . 2 5 1 8 . 1 3 2 4 . 6 9 2 4 . 5 0 2 3 . 7 5 
p s o s 8 . 2 5 8 . 5 0 6 . 7 5 2 . 5 0 2 . 5 0 3 . 0 0 4 . 5 0 3 . 5 0 7 . 5 0 8 . 0 0 5 . 5 0 
P i 7 . 5 0 8 . 0 0 6 . 0 0 0 . 5 0 0 . 5 0 0 . 5 0 0 . 5 0 0 . 5 0 8 . 0 0 8 . 0 0 7 . 0 0 
e a - 1 4 . 0 0 - 2 6 2 . 5 0 - 5 0 0 . 0 0 - 3 2 5 0 . 0 0 - 3 2 5 0 . 0 0 - 3 2 5 0 . 0 0 - 3 2 5 0 . 0 0 - 3 2 5 0 . 0 0 - 3 2 5 C . 0 0 - 3 2 5 0 . 0 0 - 3 2 5 0 . 0 0 
egw - 0 . 5 0 - 0 . 0 4 - 0 . 6 3 - 0 . 0 4 - 0 . 0 4 - 0 . 0 4 - 0 . 0 4 - 0 . 0 4 - 0 . 0 4 - 0 . 0 4 - 0 . 0 4 
e r e 3 . 0 0 4 . 0 0 4 . 0 0 8 . 0 0 8 . 0 0 8 . 0 0 1 . 5 0 8 . 5 0 6 . 0 0 4 . 5 0 3 . 5 0 
e r n f p 2 . 5 0 1 5 . 0 0 4 . 0 0 1 7 5 . 0 0 3 5 0 . 0 0 8 5 . 0 0 3 . 0 0 3 5 . 0 0 3 5 . 0 0 1 0 . 0 0 5 . 0 0 
n s 9 . 2 5 8 . 5 0 7 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 
n n a v 9 . 2 5 9 . 5 0 7 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 5 . 5 0 
n s a 9 . 2 5 9 . 6 3 8 . 5 0 4 . 0 0 4 . 0 0 4 . 0 0 4 . 0 0 4 . 0 0 4 . 0 0 4 . 0 0 4 . 0 0 

Table 2 shows the evaluation matrix for 11 sanitation altematives including biological, 
thermal and chemical techniques. Using an additive utility function as indicated in 
Janssen (1992) yields the result that alternative' 9 is the most attractive alternative, 
foliowed by alternative 10. Altematives 6, 7 and 8 are least attractive (see Table 3). 

Table 3. Results of weighted nummation 

alternative 

alt 9 
alt 10 
alt 11 
alt 3 
alt 2 
alt 1 
alt 4 
alt 5 
alt 7 

utility score 

alt 8 
alt 6 

.84 

.81 

.73 

.73 

.72 

.72 

.63 

.62 

.28 

.27 

.26 

The correlation coefficients between each pair of criteria are shown in Table 4. A 
correlation value close to 1 or -1 implies a strong relationship between the criteria. A 
considerable number of high correlations (absolute value higher than 0.9) is found. 
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As discussed in Section 2, Monte Carlo techniques can be used to generate random 
scores according to the distribution for each method (independence and interdependence). 
Variances of the scores are based on expert judgements of the saaie experts mentioned 
above about intervals within which the enterion scores vvill most probably be found (cf. 
Janssen and Herwijnen, 1993). For correlations between the scores we use the correlation 
matrix in Table 4. The following tables represent the results of the Monte Carlo analysis 
after 1000 trials. Table 5 presents the probabilities that alternatives achieve certain ranks 
of these 1000 trials under the assumption of independence and Table 6 represents these 
probabilities under the assumption of interdependence. 

Table 5. Rank Probability Table (Independence Assumed). 

alt9 altlO altll alt3 alt2 altl alt4 alt5 alt7 ait8 alt6 
rank 1 0. 73 0. ,26 0 0 0 0 0 0 0 0 0 
rank 2 0. 26 0. 67 0.05 0.01 0 0.01 0 0 0 0 0 
rank 3 0. 01 0. ,06 0.44 0.25 0.11 0.14 0 0 0 0 0 
rank 4 0 0. ,01 0.16 0.34 0.25 0.23 0.01 0 0 0 0 
rank 5 0 0 0.14 0.24 0.33 0.28 0.01 0 u u 0 
rank 6 0 0 0.19 0.16 0.29 0.33 . 0.03 0 0 0 0 
rank 7 0 0 0.01 0.01 0.02 0.02 0.55 0.40 0 0 0 
rank 8 0 0 0 0 0 0 0.40 0.60 0 0 0 
rank 9 0 0 0 0 0 0 0 0 0 . .55 0. 2b 0.18 
rank 10 0 0 0 0 0 0 0 0 u, .30 0. 38 0.32 
rank 11 0 0 0 0 0 0 0 0 0 , .16 0 . 34 0.50 

Table 6. Rank Probability Table (Interdependence Assumed). 

alt9 altlO altll alt3 alt2 altl alt4 alt5 alt7 alt.8 alt6 
rank 1 0.29 0.20 0.13 0.10 0.10 0.10 0.04 0.03 0 Ü 0 
rank 2 0.19 0.18 0.13 0.12 0.11 0.14 0.07 0.07 0 0 0 
rank 3 0.16 0.18 0.12 0.15 0.13 0.12 0.07 0.08 0 0 0 
rank 4 0.12 0.15 0.12 0.13 0.13 0.14 0.10 0.10 0 0 0 
rank 5 0.09 0.09 0.14 0.14 0.12 0.13 0.13 0.13 0.01 0.01 0.01 
rank 6 0.07 0.09 0.12 0.13 0.14 0.13 0.15 0.12 U.02 0.01 0.01 
rank 7 0.04 0.06 0.12 0.11 0.12 0.12 0.16 0.17 0 .04 0.03 0.04 
rank 8 0.04 0.03 0.07 0.09 0.09 0.08 0.17 0.17 0.10 0.11 0.08 
rank 9 0.01 0.02 0.03 0.02 0.05 0.04 0.08 0.08 0.24 0.2 3 0.20 
rank 10 0 0.01 0.01 0.01 0.01 0.01 0.03 0.04 0 .28 0.29 0.31 
rank 11 0 0 0 0 0 0 0.01 0.01 0 . 30 0.32 0.35 

In the case of independence (Table 5) one observes an approximately block diagonal 
structure in Table 5 based on the following groiips of alternatives 19,10), (11,3,2,1}, 
{4,5} and (7,8,6}. Within these groups there is sometimes a considerable degree of 
uncertainty on the ranking of alternatives, but the ranking of alternatives between the 
groups is very certain. This clear result disappears when interdependencies are taken into 
account. Only a small pan of the cells in Table 6 consists of zero's. The distribution of 
the possible rank an alternative may attain is for most alternatives very broad. 
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A Chi-Square test can be used to test whether a significant difference exists between the 
two methods. In Mood, Graybill and Boes (1974) a procedure is presented to calculate 
sums that converge to the chi-square distribution. These sums can then be derived from 
probability tables 5 and 6. 

Table 7. Chi square sums. 

altl alt2 alt3 alt4 alt5 alt6 alt7 alt8 alt.9 aitlO altll 
290.58 307.66 274.70 426.96 494.69 86.07 167.95 88.49 356.24 370.63 271.38 

The value of chi square with 10 degrees of freedom at the U.995 level is 25.2. As a 
result, it is found that for all altematives the two probability tables are different. Taking 
into account interdependencies indeed has a significant impact on rankings of altematives 
in this case study. In the present case the degree of uncertainty about the ranking is 
much larger when interdependencies are taken into account. O formulated in the reverse 
way: ignoring interdependencies may lead to a streng underestimation of uncertainties in 
the ranking of altematives. 

The formulas in section 4 are now used to demonstrate a decomposition of uncertainty in 
utility scores using variances of each criterion. 

Table 8 represents the decomposition of the variance per criterion for each soit clean up 
method. 

Table 8. Total average share of variance per criterion. 

average share 
interdependence 

assumed 
0.01 
0.00 
0.00 
0.00 
0.01 
0.01 
0.10 
0.07 
0.01 
0.00 
0.01 
0.01 
0.62 
0.15 
0.00 
0.00 
0.01 
0.00 
0.00 

total 
variance 1.00 1.00 

average share 
independence 
assumed 

st 0.02 
CS 0.00 
SS 0.00 
ug 0.02 
rcc 0.02 
rcz 0.02 
trc 0.10 
trz 0.07 
pom 0.01 
poe 0.00 
psos 0.01 
Pi 0.00 
ea 0.56 
egw 0.13 
ere 0.00 
ernfp 0.00 
ns 0.03 
nnav 0.00 
nsa 0.01 
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The average shares indicate the contnbution of each criterion to the overall uncertainty 

(across all alternatives). For instance emissions to air (ea) has the greatest contribution. 

The percentages of the two methods are similar: the chi square test does show a 

significant difference between the two methods. 

If one wants to improve one's confidence about the ranking produced b> the multi-

criterion decision method, the first thing to be considered is to eollecr additional 

information on the air emission criterion. Other important sources of uncertainty are the 

residual cadmium (trc) and groundwater emissions (egw). 

6. Concluding remarks 

Interdependencies between criterion scores are usually ignored in sensitivity analyses in 

multicriteria evaluation. Our case study in the field of soil pollution treatment shows that 

interdependencies may be quite high and wide spread. They appear to have a significant 

impact on the probabilities that certain ranks are achieved by the alternatives. Ignoring 

these interdependencies may have a distorting effect on the results of sensitivity analysis 

in multicriteria evaluation. 

Literature 

Beinat, E. and R. Janssen (1992). SOILS. a system to support decisions on cleaning-up 

polluted sites. In: Eysackers H.J.P. and T. Harmers (eds) (1993). Integrated Soil 

and Sediment Research: a basis foi proper protection. Kluwer Academie Publishers, 

Dordrecht. 

Herwijnen, M. van. R. Janssen, W.J.F. Visser and C.W. Versluijs (1993). Een systeem 

ter ondersteuning van beslissingen over de sanering van verontreinigde bodems. 

Instituut voor Milieuvraagstukken. Vrije Universiteit, Amsterdam/Rijksinstituut 

voor Volksgezondheid en Miliuehygiëne, Bilthoven. 

Janssen, R. (1992). Multiobjective Decision Support for Environmental Management, 

Kluwer, Dordrecht. 

Janssen, R. and M. van Herwijnen (1993). DEFIN1TE A system to support decisions on 

a finite set of alternatives. Kluwer Academie Publishers, Dordrecht. 

Mood, A.M., Graybill, F.A., and Boes, D.C. (1974). Introduction to the Theory of 

Statistics, New York: McGraw-Hill Book Company. 

Rietveld, P., Multiple objective decision methods and regional planning. North Holland, 

Amsterdam, 1980. 

Rietveld, P., and H. Ouwersloot, Ordinal data in multicriteria decision making; a 

stochastic dominance approach to siting nuclear power plants. European Journal of 

Operational Research. 56. 1992, pp. 249-262. 



16 

Scheuer, E.M. and O.S. Stoller (1962). On the Generation of Normal Randoin Vectors, 

Technometrics 4, pp. 278-281. 

Ross. S. (1984). A First Course in Probabilitv. New York: Macmillan Publishing 

Company. 


