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ABETRACT

Qualitative calculus of policy modsls is an appropriate method for policy
impact analysis in case of imprecise information concerning the structural
model parsmeters. The conditions of the 20 called sign=solvability analysis
of a linear equation system -~ with information represented by a positive (+),
negative (~) or zero (0) impact - are strict, however.

In this paper, the relevance of qualitative calculus for urban policy model-
ling is discussed.

An extension of the sign-solvability approach (with purely gqualitative infor-
mation) will be dealt with in case of a mixture of qualitative and guanti-
tative information. We will introduce the use of matrix decomposition meth=
ods, of theoretically plausidble parameter restrictions and of a top-down/
bottom~up approach for iign-solvabiuty. The sign-solvability approach is
applied to a dynamic policy simulation model of urban decline in the Nether-
lands, developed for the city of The Hague. Given the insufficiently reliable
data base for estimating the model in a conventional econametric way,
qualitative calculus was used in order to infer conclusions regarding
the direction of impacts of policy variables.






1. INTRODUCTION

- In’ recent years qualitative calculus has becoms an increasingly important
tool in policy impact analysis. The analysis of gualitative relations in
ecuncmic models has been originated by Samuelson in 1947 in order to examine
= in a comparative estatic context = the effect on an equilibrium situation
due to changes in one or mdrc of the exogencus variables {(policy controls,
..g.j. This analysis, usually called gualitative calculus, deals with policy
impact models in which the relations Dbetween variables are analysed in a
qualitative u.iay. i.e. when information on the sign of the impact on some
‘ response variable is obtained from prior knowledge concerning the signs of
the structural parameters in a model. In other words, only qualitative infor-
mation about the directional relationships betwsen variables in a model -
fmeicntad by a positive (+), negative {(«} or zero (0) ijmpact - is used
without quantitative information about the values of the variables. A sero

impact denotes then absence of a prior theoretical relationship between a -

pair of variables. There are at least three main reasons for the develcpment

of q}nlitat:l.ve calculugs and its treatment ‘ot qualitative information in eco~

nomic policy analysis. _

= "Ordinarily, the economist is not in possession of exact quantitative know-
: 'ladge of the partial derivatives of his equilibriwm conditions”™ (Samuel-
‘son. 1947, p. 26), because of the limited amount of suitable quantitativé
data. '

- The qualitative information about the various impacts may have a more solid

empirical basis than the functiocnal model structure (or model specifica-

tion} (ses I.a.ncists:, 1962) .

- The:e may be difficulties in empirical practice 'to'obtain precise or exact-
ly Iquantified information because of measurement problems to get the high-
leval 1nforma_tion, lack of time or simply lack of money to collect data
{see alpo Nijkamp et al., 1985).

The main developments in the field of gualitative calculus took place in

mathematics (see among others, Greenberg and Maybee, 1981; Maybee, 1980;

Maybee and Quirk, 1969}, econcmics (see among others, Lady, 1983; lLancastar,

1962; Ritschard, 1983) and écology (Jeffries, 1974).

In many situations, the data base for policy impact analysis is unsatiafacto-

ry in oxder to estimate the impact parameters in an adequate vay (for instan-

ce, due to lack of appropriate time-series). Especially in case of dynamic
behaviour of a complex system various fluctuations may occur, which reflect
sometimes asymmetric ‘behaviour during different time phases (for instances,
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upswing and downswing phases in situations with structural changes). This
implies that conventiona) econometric techniques are not alwvays appropriate
tools, as they usually assume stable behaviocur of parameters. In order to
deal with lack of reliable time sexies, often simulation models are used in
order to analyse various trajectories of a systam (for instance, as a respon-
s8 to & policy stimulus). An evident disadvantage of this approach is the
lack of falsifiability of the parameter values.
An alternative way of dealing with a weak database is gualitative calculus.
Qualitative methodological tools may Dbe used to 'quantify' the ispact of
policy instruments in terms of positive, negative or szero impacts. Por
sxanple, the impacts variables on like demand for consunption goods and
entrapreneurial atractiveness caused by a change in the supply of
intermediate services and in the supply of infrastructural facilities may be
denoted in qualitative t.m by means of positive, negative or zero changes.
™he first aim of the préunt paper 1is to provide a concise introduction to
sigo-solvability analysis of a2 model which is represented by a structural
relationship hix,y)= 0 (see section 2). The structural relations encompass a
vector y of endogenocus variables and a vector x of exogenous variables. The '
information about the model {called the qualitative structure of the model)
' consists of two elements, viz.: '
- the causal structure determined by the first order derivatives of h(x,y)= 0
with respect to variables x and y. '
« the sign of the non-zero elements of the matrix of first order derivatives.
Congider now a set of linear equations Ax+b = (. Both matrix A and vector b
.c‘ontain qualitative information with cell-elements +,- or 0. The set of equa~
tions can be solved for the unknown vector x, given matrix A and vaector b.
'.l'h:l.s system is called full sign-solvable when the cell-entries of the golu-
tion x = «A"lp (with cell-elements +, - or 0) are defined in a unique way. In
t.he past years necessary and sufficilent conditions for full sign-solvability
have been formulated in the literature (see, for example, Bassett et al.,
1968} .
These conditions can alsc be interpreted in a graph theoretical way by means
of signed directed graphs (or, shortly digraphs) (see for example, Maybee and
Greenberg, 1969). The ‘reason to use a graph reprssentation of the impacts
between variables is that the conditions of sign-solvability make use of
graph=theoretic tools.
The sign solvability approach can be interpreted as a kind of overall sensi-
tivity analysis as follows. If it is possible that the system can be solved
for x in a unique way with a vector of signs as the solution, this solution
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will -hol‘d for all possible cardinal values of the matrix A and vector » up to
their signs.
* Gne of the major problems in practical applications with pursly qualitative
information is caused by the severe rutri.ct:l.om inherent in identifying
uunhiguoul solutions for the full siqn-solvabinty problem. In this regard,
additional information measured on an ordinal or cardial scale may lead to
partial sign-solvable systems which are otherwise not solvable in a purely
qualitative sense. Therefore, the second aim of the paper is an analysis of
sign-solubilglty with mixed levels of information. This approach sakes use of
& mixture of qualitative and quantitative information. Various matrix decom-
position and permutation methods have recently been developed in the context
of large and complex econcmic systems (see for a discussion, Greenberg and
Maybee, 1981). It will be shown that the approach with matrix permutations is
also fruitfol for problems with mixed information. An extension of the sign-
solvability analysis with purely qualitative information 1s presented in
secticn 3 and is based on four points: :
{1) a patrix décomposition and permutation procedure for sign-solvability
analysis.
(H.} -the use of a mixture of qualitative and quantitative information by
- means of a 80 called top-down and bottom-up approach.
{1_1:.1.)‘ the use of plausible parameter restrictions for sign—-solvability anal-
ysis in policy modelling.
{iv) some recently developed computer programs for sign-solvability analy-
sis.
An application of sign-solvability analysis is presented in gection.4 for a
dynanic urban planning model developed for the city of The Hague in the
Retherlands. '

2+ SIGN=SOLVABILITY ARALYSIS

Sign-golvability analysis may be regarded as a specific form of a qualitative
impactanalysis in policy modelling.

Consider a general economic impact model represented by m structural rela-
tiones h(x,¥)=0 with y a vector of endogencus variables and x a vector of
exogenous variables (including policy instruments). The structural relations
may be static or dynamic in nature with either linsar or non-lipm compo-
nents. The analysis of sign-solvability means the identification of cin.ngves
. in endogenous variables in a gqualitative way (denoted by +, =, 0) due to
changes in exogenous variables. This can in principle be obtained by totally
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differentiating the above mentioned system: _

;% ax + % dy = 0 ' (1)
oz, equivalently:

% - - ? 38 (2)

The right-hand side of formula (2) consists of two parts, viz. the inverse of
/oy and this inverss multiplied with 3h/3x. When both parts ars uniquely
determined in a qualitative wvay, formula (2) is called sign-solvable.

A set of iinear equations, as a specific example of the above mtionod gen-
eral form of structural relations, can be written in matrix notation as:

'-w:lth A a matrix of order nxn with elements .11 (L,j=1,..,n) while both x.
and » are vectors of order nxl. The solution of (3) is given by:
x= -a"1b, - , (4)

provided matrix A is non-singular.

Assume matrix A and vector b contain qualitative information concerning the

signs of the cell-entries. Eguation (3) is called full sign-solvable if the

signs of the elements of vector x in (4) can be identified in a unique way,

and it may be :I.nterpretod in a wvay analogous to (2).

Full sign=golvability holds if and only if both the inverse of matrix A and-

the inverse multiplied with vector b are detam:l.neq uniquely. There is a

nuber of matrix operations which do not affect the analysis of full sign-

solvability (see also lancaster, 1962}, viz.:

(1) permatation of any two rows of both matrix A and vector b. This opera-
tion only changes the order in which the equations are written. .

(1i) permstation of any two columns of either matrix A or vector b. This
operation only changes the order of the variables.

{11i) reversement of all signs in any row of both A and b; This operation
multipliies both sides of an equation by a factor «1.

{iv) 7yeversement of all signs in any column of either A or b, This operation
maltiplies a variable by =1. '

The row and column manipulations (i), (ii) and (iil} can be carried out with-

out affecting the solution vector, while the final operation implies the

sign-reversement of a particular variable.

Necessary and sufficient conditions for full sign-solvability of (3), with A

non~singular, have been formulated dy Bassett et al., 1968. The conditicns

make use of graph theoretic methods, with impacts between variables repre-

sented by signed digraphs (directed graphs with either a positive or a nega=-

tive sign). System (3) is full sign-solvable if and only if the- fofl.low:lng'



conditions hold.
{(a) the dlagonal slemants of A be all negative, i.s. a n(:: for all 1.
(b} if i+ :I.z ... 1)y (k21) then
844 B1qdvreeedyyg < 0
This condition means that all cycles in the utrix A of length at least
two need to be non-positive. '
{¢)} b € 0: the elements of vector b need to be non-positive.
(d) if bx € 0, then every path from i to k is non-negative for ifk.
The row and column operations (i) to {(iv) are useful for a discussion of the
. conditions of‘ sign-solvability. The first condition of sign=solvability may
hold after one or more row or column permutations and sign reverseaments.
Conditions (a) and (b} are necessary and sufficient to determine the inverse
of the matrix A in a unique way, while conditions (¢) and (d) guarantes a
uaique sign of the cell-entries from A~! b when conditions (a) and (b) hold.
Consider for example the following analytical representaticon from a set of
three linear eqmtions with ¢qualitative information about the i.macts batween
-var:l.ablesz -

- e wm] Y )=

-I-t)-:lc3 0_

The impacts of this system are presented in an equivalent way in Figure 1 by
means of graphs with elements (A, -b). ' '

Pigure 1. A Graph Representation of a Qualitative Model

All conditions for full sign-solvability hold in this example and the solu-
tion (4) becomes:



x) - = 0 +
gz w |+ =0 wl = Jp
x3 ==t 0 "'__l

The change in the variables x;,x, and x; becoma: positive, given the model
structure represented by matrix A and the signs of the exogenous variable in
vector b.

Other applications of sign-solvability (in the field of, for example, region-
al economic and macro-econcuic modeling) can be found in Erouwer and Wijkamp,
1985; Lady, 1983; lancastsr, 1962; Maybee and Quirk, 1969; Ritschard, 1980;
Voogd, 1983. '

The next section deals with some xecent advances in the area of sign- solva-
bility with different levels of information (e.g. 2 mixture of purely qualie-
tative and quantitative information about the impacts between variables).
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3. EXTENSION O!' THE SIGN-SOLVABILITY APPROACH FOR PURE OQUALITATIVE
INFORMATION

. The conditions for sign-solvability discussed in the previous section origi-

nated from mathesatics. They have = in the framework of economic modelling =
besn further examined among others for Klein's model for the USA (see also
Brouwer et al., 1985). Sign~solvabillity 4id even not hold for suwh a saall
dynamic national economic model for the USA with six agquations. We will dis-
cuss therefors sowe adjusted tools and research directions of the sign-solva-
bility approach for policy modelling, visz.:
(1) thie uu"_ of patrix decomposition and matrix permutation procedures; ,
' (i1) the use of plausible parameter restrictions which may be inferred on
theoretical grounds;
{(i41) the use of a stepwise procedurs to include parameter values from one or
. ‘more squations which are based on prior information. This stepwise
procedure makes a aistinction between a so-called top-down and bottom=
up approach;
(iv) the use of recently developed computer algorithms for qualitative
linear systems. | _
A number of matrix deccmposition and matrix tation adures are
develcped for the an}alysis of sign-solvability (see also Maybee, 1981). A
lut:i.x A is called reducible if a permatation matrix P exists, to reverse

‘rows and columns of the matrix A, such that A will be transformed in to A*
with

1 M2 (5

with both matrices AII and 322 are sqguare matrices and 0 is a zero-ﬁatrix.
The transformation of A into A* is obtained by

a* = » a T (6)
A matrix decomposition procedure makes a decomposition of matrix A into eub-
matrices, just like for example in Formula (5).
. When the matrix A is reducible, the sign—-solvability approach can be dealt
with in two steps, Decause:

Ay A x) = | b (7)

or:



Ay % + MA2x; = by . t8)
A2 %2 = B

The necassary and sufficient conditions for sign-solvability of wvector x; can
be analyzsd independently from vector x;. Vector X, may be sign-solvable
irrespective of whether vector x; is sign-solvabls (sse also Gilly, 1984).
The conditions of sign-solvability make use of oanly qualitative information.
However, in empirical modelling situations additional cardinal information
may often be available which can be used as well. Such plausible information
may be basad on either logical, empirical or theoretical evidence. An exsaple
of plausible information is the share of consumption in naticnal incoms which
is not only positive but it should be also smaller than one. As the sign-
solvability conditions make use of the signs of minors in the coefficient
matrix, this information iny be highly relevant.’

When such additional guantitative information will be used, it may be possi-

ble that an originally not sign—-solvable system of equations becomes at least

partially sign-solvable (see alsc Brouwer et al., 1985).

When limited information - in guantitative terms - is available about the
impacts between variables a so-called top-down or a bottom—up aproach may

" lead to interpretable modelling results. Both approaches are stepwise proce-‘

dures 8o as to assure that a gualitative system is sign-solvable in a number

of steps.

The top-down {or forward selection) approach implies that all equations are
assumed to be represented in qualitative terms, so that we then may identify
w‘hich and how many equations have to be estimated in a quantitative way in
order to make the system sign-golvable.

The bottum=up (or backward elimination) approach starts with a complete esti-
matéd model and attempts then to identify which and how many equations may be
t;pecified in qualitative terms in order to still guarantee aiqn-colvah:l.li.ty.
A main advantage of both the top-down and bottomeup approach is that policy
mod.ela may become sign-solvable when a mixture of gualitative and gquantita-
tive information is used.

A FORTRAN computer algorithm to solve qualitative linear systems by means of
a block recursive decoﬁposition procedure has been developed and operational-
ized at the university of Geneva by Rltschard (1980). The procedure however
may becomé problematic for computational reasons, especially in case of com-
Plex dynamic sconcmic models.

The gqualitative analysis discussed in this .section will be now applied in the
next section to a dynamic model of urban dmlop'unt'.
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4. SIGHN-SOLVABILITY AMALYEIS OF A DYNAMIC SIMULATION MODEL
The use of sign-solvability analysis will be illustrated in this section by
- means of a dynsmic simulation model of urban decline for the city of The
Bague in the Netherlands. Like many other cities in indunstrialized countries,
this city is exhibiting a process of decline, in terms of population and
jobs. It is however a major problem to select the appropriate (packages of)
policy instruments needed to steer the urban evolution intc a desired stable
di.rt;ztion. Insight into the effects of policies for urban renewal is also
hampersd due to the lack of an operational urban model, mainly caused by the
underdcvelopea state-of~the-art in the area of urban econometrics {see also
’ Hutchinson et al., 1985).
e fiuctuating pattern of this urban system since World War II makes it
unfortunately almost impossible to develop and estimate a satisfactory econo-
ngtrié model, as data on relevant key variables are not available and as
there is no guarantes for a syminetric behaviour during the upswing and down=-
swing phases of urban development. This explains also the limited use of
integrated urban models in policy practice; urban evolution is still a poorly
understood phencmenon. )
Consequently, many urban policy models are not based on solid econometric
procedures but on simglation experiments. Forrester (1971}, for example,
dw"el‘oped a gimulation model with five major state variables, viz. non-agri-
cuit-m:al investment, population, natural resources, pollution and agricul-
tural investment. The policy impact model which will be discussed here 1a
also a simulation model for urban dynamics. This model will be used as the
haais for a qualitative calculus approach to urban dynamics. '
Parameter and model validation in a conventional econometric way is
p:oi:lmtic because of the a-symmetric pattern of .nrban evolution and the
lack olf sufficiently quantitative information. '
In this context, sign-solvability analysis may be extremely relevant, as this
method may be af:»le to predict the qualitative (sign) impact of a policy va-
riable, even if reliable cardinal values of impact coefficients are not a-
vailable.
The model presented in this section has been used to assess the impact of
public policy measures in the long-term evolution of the city. Urban develop-
ment in time is mainly governed by attractiveness and disattractiveness fac-
tors wich play essentially the role of pseudo-prices in the model. .
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The structurs of the model is presented in Pigure 2.
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Structural Representation of an Urban Development Process

Flgure 2.
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The model consists of 11 equations with endogenous variables characterized ih
thefollowing vay (see alsc Nijkamp and Soffer-Heitman, 1979).

urban entrespreneurial attractiveneas (Lb)z
denand for services (vd ¥}

growth of econcaic base aectorl ()
residential attractiveness (AY);

total demand for consumption goods (c‘l);
growth of the population size {migration included) (P);
demand for housing (wd);

total supply of consumption goods (C%);
 gupply of intermediate services %),
supply of labour (1%);

demand for labour (L"}.

S R RO RUE R R
'll.lllllll

-h ok -

The 11 equations represented in matrix form in (9) are explained briefly
balow.

The development of urban entrepreneurial attractiveness will be stimulated by
a rise in the supply of labour and intermediate services, the growth of eco-
nomic bage sectors as well as entrepreneurial stimulation measures (equation
1 in k9)). The develomment of economic base sectors {(equation 3) is ‘deter-
nined by a growth of urban entrepreneurial attractiveness and the demand for
services. The gimulation model alsoc describes the development of residential
attractiveness which ies related to the situation of the housing market, the
urban labour market, the balance between demand and supply of consumption
goods and the growth of population (equation 4). Total demand for consumption '
goods in equation 5 is related to the population size. The growth of popula-
tion size {equation 6) is related to the supply of housing and is determined
exogencusly. The supply of consumption goods will rise when the Aaiscrepancy
between demand and supply becomes larger. The supply of intermediate sexvices
is a function of the dlfference between demand and sapply of such services
with a lag of one period (equation 8). The supply of labour is determined by
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the growth of population and the incresse in the nmber of commiters. Final-
1y, the demand for labour in equation 11, is & function of the development of
the growth of economic base sectors, the supply of intermediate services and
the supply of consumption goods.

The paraseter values used in the simulation stage of urban modelling for the
city at hand are presented in Table 1.

Tabls 1. Paramster Values of an Urban Simulation Model

o B Y $ e n X A v £
1 1.0 _ 0.9 0.4 1.0 0.9 0.2 1% 0.5 0.5 0.75 0.2
_2 1.0 0.5 _ 1.0 0.9 0.5 0.2
3 0.78 0.78 0.02 0.02 0.5
4 2.0 2.0

We will now analyze sign~solvabllity of the linear simmlation model, viz.
whether modelling results will be obtained which can be interpreted when only
' gualitative information or a mixture of qualitative and quantitative informa-
tion is available. The columns of the matrix A are multiplied by -1, so that
all main diagonal elements of the matrix sign (A) are negative, and the first
condition of sign-solvability holds. This is one of the matrix operations
mentioned in section 2 which do not affect the analysis of sign-solvability.
: 'ﬁm equations of the model represented above can be denoted by a matrix
decomposition into submatrices, vis.:

4, O X - By B2 X (10)
A); Ry x, Byy Bya | | x2 |
S - £-1

The matrices are denoted in qualitative terms by

r -

l

- 0 + 0 0 O 0 0 0 + 0 +

0 - + 0 0 0 0 0 0 0 0 O

sign (A,,) = + + - 0 0 01}, sign (a,,)= {0 0 0 0 0 0
000-01' - - s -

' 0 0 0 0 - + 0 0 0 0 0 +
umo«-cu_--l 0 0 + 0 0 0
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and  aign (A,,) =

o000
r+oo |l o
+o 100
o roo0c
Iaooo

— .|

Sign-solvability of the linear system of equations in (9) can be aralysed in
two steps, because of the matrix decomposition procedure represented in (10),
i.s« the variables 1 to 6 in the first step and the other variables in the
second stap.

A graph representation of the impacts between the variables { to 6 is given

in Figure 2. The variables y;to yg denote the endogenous variables for period
t and hl to bg denote these variables with a lag of one period.

Figure 3. Graph Representation of Qualitative Imﬁact's hetween Variables.

The matrix Al } can be partiticned into two independent sets of variables,
viz. a set with the variables (AP, vd, T) and a set with the variables
(a¥, a2, P). We will discuss now the four conditions of sign-solvability.
The first condition holds for all variables in Figure 3, viz. all main diago-
nal elements of the matrix A,, are negative,

The second condition, viz. that all cycles of length at least two are non-
positive, does not hold for anyone of the two gtafhs.

We may conclude from these two conditions of sign-solvability (one of them
_ does not bhold),that the inverse of the matrix 111 with only qualitative in-

formation, is not uniquely defined. The conditions three and four do not hold



for the graph representation and we may conclude from this that the lineax
system wvhich corresponds to Figure 2 with only qualitative information is not
sign=solvable. _

In the above we discussed that the dynamic simulation model is not sign-solv-
able. However, & system which is not sign-solvadle with pure qualitative
information, may become sign-solvable when a mixture of qualitative and quan-
titative information is available. The quantitative information may be ob-
tained from theoretical evidence, prior knowledge or an estimation procedurs.
Consider for example ths parameter values of the squations 1 to §, presented

in Table 1. The sign-values of the reduced form for these variables then
becomes:

1ab | + - + 0 0 O _Lb'l

vd 6 - + o0 o o0} {va

T - 0 - + 0 0 0 T ' (1)
a¥ 00 0 + = + AV

A 00 0 + = = d -

P J]o o o o - + P

't - JLI A MO

™e signs are defined uniguely because of the gquantitative information about
the parameters. The second part of formula (10) then beccmes:

Ay Xy * Ay, Xpe = Boy Xjeey * Bog Xp,e-) (12}

and
) -f =f -t

Xop = =By, Bjy Xge + Bgp Bpy Xy pny *t Agp By X 0 1(13)

with X . and x,, the -variables {1 to 6 and 7 to 11 successively, for
period t. The right-hand side of formla (13) consists of three parts and
wil-l be #0lved with the help of the reduced form representation in (11) and
the qualitative impact values for the other variables. The sgign-values for

these variables then beccie:
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The results from equations (11) and (14) show, for example, that a positive
sign for the demand for consumption goods (Cd) during period ¢=-1 wi.l]: lead
to a negative change in the next period for the variables: residential
attractiveneas (A") + demand for consunption goods (Cd) ¢+ growth of popu~-
lation size (P), supply of consumption goods (C®), and the demand for la-
bour (Id) apd it has no effect on the other variables.

Ve 'can conclude from the above that the system of linear equations is not-
fully sign-solvable when gquantitative information about the equations 1 to 6
is available: a number of cell-entries in (14) are still undetermined with
regard to their sign, viz. the cell-entries (1,6) with regard to the matrix
coresponding to variables 1 to 6 and the cell-entries (5,2) and (5,3) with
regard to the matrix corresponding to variables 7 to 11. The use of 2 top-
down/bottom-up approach will therefore now be discuased to deal with a mix-

ture of qualitative and quantitative information. The inverse of the matrix
RA;; is (10) can be partitioned into

n = g 0
o A, . (15)



with - -
M = =BT e, BTy -3V 8 (e
"N Y2 1
and
1 1 0 6» .
ﬂl 0 1

The inverss of the matrix A,, in (1. 0) with gqualitative information is deter-
mined uniquely and becomes:

-000
-00
-0
0 -

- (18)

o O 9 O

- I

0
0
0
0

—— i

The decomposition of the matrix All in (15) shows that the matrices 3111 and
"112 can be analyzed separately. This conclusion shows that in the framework
of this paper sign-golvability with a mixture of gualitative and quantitative
information for the two sgets of variables (A®, v4, T) ana (A, d, )
can be analyzed separately.

e results for the top-down/bottom—up approach are presented in Table 2. We
made use of the reduced form model representation as follows:

.t 0 OB X e (19-2)
and

Xo,e T By ¥y M3 Xg,e (15-b)

The undstermined signs of the cell-entries from the matrices ul. M, and M,
are presented in Table 2 in columns 2, 3 and 4 successively. Column 1 in

Table 2 presents the parameters for which quantitative information is used.
Plausible parameter information has been used as well, viz. 1 - 11< 1 and

1-ut,or 0€3, <1ana 0<y, €1

Te cell-entries of the matrices Mj, My and M3 which are defined for their
signs are the ones presented in oquatipna (11) and (14).
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Table 2. Mixed Levels of Information and Sign-lolvabuitz

- Anal={Quantitative Unknown signs of cell-entries
ysis information Matrix M, Matrix N, Matrix K,
iR | e Bur Lo Lan (4.,4),(4,5),(4,6){(1,4),(1,5),(1,6)
’1!71072 {5,4),(5,5),(5,6)1(4,4),(4,5),(4,86)
(6,4),(6,5),(6,6) ) {5,2),(5,3)
2 ﬂl;ﬂzgﬂacﬂhc (4t‘)t(4ts,f(4ls) (134}t(1!5)0(1!6)
81!*1!72:51:52;€3 (5,4).(5,5),(5,6)(4,4).14,5),.(4,6)
(6.,4),(6,5),(6,6)
3 Q) rQ 18300y (4,4),(4,5),(4,6)1(1,4),(7,5),(1,6)
81111072091 {5,4),(5,5),(5,6)1(4,4),(4,5),(4,6)
: (6,4),(6,5),(6,8) (5,2),(5,3)
4 Jayeap/Q3,Qy, (4,4),(4,5),(4,6)1(1,4),(1,5),(1,6)
ByrlyeYarXgeXaeX;3 (5.,4),(5,5),(5,6)§(4,4),(4,5),(4,6)
- (6,4),(6,5),(6,6) (5,2),(5,3)
s Ny eNa N3, (1,9,(1,2),(1,3) (1,6)
8y 18508308, (2,1)4(2,2) ,(2,3)
. (3:1),(3,2),(3,3)[(5,1),(5,2) ,(5,3) {1 (5,2) ,(5,3)
6 . nlonzens. (1,13,(1,2),(1,3) (1,6)
T 181085.83.8, 5, (201)442,2),(2,3)
(3,1),03,2),(3,3)1(5,1),(5,2),(5,3){(5%,2}),(5,3)
T qnyenyenye8,08,,85,8,, 1(1,1),01,2),(1,3)
' ei:X:;X:JX; 2 (2,1,(2,2),(2,3)
(3,1),(3,2),(3,3) (5,2),{5,3)
8 n1;n2;n3.61,62,53.5g. (1, .01,2),(1,3) {1,6)
81'51'52'53 (2,1),(2,2),(2,3)
: (3,1),(3,2),(3,3)}(5,1),(5,2),(5,3)
9 nlcn2:n3;51:32:63.5g (1,1,(1,2),(1,3) {1,6)
Slfvl (2,1),(2,2),(2,3)
1 A3,1),4(3,2),(3,3){(5,1),(5,2),(5,3)] (5,2},{5,3)
10 \ JOPT. DRPY. Y- PSS VR £ Y (1,6)
1702003 01411772
nl'n2fn30e1062'63!6kl81 (5,2),(5,3)
11 ja, ,a,,a3.a4.810Y1/Y2s
nlgnzgnsoﬁl:ﬁza 3!6“351
xl cxzrxa {5,2).,(5,3)
12 ja, s0,.a :ﬂ“tBIfY ALY,
n:,ni.ng.sl.sz,s;,sf
XI !xzixafgl !Ez!ga
13 fa '“2'“3'“&'31'71'72'
ni'nz'n3'61'62‘63'sh"1
X1012013'51:€2:€3
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M expty block in Table 2 means that the corresponding matrix has no cell-
elemants which are undetermined for their signs. ‘ .
The first row in Table 2, for example, presents the cell-entries of the ma=-
trices M;, M; and M3 which are undetermined by sign when quantitative infor-
mation for the three first equations from equation (9) is used. A2ditional
quantitative information is necessary to determine the signs of these cell-
elements. When the analyses 1 and 2 are compared to each other, and quantita-
tive inforation about the parmmeters £,, §, and §g is introduced, all cell-
antries of the matrix M; are determined for their signs. This is a result of
the so-called top-down approach. '

An originally not sign=-solvable simulation model, like the analyses 1 to 11
‘in Table 2, becomes sign-solvable in analysis 12 when quantitative informa-
tion about the above mentioned parameters is used.

In suwch 2 case the gqualitative information about the equations for the varia- .
bles ¢, », ¢*, Vv and 1I® is used, as well as theoretically plausible
parameter values, vix. €;, W,, v, 20,0 A € 1and tl(ul L2 )

The opposite approach to a stepwise selection for sign-sclvability based on a
backward elimination (the top-down approach) takes the cardinally estimated
model ‘as the starting point of the analysis. This is thod in analyses 12
and 13 in Table 2. Both analyses are sign-solvable. The quantitative informa-
tion about the parameter €, does not add any information for the sign--olva-‘
bility analysis.

Por that reason we prefer the top-down selection approach with a stepwise
selection procedure and with all parameters in the basic model known up to
their aign.
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S CONCLUBION

' Some nev research directions in the field of mixed qualitative calculus,
{especially sign-solvability of an urban planning model) have been discussed
in the PApSY. '
Qualitative calculus can be regarded as a method to solve (either static or
dynamic) models with gualitative information about the impacts between varia-
bles. Sign=solvablility is a major issue in policy modelling in case of non-
netric .tnf.om__ntion regarding parameters. Mixed sign-solvadility analysis and
. matrix dcccubosltion wethods may provide new tools for a qualitative policy
1npact'mlysit. A seriocus disadvantage of a matrix decomposition and matrix
permutation approach, d4iscussed in section 3, is the necessity of matrices
A, and Ay, to be squared; the sign-solvability approach becomes problematic
when such matrices are not square. In this regard, the potential of a gene-
ralized inverse procedure has to be further examined. '
Bowever, if a mixture of qualitative and quantitative information about the
impact between variables is available, a stepwise selection procedure can be
.aployod in order to cbtain solutions for the sign-solvability approach in
dynamic and static policy models.
In relation to efficient decomposition procedures, the use of theoretically

pl;usihle quantitative information on parameter values and of non-square

matrices, 311 and Azz i3 useful as an operational tool in sigr-solvability

analysis of policy models with mixed qualitative—qnantitative information.
The previocug analyses have demongtrated that qualitative calculus is an ex-
t'i:mly useful tool in policy modelling and may be an appropriate complement

to conventional econometric techniques and simulation procedures.,
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