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In this paper we compare calculations of the rates of excitation energy transfer within reaction center of
photosystem II, with transient absorption measurements of the same dynamics. The theory that we apply is
based on the assumption that exciton-phonon interaction is fairly weak. In this way we can study the effect
of exciton coherence as well as the relaxation toward thermal equilibrium of an excitonically coupled system.
The theory correctly predicts the experimentally observed differences in rates for transfer between two
degenerate states in the vicinity of 680 nm and transfer between red and blue electronic states.

I. Introduction

In photosynthetic systems, excitation energy is transported
between pigments of the antenna to allow the energy to reach
the reaction centers. The question whether this transport is
coherent or incoherent has attracted a great deal of attention
for many years. In spite of this activity, the discussion is in no
way close to a consensus. We believe that this is due to the
specific values of the parameters that characterize photosynthetic
systems. We can identify a number of energies, the relative
magnitudes of which determine which approximation is ap-
propriate. These energies are the (exciton) interaction energy
J, the homogeneous linewidthγ0, the temperatureT, and the
inhomogeneous broadening∆. The values of some of these
parameters are not well established, and those estimates that
exist are only accurate within a factor of 2. What is clear is
that for photosynthetic complexes all four parameters mentioned
are of comparable magnitude. Thus we are in the middle ground
for all possible perturbation expansions, and simplified treat-
ments must be evaluated with great care. In the Fo¨rster picture,
the interaction between pigments is assumed to be small, so
that the interaction energyJ can be used as a perturbation
parameter. In a previous study1 we have assumed that the
temperature is very high, so that again a substantial simplifica-
tion results. In this paper we use the homogeneous linewidth
γ0 as a perturbation parameter for our theoretical expressions.
In this way can we study the effect of exciton coherence as
well as the relaxation toward thermal equilibrium. While the
assumption of slow homogeneous dephasing may appear to be
restrictive, still very reasonable results are obtained for the
excited state dynamics.
We apply this theory to exciton equilibration in the isolated

reaction center (RC) of photosystem II (PS II). PS II is
responsible for water splitting in higher plants. The reaction
center at the heart of PS II generates a charge-separated state,
the energy of which generates sufficient oxidizing power to
remove four electrons from two water molecules during four
cycles of the RC. There are a number of published studies of
the dynamics and thermodynamics of energy and electron

transfer in PS II RCs (for a review see refs 2,3), yet the
mechanisms that underlie the observed kinetics are still obscure.
PS II RCs are different from the RCs of purple bacteria such

asRhodobacter sphaeroidesandRhodopseudomonasViridis in
a number of important ways. The issues that concern us here
are those that are relevant to excitation energy transfer in these
particles. In purple bacterial (PB) RCs the energy transfer is
largely unidirectional and toward the lowest exciton state of
the special pair.4 In PS II however, excitation of the reaction
center pigments produces a rapid equilibration of excitation
energy which is largely complete within 1 ps.5,6 The exact
nature of the equilibrium is both awkward to measure experi-
mentally and problematic to calculate theoretically, but the
equilibrium constants must be low, as the energy gaps between
the excited electronic states in the PS II RC are only on the
order of kBT at room temperature. The presence of shallow
equilibria is supported by femtosecond transient absorption
measurements5,6and time-resolved emission measurements.7We
have suggested that one consequence of the small energy gaps
in the PS II reaction center is that dipole-dipole coupling leads
to the formation of a number of relatively delocalized exciton
states.8 This is known as the multimer model of the PS II
reaction center. This is in contrast to the situation in purple
bacteria, where dipole-driven delocalization is apparently domi-
nated by the bacteriochlorophyll special pair.
Several groups have published models of the PS II reaction

center in which the primary donor electron donor, P680, is
modeled as weakly coupled dimer of chlorophylls.9-11 The
multimer model differs from these models in that dipole-dipole
coupling is included between all of the central reaction center
chlorins (four chlorophylls and two pheophytins) and inhomo-
geneous broadening of the optical transitions is included in the
calculation of the exciton states.8 A key element of this model
is that it is relatively insensitive to the detailed structural
arrangement of the chlorins. The multimer model made a
number of predictions concerning the static optical properties
of the PS II reaction center, including the presence of two
degenerate exciton states at 680-684 nm,8,12 which have high
average oscillator strength and whose transition dipoles are
nearly orthogonal. We have recently shown that these predic-X Abstract published inAdVance ACS Abstracts,August 15, 1997.
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tions are in good agreement with experiment.6 In this paper
we examine whether experimental observations of the exciton
dynamics within the PS II multimer are also consistent with
the predictions of this model.
While these successes are noted, at the same time a number

of significant questions remained unanswered. In particular,
questions pertaining to the spectral kinetics have not been
addressed. In this paper we derive expressions for the energy
transfer dynamics of the exciton states. A significant innovation
over previously developed theories1 is that the theory presented
here is valid for arbitrary temperatures so that we can study the
formation of a thermal equilibrium of exciton states. The
transport mechanism described here is a generalization of the
Förster transfer mechanism,13 as it holds irrespective of the
strength of the dipole-dipole coupling relative to the intensity
of line-broadening mechanisms,1 and is consequently valid for
calculating the rates of excitation energy transfer between
exciton states. Below we detail the description of the exciton
dynamics. However, some statements can be made without a
detailed calculation. It is clear that the density matrix that
describes thermal equilibriumF ) exp(-H0/kBT) does not
change in time. Hence, the decay matrixΓ̂ (see eq 5) acting
on this state must give zero, while other states relax toward the
equilibrium state. SoΓ̂ necessarily depends on the temperature
and also on the Hamiltonian of the system. Moreover, in general
it will not be a site-local function, as the various exciton states
are in general delocalized. These simple observations already
make clear that any exciton theory at finite temperature is
necessarily nontrivial.

II. Theory

The Hamiltonian for a system of coupled electronic states in
the absence of phonons is

where|i〉 and |j〉 denote electronic states in which moleculei
(or j) is excited. The first term is the energy of the states, while
the second represents the coupling between states. In the
following we will use the indexk to indicate an eigenstate of
H0 (exciton state) with wave function|ψk〉. This exciton state
is a linear combination of states|i〉. Inhomogeneous broadening
is taken into account by drawing the isolated molecule transition
frequenciesωi randomly from a certain distribution. The
experimental observables are then found from a Monte Cralo
simulation.
We now assume that there is also phonon-induced homoge-

neous broadening. For simplicity we will assume that each
molecule has its own heat bath, which is a good approximation
when there is no strong phonon-mediated interaction between
molecules. In PS II it is known that there is no strongly coupled
“marker” mode.14 Therefore in PSII it appears to be a valid
approximation, in contrast to bacterial reaction centers.15 We
have not included the effect of intermolecular distance variations
caused by phonons. Although this does affect the dipole
coupling, and therefore the electronic Hamiltonian, we expect
that this dependence will be much smaller than the diagonal
exciton-phonon coupling simply because the energies involved
differ by almost 2 orders of magnitude due to the relatively
large distances between the molecules. The phonons cause a
time dependent shift of the isolated molecule transition fre-
quency; however, they do not give rise to a decrease of the

number of excited molecules. This is modeled by an exciton-
phonon interaction term

HereB† andB are creation and annihilation operators for the
phonons.Ci,q is a coefficient coupling a particular electronic
state to a particular phonon. Throughout the article we useqi
to indicate a phonon index associated with the molecular state
|i〉. The phonon Hamiltonian is

whereΩq is the phonon frequency. Note that the interaction
operatorV conserves the number of excited molecules as it
commutes with the operator∑i|i〉〈i|. Hence the phonons give
rise to T*2 (pure dephasing) processes. Irreversible decay,
which is commonly denoted as aT1 process (population loss),
is not taken into account in the theory described here.
Equation 2 can be made plausible as follows. The probability

of a phonon appearing at a molecule depends on the expectation
value of the operatorsB† andB. The phonon causes a change
in the isolated molecule transition frequency with an amount
proportional toCi,q. In the end the phonons give rise to loss of
phase coherence. To describe this properly, we must use the
reduced density matrixF(s)(t). The reduced density matrix is
the average of the state|ψ,qi〉 over the phonon degrees of
freedom:

Hereψ refers to the electronic part of the total wave function,
and qi to the phonon part. There are two classes of matrix
elements in the reduced density matrix. The diagonal elements
Fi,i
(s) are the probabilities of finding moleculei in the excited
state. The off-diagonal elementsFi*j

(s) describe the phase
coherence between moleculesi and j. The phase coherence
between moleculesi and j decays when a phonon is absorbed
or emitted by moleculei since then the transition frequency is
changed, and as a result, the phase is changed by some random
amount.
For a general exciton-phonon interaction HamiltonianV no

further progress can be made. However, if we assume thatV
is smaller thanJi,j, we can use a perturbation expansion to arrive
at kinetic equations. After taking the average over the phonon
degrees of freedom, the time evolution of the density matrix is
given by16-21

The formal expression for the decay matrixΓ̂ is

where the double sharp brackets denote the thermal average
over the phonon degrees of freedom and

We have

H0 ) ∑
i

pωi|i〉 〈i| + ∑
i<j
Jij(|i〉〈j| + |j〉〈i|) (1)

V) ∑
i,qi

Ci,qi
|i〉〈i|(Bi,qi

† + Bi,qi) (2)

Hph ) ∑
qi

Ωqi
Bi,qi
† Bi,qi (3)

F(s)(t) ) Tr{qi}|ψ,qi〉〈ψ,qi| (4)

(d/dt)F(s)(t) ) -iH0F
(s)(t) + iF(s)(t)H0 - Γ̂F(s)(t) (5)

Γ̂ )∫0∞dt〈〈V̂(t) V̂(0)〉〉ph (6)

V̂F(s) ) [V,F(s)] (7)

V(t) ) exp[i(H0 + Hph)t]V exp[-i(H0 + Hph)t] (8)
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Notice thatV(t) is not a site-local operator due to the (coherent)
exciton dynamics in between time 0 and timet.

III. Explicit Expression for the Relaxation Matrix

We are interested in the calculation of the energy transfer
rates from one exciton statek1 of H0 to another statek. The
total evolution equation for the density matrix elementsFk,k′

(s) is
given by

The expression for the decay matrixΓ̂, eq 6, has four terms
when the commutators ofV̂ are expanded. We will detail one
of these four contributions here, as the others can be treated in
a similar manner. The time dependence of the operatorV is
found using eqs 2 and 8 as

One of the contributions of eq 6, acting on a matrix element
Fk1,k′1
(s) ) |ψk1〉〈ψκ′1

|, is

q This expression is complicated because of the presence of
the evolution operators exp((iH0t). When we considerΓk,k′;k1k1′,
a substantial simplification results. Then all states involved are
eigenstates ofH0 so that the time evolution exp((iH0t) is a
simple exponential factor. Moreover, in this case the thermal
average over the phonon degrees of freedom can be performed.
We have〈B†B†〉 ) 〈BB〉 ) 0, 〈B†B〉 ) nth, and 〈BB†〉 ) 1 +
nth, where the thermal number of phonons is

Using these results we obtain

where the time integral can be replaced by a delta function:

Only one of the two delta functions will be nonzero asΩqi >
0. Because of this,γ(ω) satisfies the thermal equilibrium
condition

It is in the end through this relation onγ(ω) that the time
evolution satisfies the detailed balance condition, eq 12. The
reader may wonder where this sensitivity for the temperature
of the environment has been introduced. The answer is that it
is already present in the formal expression for the relaxation
matrix Γ̂, eq 6. This expression is more subtle than would
appear on first sight. The consequence of this subtlety becomes
explicit in eq 14, where a distinction between positive and
negative frequencies is made. For downhill energy transfer,
ωk1 > ωk, and the contribution proportional to (1+ nth) in eq
14 is selected. For uphill transfer we find only the factornth.
Note thatnth(ω)/[1 + nth(ω)] ) exp(-pω/kBT). The difference
between positive and negative frequencies can in the end be
traced back to the time ordering of the superoperatorsV̂ in eq
6. The Boltzmann statistics comes out because of the difference
between absorption and emission of phonons; only for downhill
energy transfer is there a contribution from spontaneous
emission of phonons.
We will assume that all environments are identical so thatγi

does not depend on the molecule indexi. When the other
contributions toΓ̂ are added, we finally find

The spectral densityγ(ω) describes the frequency dependent
coupling of the complex to its environment. The exact nature
of γ is system dependent, but we can make an educated guess
regarding its properties. The derivation, which is based on
harmonic oscillators, not only gives the relaxation matrixΓ but
also predicts the complete temperature dependence ofΓ. We
denote the zero temperature limit ofγ(ω) by γ0(ω). Then

For low temperatures this may be a realistic approximation, but
its validity at room temperature is questionable. PS II is not
made of harmonic oscillators, and it even goes through a phase
transition between 200 and 250 K, so a straightforward
extrapolation from zero temperature is impossible. All calcula-
tions presented so far in this section are for harmonic oscillators;
the expression forΓ is generally valid in this case, provided
thatγ is small. The results of this section can be used at room
temperature by introducing a temperature dependentγ0, or by
simply making an assumption forγ(ω). The only physical
constraint on the functionγ is that it is compatible with thermal
equilibrium eq 15. In the following we will assume that

Thisγ(ω) describes a coupling that, apart from the thermal effect
just mentioned, is independent of frequency. The infinite
temperature limit of eq 18 is frequency independent and
corresponds to an environment correlation time of zero, which
is usually denoted the fast modulation limit. Equation 18 can
be considered as the extension of an exponential decay to finite
temperatures. We expect that this is a reasonable assumption
for the >100 fs time scales considered here. A detailed
discussion of possible alternatives for eq 18 is beyond the scope
of this paper.

(d/dt)Fk,k′
(s) (t) ) -i(ωk - ωk′) Fk,k′

(s) (t) - ∑
k1,k′1

Γk,k′;k1,k′1
Fk1,k′1
(s) (t) (9)

V(t) ) ∑
i,qi

Ci,qi
exp(iH0t)|i〉〈i| exp(-iH0t) ×

(Bi,qi
† e-iΩqit + Bi,qie

-iΩqit) (10)

Γ(1)|ψk1
〉〈ψk1′
| )∫0∞dt〈〈V(t)|ψk1

〉〈ψk1′
|V(0)〉〉ph )

∑
i,q,q′i
∫0∞dt〈〈Ci,qi′

(Bi,qi
† e-iΩqi′t + Bi,qi′e

iΩqi′t) × Ci,qi
(Bi,qi

† +

Bi,qi) exp(iH0t)|i〉〈i| exp(-iH0t)|ψk1
〉 × 〈ψk1′

|i〉〈i|〉〉ph (11)

nth(ω) ) [exp(pω/kBT) - 1]-1 (12)

Γk,k′;k1,k′1
(1) ) ∑

i,qi

|Ci,qi
|2× ∫0∞dt[e-iΩqitnth(Ωqi

) +

eiΩqit[1 + nth(Ωqi
)]] × exp(iωkt)〈ψk|i〉〈i| exp(-iωk1

t)|ψk1
〉 ×

〈ψk1′
|i〉〈i|ψk′〉 ) ∑

i

γi(ωk1
- ωk)〈ψk|i〉〈i|ψk1

〉〈ψk1′
|i〉〈i|ψk′〉

(13)

γi(ωk1
- ωk) ) ∑

qi

|Ci,qi
|2{nth(ωk - ωk1

)δ(-Ωqi
+ ωk -

ωk1
) + [1 + nth(ωk1

- ωk)]δ(Ωqi
+ ωk - ωk1

)} (14)

γ(-ω) ) exp(-pω/kBT)γ(ω) (15)

Γk,k′;k1k1′
) δk′,k1′∑

K,i

γ(ωk - ωK)〈ψk|i〉|〈i|ψK〉|2〈i|ψk1
〉 +

δk,k1∑
K,i

γ(ωk′ - ωK)〈i|ψk′〉|〈i|ψK〉|2〈ψk1′
|i〉 - [γ(ωk1

- ωk) +

γ(ωk1′
- ωk′)] ×∑

i

〈ψk|i〉〈i|ψk1
〉〈ψk1′
|i〉〈i|ψk′〉 (16)

γ(ω) ){[1 + nth(ω)]γ0(ω) (ω > 0)
nth(-ω) γ0(-ω) (ω < 0)

(17)

γ(ω) )
2γ0

1+ exp(-pω/kBT)
(18)
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In the following we will only study the populations, which
are the diagonal elements (k ) k′) of F(s). The dynamics is
described by the master equation

with the population transfer rates

Because of eq 15, we have

which is the usual detailed balance condition.21 The set of time
evolution equations 9 and 16 is more general and may be used
to describe the effect of exciton coherence. To briefly sum-
marize where we stand now, in order to calculate the relaxation
rates, all that is needed is the exciton HamiltinianH0 and a
reasonable approximation forγ(ω).

IV. Simulation of Exciton Equilibration in Photosystem II

In this section we employ eq 19 to calculate the dynamics of
exciton equilibration in the PS II reaction center. These exciton
states are eigenstates of the HamiltonianH0 defined in eq 1.
We have previously proposed a Hamiltonian for the PS II
reaction center.8 We use the same Hamiltonian here (Table 1).
The Hamiltonian was calculated employing the point dipole
approximation for the interaction strengthsJij, and assuming a
PS II reaction center structure corresponding to that of the purple
bacteriumR.Viridis, but with a reduced coupling of the special
pair chlorophylls. The model does not include peripheral
reaction center chlorophylls, as it has been shown that these
are only weakly coupled to the core reaction center pigments.22

Our previous calculations took into account all the dipole-
dipole couplings between core reaction center chlorins, as well
as static inhomogeneous broadening,

where the inhomogeneous shiftsdi (energy level disorder) were
taken to exhibit a Gaussian probability distribution with width
∆inh. Our calculations employing this model indicated that the
core PS II reaction center chlorins should be considered a
multimer of excitonically coupled pigments, with each exciton
state delocalized over approximately three pigments. In this
calculation the delocalization was limited only by the inhomo-
geneous disorder, as no phonons were taken into account. As
was shown in ref 1, the validity of this approach for antenna
systems is limited, but inhomogeneous broadening may well

be the dominant factor in PS II RCs. Crucially, as the optical
properties of this multimer are aggregate properties of several
pigments, the model was relatively insensitive to the details of
the structure employed in the calculation ofH0. We have
demonstrated that this model exhibits a good agreement with a
wide range of experimental observations of the static optical
properties of the PS II reaction center. In particular, the model
predicted the presence of two approximately degenerate optical
transitions of the multimer between 680 and 684 nm with near
orthogonal transition dipoles. The predicted optical properties
of these transitions (orientation and oscillator strength) were
subsequently verified experimentally, with a quantitative agree-
ment being found between theoretical predictions and experi-
ment.6

We have previously resolved transient absorption kinetics6

which we have assigned to population dynamics associated with
these two 680-684 nm transitions. Two examples of such data
are reproduced in Figure 2a,c. These data are the isotropic
transient absorption signal (Figure 2a), and the corresponding
anisotropy (Figure 2c), observed at a probe wavelength of 683
nm following photoselective excitation of isolated PS II reaction
centers. We have previously shown that these excitation
conditions result in the selective excitation of the two 680-
684 nm transitions. We have assigned the isotropic signal at
683 nm to bleach/stimulated emission caused by population of
these states, with the∼100 fs recovery of the initial signal being
attributed to population transfer to higher energy 665-676 nm
exciton states.5,6 The anisotropy at 683 nm exhibits a∼400 fs
decay, which we have assigned to transfer of population between
the two orthogonal 680-684 nm transitions.6

Figure 2b,d shows the results of numerical simulations of
these experimental data. These simulations follow directly from
our previous calculations of the static optical properties of the
PS II multimer and employing eq 18 for the form of the spectral
density functionγ(ω). Following calculation of the transfer
rates from eq 19, determination of the population dynamics can
be readily determined by the inclusion of appropriate initial
excitation conditions. As previously, we include static energy
level disorder in the calculations; determination of the ensemble-
averaged dynamics is achieved by averaging of the population
dynamics calculated for 2000 different realizations of the energy
level shifts (∆inh ) 210 cm-1 as previously). Full details of
these simulations are given in the Appendix.
It is apparent from Figure 2 that we obtain an excellent

agreement between our experimental and simulation results. It
should be emphasized that these simulations were conducted
without the use of any variable parameters. The simulations
employed the same Hamiltonian we have previously used to
model the static optical properties of the PS II reaction center.6,8

The only additional input required was the determination of an
appropriate spectral density function for the phonons of the
system eq 18, and the value ofγ0. A value of 200 cm-1 was
taken forγ0, as this seems to be the most reliable estimate for
the homogeneous dephasing rate.23 The simulations show
agreement with the experimental data not only in the final

TABLE 1: Exciton Interaction Energies H0 in cm-1 for the
Model of the PS II Reaction Center Shown in Figure 1:
This Hamiltonian Is Identical to the One Used in Ref 8a

Ph1 Ch1 Ch2 Ch3 Ch4 Ph2

ω0 + d1 86.3 17.3 -1.2 -5.7 2.7
ω0 + d2 -101 -42.7 15.8 -5.5

ω0 + d3 120 -37.9 -1.7
ω0 + d4 -90.2 17.2

ω0 + d5 82.3
ω0 + d6

a The diagonal elements are the monomer transition energies, where
ω0 ) 14 860 cm-1.

(d/dt)Fk,k
(s)(t) ) -∑

k1

Γk,k;k1k1
Fk1,k1
(s) (t) (19)

Γk,k;k1k1
) 2δk,k1∑

i,K

γ(ωk1
- ωK)|〈i|ψK〉|2|〈i|ψk1

〉|2 -

2∑
i

γ(ωk1
- ωk)|〈i|ψk〉|2|〈i|ψk1

〉|2 (20)

Γk,k;k1k1
) exp(pωk1

- pωk

kBT )Γk1,k1;k,k
(21)

pωi ) pω0 + di (22)

Figure 1. Schematic representation of the assumed locations of the
pigments of PS II as employed in ref 8. Ph denotes Pheophytin, and
Ch denotes Chlorophyll. The structure is based on theRh. Viridis
structure with the separation of the central dimer increased by 0.28
nm along their connecting axis.
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anisotropy value and the proportion of the initial isotropic signal
decaying on this time scale but also in their kinetics. The
simulated isotropic data exhibit a recovery with a time constant
3 times faster than the corresponding decay of the anisotropy
signal, in good agreement with the factor of 4 obtained
experimentally.24

It should be emphasized that these simulations include a
number of approximations and simplifications. For example,
contributions to the experimental data from excited state
absorption (and in particular the one-exciton to two-exciton
transition) are neglected.25 However, even at this level of
simplification, the simulations are able to reproduce reasonably
well the time constant and magnitude of 100 fs recovery of the
isotropic bleach/stimulated emission observed experimentally
and the time constant and magnitude of the 400 fs anisotropy
decay. These simulations confirm our previous conjecture that
the slower decay of the anisotropy relative to the isotropic signal
results from the partitioning of the two 680 nm transitions over,
on average, opposite arms of the reaction center. The wave
function overlap between these∼680 nm transitions is therefore
small, resulting in a slower rate of population transfer between
them.
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possible by a fellowship of the Royal Netherlands Academy of
Arts and Sciences (KNAW). We also thank The Royal Society,
BBSRC, EU, and RITE for financial support.

Appendix: Numerical Simulation of the Experimental
Data

The transition energies (ωk) and dipoles (µbk) of the PS II
reaction center exciton states were calculated by diagonalization
of eq 1, as detailed in reference.8 The population transfer rates
were then calculated from eq 19. The population of each exciton

state as a function of time can then be readily calculated by the
inclusion of appropriate initial starting conditions. The experi-
mental data employed excitation pulses that selectively excite
the two lowest energy exciton transitions, and a probe wave-
length that monitored the bleach/stimulated emission from these
states.6 Numerical simulations were therefore carried out for
initial population of either of these transitions and neglected
excited state absorption.25 For each excitation condition,
numerical simulations were conducted for parallel and perpen-
dicular orientations of the transient∆OD signal. An average
was obtained of the results for these two excitation conditions,
weighted by the oscillator strengths of these transitions. The
isotropic and anisotropic signals were then calculated from these
simulated data as previously.6

As previously, we included inhomogeneous broadening of
the monomer transition energies in our calculations. For each
calculation, inhomogeneous shifts were selected at random from
a Gaussian probability function (fwhm of 210 cm-1), and the
resultant isotropic and anisotropy simulations determined.
Comparison with the experimental data was conducted after
ensemble averaging over 2000 such calculations.
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