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1 Introduction

In our information age there is often an abundance of fragmented data and an
overwheming presence of segmented methodologica approaches. There is dso an increasing
demand for more integrated scientific ingghts and perspectives. And clearly, there is a need
for more research synthess in the empiricd sciences. Empirica research is often based on
controlled experimentation, as is witnessed in the research methodology in the naturd
sciences. In the socia sciences however, it gppears to be very difficult to apply this research
methodology, as both contextud (environmenta) conditions and behaviourad factors are
subject to change. As a consegquence, we have witnessed in recent years the emergence of
comparative case dudy research with a view to the identification of common knowledge
patterns from digtinct classes of information [ 1], [ 11]. There is an increasing recognition of
the added vaue of empiricad research synthesis in the sociad sciences.

An important new research methodology in socia science research is meta-anaysis.

Although meaandyss has origindly a limited character, viz. a datigicd andyss of
previoudy undertaken quantitative case dudies, it is increasngly recognized that meta-
andyss is essentidly a methodological goproach focussed on quantitative, statistica research
synthess. Comparative research on previous research findings is essentidly a particular type
of meta-andyss.
Compadtive research ams to bring to light both common and contrasting dements
characterizing a sat of phenomena under investigation. Such a research activity serves to gain
additiond knowledge from syntheses of research findings from previous studies and may lead
to generdizable or tranderdble results. In this sense, comparative research has dso a great
ability for conditionad predictions. Such predictions may be continuous in nature, but -given
the uncertainty in many measurement procedures- they often relae to interval data. In many
Stuations the attributes of a phenomenon are represented in digtinct classes, o0 tha then
comparative research boils essentidly down to classfication analysis. This paper describes
some of the dasdfication techniques that may be useful in a comparative research context.

We will focus here on quantitative, numericaly-determined research findings. The
darting point of our analyss is a data set, conssting of n objects, each object being described
by severa variables or attributes. Idedly, the attributes of a phenomenon should be measured
on aratio scae, but dso a lower level of measurement can be consdered. Attributes having a
finite number of possible qualitative values may be transformed into a numerically
identifigble form using the method of categorizing. For example, if we consider a collection
of cas and we wish to look a the disinguishing dtribute 'colour', then possble nomind
characterigtics of the colour could be ‘red’, ‘green’ and ‘blue’. These quditative vaues can be
transformed into a pseudo-quantitetive (nomind) scde by setting eg. 1 = ‘red’, 2 = ‘green’ and |
3 = ‘blue. However, some classficaion techniques may yield specific results depending on |



the way of caegorization; tha is, in principle different categorizations may lead to different
classfications We will return to this subject when discussng each dassfication technique
consdered in the present survey.

In socid science research, we often make a didinction between dependent and
independent variables (attributes) so as to alow for explanatory andyss. If such a diginction
is possible, there is usudly often only one dependent variable. However, we do not exclude
the presence of multiple dependent variables in our anayss.

Classficdion is a prominent research activity in many scences And hence, it is no
aurprise that there is a wide variety of classfication methods. The cdassfication techniques
that are congdered in this paper are the following:

o rough st theory;

o fuzzy set theory,

+ Ccluge andyss

o discriminant andydss

+ logit and probit models;
¢ neura networks,

o two-way tables;

Poisson-regression model.

Clearly, this collection of classfication techniques does not pretend to be exhaudive.
There exis, of course, other dasdfication techniques which might adso be ussful in
comparative research in the socid sciences.

The am of this paper is to offer an overview of the various classfication methods with a
view to identifying their wesk and drong points in compaative research. This peper is
organized as follows. Section 2 discusses rough set theory. In Section 3 we consder fuzzy set
theory. The focus of Section 4 is on cluger andyss, while in Section 5 discriminant andyss
is discussed. Logit and probit modes are the main theme of Section 6, while Section 7 is
devoted to neural networks. Section 8 discusses two-way tables, and next Section 9 considers
the Poisson-regresson model. In Section 10 the methods are compared and this comparison is
summarized in a survey table. Section 11 discusses - by way of meta-synthesis - how to find
the appropriate classfication technique in a specific dStuation. Findly, in Section 12 a
summary and some methodologicd concdusons are offered for further research on
comparaive anayss.

2 Rough Set Theory

The firgd clasdfication technique congdered here is farly recent. Rough set theory
(henceforth RST) has its origins in atificid inteligence, and has proven to be useful in-



severd sciences such as decison andyss, economics, econometrics and dditistics. RST is
essentidly a non-parametric classfication technique, having the property thet it is not based
on dochadtic data This section will only provide a short summary of the most important
features of RST. For a more detailed description, we refer to eg. [1],[ 12],[ 13] and [ 14]. The
number of publications on RST is rapidly increasng.

21 A description

RST is essentidly based on a determinidtic interval classfication. The dtarting point for
RST is a finite set U of objects and a finite set A of aitributes Qudlitative or nomind
attributes should be transformed into quantitative ones as described in the previous section.
Such a transformation does not influence the classfication results Moreover, it is ds0
required that the values of continuousvaued éttributes are transformed into a finite number
of diginct classes For example, consder the attribute ‘yearly income of a person. In
principle, this attribute can take any non-negative value. The vaues of this attribute can be
categorized eg. in the following way:
o 1=80-$10.000;
e 2= $10.000 - $ 100.000;
« 3=%1.000.000 or more.

At the outset, it should be emphasized tha any transformation does influence the
classfication. A sengtivity andyss may be hdpful to invedigate the robusness of the
classfication. However, for the time being this problem will be left asde for the sake of
smplicity. For more information on this topic we refer to [ 14].

In the RST terminology, attributes are usudly split up into so-cdled condition and
decision attributes. Condition attributes fulfil the same role as independent varigbles and
decison variables have the role of dependent variables. We will now concisdly describe the
essence of RST.

The main principle of RST isthe indiscernibility equivalencerelation. Let P be a subset
of the st of atributes A. Then we cal two objects P-indiscernible, if and only they have the
same vaues for dl attributes in P. This equivaence relation generates a partition of the set of
objects U into equivalence classes of P-indiscernible objects, to which we refer as P-
eementary sts.

With respect to each subset X < U we define the P-lower approximation of X, denoted by
PX, as the collection of P-dementary sets which are contained in X, and the P-upper

approximation, denoted by PX as the collection of P-dlementary sets which have a least one
dement in common with X. We note that PX ¢ X < PX, and hence, objectsin PX belong
with certainty to X, while objects in PX might beong to X.



Now the idea of RST is to approximate each subset X of U by means of the par (PX,

PX ), with respect to some subset P of A. In case PX = PX, the s&t X isthe union of P-
dementary sets. In such a case, one can dtate with certainty whether an object belongs to Xor
not, by considering only the set of attributes P. Moreover, with respect to any subset P of A,
we can determine the accuracy of the approximation of X as the share of dementsof PX in
PX .If U ispartioned into U ={U,, ..., U,} the qudity of this classfication can be given as the
sum of these shares of dl sets of this partition.

Taking for granted now the classification of U patitioningtheset U into U = { U}, . . .. U,}
and the qudlity of this classfication with respect to P, the god of RST is to find a minima st
of attributes R c P that gives the same qudity of dassfication as P, This concept is known in
RST as attribute reduction. Attribute reduction results in so-cdled reducts of P. The
intersection of al reducts of P is known as the core of P. Findly, the totd set of the objects
may be dasdfied without losng any information, by usng only the atributes of R On the
other hand, leaving out one of the core dtributes will dearly affect the qudity of the
classfication. Based on these reducts of P, RST derives ultimatdy decison rules which are a
satement of the form 'jf the atributes of the reduct have these vaues then the decison
atributes have a given vaue. Decidon rules can in principle dso be generdized to new
objects and are thus suitable for transferability and prediction.

2.2 Conclusion

In this brief survey, we have discussed RST which is essentidly a non-parametric
technique that uses only the determinigtic interval information incorporated in the daa itsdf.
No a priori assumptions are made about the underlying digtribution of the data The key
feature of RST is the indiscernibility reation. RST has various agpplicaions to classfication
problems. By computing reducts of the condition attributes, the relevance of each condition
atribute can be evauated. Attributes not belonging to any reduct may be consdered as
irdevant and can thus be left out. Clearly, the rdiability of this operaion is criticdly
dependent on the representativeness of the findings in the various case studies considered.
Leaving out dl irrdevant variables leads to a minima st of attributes with the same qudity
of description as the origind set of attributes. The intersection of al reducts yieds a core of
atributes from which no variable can be diminated without deteriorating the qudity of the
classfication. The core vaiables can be seen as the most important vaiables. Findly,
relationships between objects can be described by means of rules having the form of ‘if.. .then'
datements. Thus, RST has quite some features that make it interesting as a tool for
classfication andyss, and hence dso for compardive research on case sudies with interval
results.



3 Fuzzy Sat Theory

Another important and popular classfication method is based on fuzzy sets. In this section
fuzzy st theory (abbreviated as FST) will be concisdly discussed. Similar to RST, FST has its
roots in atificid inteligence, but it has dso gpplications in other stiences such as
psychology, decison andyds economics, econometrics and datiics For a detaled
overview of fuzzy st theory and its gpplications, we refer to [10], [ 15]. Of course, there are
numerous publications on FST.

3.1 A description
In ordinary set theory an element x may or may not belong to a set A; that is, there are
exactly two mutudly excduding posshilities

xed or xgAd

In fuzzy st theory, the relation ‘belonging to a s’ is extended towards linguistic
information of an imprecise nature. This extenson is based on red-life Stuaions, where
often it is unclear whether an object belongs to a set or not. For example, if one congders an
aged person, one may wonder whether he or she belongs to the class of people being older
than 80. If one had to give a number 0 < a < 1, indicating the possibility that the person
belongs to that class, one might perhaps give a= 0.6. This is exactly the am of FST.

To daify FST more precisdy, let X be a set of objects and let A = X. The membership
function f4: X — [0,1] associates with each x € X'a number in the interva [0,1]. This number
indicates the grade (or degree) of membership of x in A. The set A, with a corresponding
membership function f, , is cdled a fuzzy set. A fuzzy st is empty if and only if its
membership function is identicaly zero on X. Two fuzzy s#ts A and B are equal, written as A
= B, ifadonly if f4 (x) = fs (x) forall x € X. The complement of a fuzzy set A is denoted by
A’ and its membership function is defined as

far(x) =1« f4(x).

Aisasubst of B(4 cB)if and only if f4 (x) < fp (x) for dl x € X. The union of two
fuzzy sats A and B is again afuzzy set C = A u B with a corresponding membership function:

fc(x)=max {fs (x), fr ()}

The intersection of two fuzzy sets A and B is afuzzy st C = A n B with a membership
function: (



fe (x)=min {f4 (x), f5 (x)}.

Other operdtions on fuzzy sats can be defined in a dmilar way, but we will confine
oursalves to the above operations. FST is often used in decison andyss with imprecise
information. Its mgor advantage is its ability to incorporate linguidic statements which do not
have an unambiguous numericd meaning.

3.2 Conclusion

FST provides an extenson of the set-theoretica relaionship of an object ‘belonging to a
st’. In FST it is possble that an object belongs to different classes with various degrees of
memberships. This feature makes ST gppropriate for classfication problems with vague
classes. Given a collection of fuzzy classes and corresponding membership functions, the
degree of membership of each membership of each object can be obtained, yidding a fuzzy
classfication. The problem of fuzzy dasdficaion then reduces to the problem of finding the
fuzzy dasses and the corresponding membership functions, for further information we refer to
[ 15]. Especidly in exploratory classfication anayss FST may play an important role.

4 Cluster Analysis

A dandard tool in dasdfication andyss is dudering. The man feature of cluster andyss
is that a certain type of Structure is imposed on the data. This can be useful, if there is not
aufficient information about the underlying patterns in the available data. In such cases cluger
andyss can sarve as a fird exploration of the dructure in the data. This section will discuss
some important standard clustering methods. However, it should be noted that the class of
clustering methods is quite broad. For a good overview of existing clustering adgorithms, see
eg. [6] and [8]. Contributions to cluster andlysis can be found in amog dl disciplines

41 A description

The dating point in duster andyss is a data st condsing of n objects or points,
described by severad quantitative variables. There are no problems in transforming quditative
vaiables into quantitetive ones. There are -broadly spesking- three types of dudering
methods:

+ Partitioning methods. In these methods, the am is to partition the set of n objects into a
specified number of digoint groups, say m, so that each object belongs to one and only
one group. For each value of m, one seeks a partition which is optima in terms of the a
priori dtated clustering criterion.

« Hierarchical methods. One is often interested in investigating the dructure in the data at
different levels, in paticular, one may be interested in how the groups in a patition are



rdated to each other. Hierarchicd cluser andyss ams to address this question.
Hierarchical methods are a specid case of partitioning methods.

Clumping methods. The groups or classes produced by partitioning methods are
normaly supposed to have no members in common with each other. Sometimes, this
condition is unnecessarily redrictive. In clumping methods the groups are dlowed to
g_\ir_lg% Such overlapping groups will be cadled clumps, while a divison of the set of »
objects into clumps such that each object belongs to a least one clump, is cdled a
covering of the data set.

In order to illusrate the above didinction, an example of both a hierarchicd dustering

method and a partitioning method is given below.

Single linkage method (hierarchical method). Suppose we have a data set consisting of
n objects, where object i is described by k numericd varidbles Let d; denote the
dissimilarity between two objects i and ' :

k
2

Two objects i andj are defined to beong to the same single link clugter & levd h if there
exigs a chain of m - 1 intermediate objects, i, i,. . .,im, linking them such that

d Sh k=0, 1,..., m-| (1<m<n-1),

ik'l ik+l
where ip = i and i,, = j. The vaue of h controls the scde of the investigation The single

link clugers have the important propety of beng invaiantt under any monotone
trandformation of the dissmilarities.

Sum of squares method (partitioning method). This method can be used for the
classfication of objects which can be presented as points in Euclidean space. Let x; (i =
Lyeosy N; k= 1,..., p) denote the ©* coordinate of the i* point, P;. The am is to partition the
st of » points into g groups SO as to minimize the tota within-group sum of squares about
the g centroids. In other words, if the centroid of the m™ group, which contains the

points {Pm,}’ has coordinates

i=




and if the within group sum of squares of the m™ group is

nm p
2
Sm = Zz(xmik - ka) ’

i=l k=l

then the am is to find a patition which minimizes

S(g) = iSm.

m=]

To find this partition, two agorithms can be gpplied: the agglomerative or the iterative
agorithm. For more details we refer to [6].

These are just two illudrative gpplication possbilities. The literature on dugtering dgorithms
is rich and it is virtudly impossible to give here a representative survey.

4.2 Concluson

Many classfication methods use clustering techniques. It has been shown in this section
that cluster andlyss can explore the nature of the data by identifying a certain structure from
the data. Usng one of the various clustering methods, a data st can be subdivided into
specific classes congding of eements that ‘resemble  each other according to some common,
given criterion. Hence, duder andyss might be useful to dassfy rdatively ‘rav’ daa in an
exploratory comparative anadyss.

5 Discriminant Analysis

Discriminant andlyss is another technique for comparative research. In this section we
will discuss some dasdfication dgorithms from  discriminant andyss. Loosdy  spesking,
discriminant anadlysis seeks to find a discriminant function that serves as a rule for finding the
class an object belongs to. As a condition for gpplying discriminant analyss the classes have
to be known in advance. Discriminant analyss serves as a tool for determining the class an
object belongs to, not for determining the different classes. In this section we will briefly
discuss two discriminant dgorithms the Bayesan minimum error rule and the minimax rule.
Other discriminant dgorithms can be found in [5], [6] and [8]. Discriminant andyds is
certainly a standard technique in comparative socid science research.

51 A description
Smila to the gtuatiion conddered in the previous sections, the darting point in this
section is a data set congsting of » objects, which are described by a set of attributes. It is.



assumed that all attributes are red-vaued. Qudlitaive attributes can in principle be
trandformed into qualitative ones, but this serioudy daffects the results of the dassfication. In
case of quditative attributes, another type of discriminant andyss should preferably be used,
namdy discrete discriminant analysis, see e.g. [5].

5.1.1 Bayesan minimum error rule

Suppose we have a data set condsting of n objects. Each object belongs to one and
only one of the (digoint) classes wy, k = 1,...,N. Each object x is characterized by means of a
k-dimensiond vector of atribute values, x. These attributes assume vaues in a st Q C R~

The set Q) can be partitioned into N subsets O k = 1,. .. ,N. We define a decision rule as a
datement of the form:

X € Qp=2x e w

Suppose we know the probability that an object belongs to wi. We denote this
probability by P(wy). We cdl these probabilities the a priori probabilities, as they do not
depend on x and are known before we make any observation. Having a vector x of
information on the attribute vaues of each object x, we can use the following rule to dassfy
each object:

i =k P(WkIX)>P(Wj|X) =x e Q.
This rule is known as Bayes minimum error rule. The related probabilities P(wy | X)  (k =

1,. . .,N) aeknown asthe posteriori probabilities, asthey can only be caculated if the vaues
of x are known. We can compute them by means of the Bayes theorem:

)P(w,
P(w ) = p(iw,) (w)
p(x)
The decigon rule then amplifies to

p(x W) P(w)> p(x /w) P(w), | #k =x € Q.

Unfortunately, the probabilities p(x | w) and P(w;) are not dways known. In that case,
they need to be estimated from the data.



5.1.2 Minimax rule
Although the Bayes minimum error rule minimizes the overdl eror, in fact we might
be interested in some other reevant assgnment criterion. So far we have assumed that

misclassifying an wi-object asan wy-object for i # k is the same for dl i and £. Clearly, thisis

not aways the case. This concept has been formdized in terms of a cost function, Cj, which

is the cost of misclassfying an object from class w; as belonging to class w;. If x € w;, then the
expected cost equas

N
n=2.6, [, pOIwdy.
<

Thus the overdl expected cost » equds

r=2rPw)=3 3 [ C,POw) p(dw,)dx

=3 [{ZC,Pow) p(aiw)dx.

This will be minimized if we define . such that x € €, whenever
V= k {3 CaPw)p(dw, } < {3 C,Pw)p(w, }

This isthe Bayes minimum risk rule. It sometimes happens that we do not know the a
priori probabilities. Since each of the three decison rules above uses these probabilities, this
may pose a problem, especialy when the sample sizes for each class are not proportiona to
the class probabilities. The minimax rule is desgned to minimize the maximum possble risk.
Therik r equds

r=Y Pw)Y, [ Cyp(xjw)dx.

For the sake of smplicity, we assume that we only have two classes. Then r is a linear
function of P(w;) and therefore the maximum occurs when P(w;) = 0 or 1. Thus the maximum
is ather

> [,CupGiwy)dx, or 3 [ € p(adw,)dx.

10



If we assume the cost function to be such that C; ; = C» = 0, then the maximum
becomes dther

[ Cup(dwy)dx, or [ Cpp(xfw;)dx.
And thus

max ( [ CopGalwy)dx, [ Ciap(alw, )dx)
tekes it minimum vaue if

Ll Co o (x|w,)dx = ch,z p(x|w,)dx.

This formula can eesily be generalized to the case of k classes, for k = 1,.. .. N. We can
write the above rules more generdly as

p(x)>qi(x),j2k =2x € 4.

We cdl the function g a discriminant function, which explans the name discriminant
analysis. This gpproach has gained a high popularity in many fieds of socid science research.

5.2 Conclusion

In this section two discriminant methods have been discussed: the Bayesan minimum
error rule and the minimax rule. In generd, discriminant andyss seeks to find a discriminant
function that serves as a rule for deciding on the class an object belongs to. TO apply
discriminant andlyds, the classes should be known in advance. Discriminant andyss then
sarves as a tool for deciding which class an object belongs to. Seen from this perspective,
discriminant andlyss is a powerful tool in comparative research.

6 Neural Networks
A more recently developed research methodology is neurd networks. Neural network
andyses originates dso from atificid intdligence. As in the case of RST, they have proven

to be successful in other sciences, such as economics, econometrics and satigtics. In this
section a short description of the main features of neurd networks will be given; for further

11



detals the reader is is referred to [3], [4], [9]. There is a rising tide of publications on neurd
networks.

The garting point in this section is again a data st conggting of n objects, described by a
st of characterizing attributes. The attributes should be transformed into a quantitetive form,
while red-vaued attributes are dlowed in neural networks.

6.1 A description

Genegrdly speaking, a neura network conssts of a set of computationa units, often cdled
cdls, and a set of one-way data connections. At certain times a unit examines its inputs and
computes a sgned number, cdled an activation, as its output. The new activation is then
passed aong those connections leading to other units. Each connection has a signed number,
cdled a weight, tha determines whether an activation that traves dong it influences the
recaiving cdl to produce a smilar or a different activation according to the sgn (+ or -) of
the weight. The sze of the weight determines the magnitude of the influence of a sending
cdl’s activation upon the receiving cdl; thus a large podtive or negaive weight gives the
sender’s activation a more dgnificant effect on the recaiving cdl than a smdler weight.

Neura networks are built as a pardld of the functioning of the human brains. The cdls
correspond to our neurons, an activation corresponds to neural firing rates, connections
correspond to synapses and connection weights correspond to synaptic strength.

There are many types of neurd networks, eg. backpropagation networks, radid bias
networks and Hopfield networks. In globa terms, they can be subdivided into two classes
networks that need supervised learning and networks that need unsupervised learning.
Supervised learning consds in showing the network both the input and the desired output,
whereas unsupervised learning only needs the input. In the sequel, we suppose that we have to
do with a supervised learning network.

The main quesion we want to answer is how to use a neurd network for classficaion
purposes. Suppose we have a data set consisting of n objects, characterized by m independent
vaiables (and ther vaues) and & dependent variables (usudly & = 1). Firstly, we need to train
our neural network. That means that we show a specific part of our data set (eg. 75% of it),
randomly chosen to the network (both independent and dependent variables). In this way we
can train the network in such a way that it ‘predicts the vaue of the dependent variables as
good as possible. Then we show the test set to the network, but this test set only consists of
the values of the independent variables. The network then predicts the values of the dependent
vaiables and it is to the user to compare those vaues to the red vaues of the dependent
vaiadles. If the network classfies most dements (eg. 95%) of the test set correctly, then the
network will probably work satifactorily on other test sets as well.

Neurd networks have been gpplied in many choice and management Stuations, especialy
in case of large data sets. They have proven to be a powerful tool in exploratory research, and
may be hdpful for dassficaion andyss

12



6.2 Concluson

In this section neural networks were discussed. Neurd networks are built according to the
human brains and condst manly of interconnected cells. Neura networks adlow for the
prediction of the dependent variables if the vaues of the independent variables are given.
Thanks to their computational power, neurd network can effectively ded with large datasets.

7 Logit and Probit Models

The next class of methods dedling with categoricd varigbles is the dass of logit and
probit models. Logit and probit models belong to the family of discrete choice models. In
these cases, the independent variables are dlowed to be red-vdued, while the dependent
vaiables must be binary - or a least categoricaly - vaued. Although the binary redtriction on
the dependent variables may seem quite redtrictive, this is certainly not the case, as dso nested
goproaches ae dlowed. The collection of binary and categoricdly vaued varigbles
incorporates not only the broad class of dl variables reflecting a ‘yes or no' answer, but aso
quditative multi-state responses (eg., in data bases for survey questionnaires). A survey of
these methods is contained in [2].

This section will first consder the one-dimensond logit and probit model. Then the one-
dimensond case will be genadized to the multi-dimendonad case. These methods have
become very popular in the modern datistical and econometric literature.

7.1 A description

Suppose we have observation yy, . . .y, Of adependent variable y that can only take vaues
in {0,1 }. Furthermore, suppose this varigble y is determined by a response varigble y* in the
following way. The response vaiable y* linearly depends on a vector of independent
varidbles x called regressors, i.e.

y¥*=fFx+tu

Let now y be determined by x according to the condition:

{1, ify*>0
0, else.

Combining (1) and the above expresson yieds

P(yi=1)=P (u > -fx)

13




=1-F(-fx)
where P (.) is a probability distribution function. In the above expresson F(-) represents the

digribution function bdonging to y;. If we assume the u's to be independent identicaly
digributed (henceforth i.i.d.)) random variables with the logistic didtribution function given by

F(z) = exp(z)
1+exp(z)’

then

_ exp(—/' x;) _ 1
1+ exp(—ﬂ'xi)~ 1+exp(fx,).

F(-4'x,)

This modd is cdled the logit model. If we assume the wui's to be i.i.d. random variables
with a N (0, %) distribution, we obtain the probit modd. If F(-) represents the distribution
function of the u's, then

F(—ﬂ'x,-)=cb(‘”"f}
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where ®(-) is the didribution function of the standard norma digtribution given by

Dd(x) = L J(;7) exp(zxo_2 j dt.

Suppose that we want to estimate the parameter fFin either the logit or the probit model
by means of ordinary least squares (OLS). Then it appears that we have to deal with
heteroscedasticity. Since u; ether equals -4 x; or 1 - fx; with probabilities F(-fx;) and 1 - F
(-fx;) respectively, the conditional varigble of u;, given x;, is given by

var (u,- | < = B xi (1= x).

The above expresson for var (u | x;) indicates the presence of heteroscedadticity. In
practice, the usud estimator, the OLS estimator, may be inconsistent. Thus we have to rdy on
another estimator, e.g., the maximum likelihood estimator of 2 -
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The multidimensond probit mode is obtained by assuming that the u/'s are i.i.d. random
vaiddles having a multivaiate normd didribution with mean 0 and podtive definite
covariance marix X.

Both modds have extendvely been used in auantitative socia science research, mainly as
explanatory tools in a behaviouria context. But their categoricd input makes them aso
suitable as classification methods, with even a clear predictive capability.

7.2 Conclusion

In this section we have discussed the logit and probit modd as typicd examples of
discrete regresson models. In case of the logit and probit mode, the dependent varisble
should be binary vaued, whereas the independent variables are dlowed to be red-vaued.
Both the logit and probit modd can be used in binay dassfication problems. The
observations yi,. . . ,y, and regressors x,. . . ,x, can be used to estimate the parameters £ Given a
new observation x,.;, the value of the correponding y,+; can be predicted. In this context,
these moddls are dso useful for classfication purposes.

8 Two-way Tables

There are dso vaious multidimensona andyticd tools. In this section we will consder
two-way tables. This classfication technique differs substantidly from the other methods in
this paper, since it does not yield a classfication. The garting point of the two-way tables is
an exiding classfication. However, the method may provide some information about the
underlying datistical pattern of the attributes of phenomena

8.1 A description

In this subsection we will offer a smplified description of two-way tables. Consder a
collection of » objects that can be classfied according to two attributes a; and a;. Attributes
a; and a; have k and r vaues, respectively. The dlassfication can be summarized in a matrix
X, cdled a k x r contingency table. In this matrix the entry X, ; denotes the number of objects
having dtribute a; with vaue i and éitribute a> with value j. The i-th row of the matrix X, is
denoted by X,; and its j-th column is denoted by X,,. Let o; denote the probability that the
firg attribute has a value | and £ the probability that the second attribute has a valug. Let P;
denote the probability that atribute a; assumes vaue 1 and thet attribute a, assumes vaug. It
is now interesting to know whether the two categories are independent, i.e. whether

pi=af.
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Thus, we want to test the null hypothesis of independence
Ho: py=a f5 .

Since we do not know the probabilities ¢; and 4 we can estimate them by & = X, ,./n

ni

and #,= X, ; / n. The null hypothesis is rejected for large values of

From daigics it is known that D} has a Xy -distribution, i.e. a chi-square
digribution with (k- 1)(r-1) degrees of freedom. Therefore, the null hypothesis is rejected if

D> 7l gr-nass

where y (1005 denotes the 95%-quantile of the chi-square distribution with (k-1)(r-1)

degrees of freedom. Such a two-way (or, in genera, multi-way) table andyss -often coined
contingency table andyss is dso often usad in the context of log-linear Satistical andyss.

. 8.2 Conclusion

In this section we have discussed some basic principles of two-way tables. Although this
method does not yield a classfication, it may provide some interesting information about
independencies in an existing classfication. The method can regect or accept the hypothess of
independence. In this first case, the method makes clear that two attributes are not related to
each other, while the acceptance of the null hypothess indicates a dependence between the
attributes. This technique is essentially an exploratory method in the framework of
comparative anayss.

9 ThePoisson-regression Model

Fnadly, the Poissonregresson modd will be discussed. This modd is typicaly
appropriate to model count data, i.e, the number of events in a certain period. Suppose the
vaiadble Y represents the number of events in a specific period, where the number of events
depends on a vector of regressors denoted by x. The relation between Y and x could be
modelled by a direct linear or non-linear regresson. However, the log-linear mode yieds
much better results in case the dependent variables are discrete in nature and the vaues of Y
tend to be close to zero. For example, the Poisson-regresson model may be used to modd the “
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number of car accidents a a specific location for each hour; see, for example, [7]. The vector
of regressors might then contain eg. the average velocity of the passng cars and the number
of passed cars. This is a rather well established method.

9.1 A description

Let Y be a dtochaegtic varigble representing the number of events in a certain period.
Suppose Y is drawn from a Poisson didribution with parameter A > O related to a set of
independent varigbles x. The primary equaion of the modd is

e A
PY=y)= _—
!

Moreover, it is assumed that A is defined by
logh= /4 x.

The above reation for A is cdled the log-lineer modd. It follows tha the expected
number of events per period is now given by

E[Y|x] =var[¥]|x]= A=exp A

Given a sample yj,. ...y, and regressors xy,. . . ,x,, the coeffident g can be estimated by
means of the maximum likdihood egtimator. Clearly, this method is dso suitable for
predictive purposes on the basis of comparative data andyss.

9.2 Conclusion

In this section the Poisson-regresson model has been discussed. This modd is typicaly
appropriate for the modeling of count data, where the number of eventsis likely to depend on
a vector of regressors. In generd, this mode yields better results than a classcad linear or
non-linear regresson model, especidly if the count deta take smdl vaues and the regressors
are discrete in nature. It is a valuable method for quantitative comparative methods.

10 A Comparison of Methods
In the previous sections we have concisdy reviewed a wide variety of classfication
methods. Despite commondities they aso appeared to have specific features. In this section

we will now compare -by way of meta-experiment- the classification techniques considered
in this paper. For a concise summary, the reader is referred to Table 1.
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Tablel. A compaison of different classfication techniques

RST | FST | Cluster | Discriminant | Logit/Probit | Neural | kxr | Poisson

analysis |  analysis Model networks | tables | regression

Stochastic data no |no no yes Yes no yes yes
Relative importance | yes | no no yes yes no - yes
_of attributes
Incomplete and yes |yes |no no no yes no no
imprecise data
Appropriate  for |no |no yes yes yes yes yes yes
large data sets
Appropriate for yes |yes yes no no yes no no
large small sets
Prediction (p) o «c¢| c |c P P P p
classification (c)
Classification of yes |yes [no yes yes yes - yes
unseen objects

10.1 A comparison of classfication techniques

From a firg ingpection of the various dassfication methods, it should be observed that
discriminant analysis, the logit (probit) model and the Poisson-regresson model are based on
a sochadtic interpretation of the data concerned. In case of discriminant andyis, such an

- assumption is necessary to compute the probabilities mentioned in Section 5. Often a norma
distribution is assumed, since this assumption smplifies computations. In the logit (probit)
model, usudly logigtic (normd) erors are assumed. The other techniques do not make any
assumptions about the underlying digribution of the data.

In the discusson of the classfication techniques we have seen tha it is sometimes
necessary to transform quditative variables into quantitative ones. For cluster andyss and
RST, such a transformation does not influence the results of the classfication. However, such
a trandormation does influence the results of discriminant anadysis. In this case discrete
discriminant analyss yields better results. For RST it is dso required that red-vaued
atributes are trandformed into discrete vaue variables by means of some way of categorizing.
This kind of categorizetion strongly influences the results of RST. Furthermore, logit and
probit models can only deal with dependent varigbles that are binary valued. It has been made
cler that this is not a very drong redriction, snce the class of binay vaued variables
incorporates al ‘yes or no' variables. In case of the Poisson-regresson modd, the dependent
variables are assumed to be discrete valued, whereas the regressors are alowed to be real-
valued.
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The neurd network gpproach does not am to identify classes or clugters in the data; it
can do something stronger. It can predict the vaues of the dependent variable. The same holds
for the logit and probit model and the Poisson-regresson model.

Cluger and discriminant andyss have in common that they split up the data set in
different classes. For discriminant analyss the different classes have to be known a priori,
wheress cluster andyss ams to identify these classes.

RST, FST and discriminant andyss, neurd networks, logit and probit modes and the
Poisson-regresson model can classfy a new object on the bass of known information on the
attributes. This cannot be done by means of cluster andyss.

RST, FST as wdl as neurd networks have the property that they can ded with
incomplete, imprecise and missing data. This is of course an important advantage in socid
science research.

FST is somewhat different from the other cdassfication techniques, since it involves
fuzzy dasses and yidds a fuzzy cdassfication, thet is, a dassfication with vague or imprecise
classes. It is possble that an object beongs to different classes with various degrees of
membership.

The two-way tables have the property that they can tel something about a possble
dependence between two attributes. However, this technique does not find a classfication
itsdf, it merdy says something about an exiding classfication.

RST vyidds rules that reflect patterns observed in the data. These rules can be ether exact
or inexact, where inexact rules refer to inconsstencies in the data. Rules can be very useful
for reativdy smal data sats. For large data sats, a large quantity of rules will likely be
generated. In that case, the rules will be difficult to interpret and will therefore not contribute
to a better undergtanding of regularities in the data.

Neura networks can ded very well with large data sets and yield results in a redively
short computation time, whereas cluser anadysis and discriminant andyss usudly take more
time. Nevertheess, with modern computers most computations can be done in a very short
time span.

Findly, RST, discriminant andyss, the logit (probit) model and the Poisson-regression
model can indicate the redive importance of each attribute. RST even yidds additiona
information in the form of reducts and a core. A reduct is a group of variables that can fully
explan the dependent varidbles. The core condsts of those variables that as a minimum
requirement must be taken into account in explaining completdy the dependent variables.

10.2 Conclusion

On the bass of vaious quditative judgement criteria, we have compared the
classification techniques that were introduced in the previous sections. We have seen that
there are various important differences between the techniques employed. This will have ”
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serious implications for the choice of classfication techniques in an actua research Stuation,
as will be shown in the next section.

11 The Choice of Classfication Techniques

After the review of a multiplicty of dasdfication methods, we will in this section
discuss the question how to find the most gppropriate classfication technique in a spedfic
gtuation. The key factors in this decison process are, of course, the am of the classfication
and the nature of the data set. In the sequd this will be dedt with more precisdy.

11.1 Which classification technique to use

As mentioned before, the choice of classfication technique depends on the kind of
classfication that is needed. For example, if one wants to know the relative importance of
each atribute, then RST, discriminant andlyss, the logit (probit) mode or the Poisson-
regresson model is likely to be a good choice.

The sze of the data set should aso be taken into account when choosing an appropriate
classfication technique. Although RST has some very specid festures, it is not very
appropriate for large data sets, since it gives the information about the data set in a rather
ungtructured form, namely in the form of rules. If a smdl data set of 10 objects yieds 5 rules,
these can easlly be interpreted. However, a large data set of 1000 objects yielding 400 rules
will cause a problem, since it is not clear what to do with 400 rules. Conversdly, discriminant
andyss only works well for large data sets. This has to do with the stochastic assumptions
about the underlying distribution of the data. The same holds for the logit and probit model. In
these two models the maximum likelihood egtimator of § has to be computed. This estimator
has some nice asympitotic properties that are only achieved for large samples.

If the am of the classfication is an exploration of the sructure in the data, without any a
priori knowledge of this dructure, then cluster andyss is a good option. This technique is
both appropriate for smal and large data sets, athough the computation time increases with
the number of objects Since cluster andyss gives an indication about the structures in the
data, it can serve as a preparatory step preceding e.g. a discriminant anayss.

Neural networks are especidly appropriate for large data sets, with possbly missng or
incomplete values. Since neura networks work redively fast, they can effectivey handle
large data sets. Experiments dso point out that neurd networks yield relatively good results
for extremdy smdl data sets. Usudly, discriminant andyss fals in such Stuations (see eg.
(8.

Neura networks and RST are techniques that have ther origins in atificid intdligence
and are especidly appropriate for incomplete and imprecise data, like many other techniques
from that part of cognitive science. FST is an gppropriate tool in case a fuzzy dassfication is
required. FST, also originating from artificial intelligence, can effectively deal with
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incomplete and imprecise data. If the dependent variables are binary, the logit (probit) mode
might be appropriate. Of course, assumptions about the underlying distributions of the data
should be tested datidticdly. If these tedts fail, other methods should be tried. Such dternative
methods, eg. RST and neurd networks, can aso ded with binary cdlassfications. The
Poisson-regresson model resembles the logit and probit model, but can handle a non-binary
dependent variable. However, the Poisson-regresson modd s typicaly appropriate for count
data, representing the occurrence of certain events in time. If something has to be said about
the dependence between different attributes in an existing classification, then two-way tables
might be useful.

11.2 Conclusion

Based on the previous consderations, it seems wise to try -whenever possible- different
classfication techniques and to compare the results, while taking into account the structure of
the data and the am of the classfication. A sengtivity andysis might be useful in this context
as wall.

13 Retrospect

The number of classfication methods for comparative research is vast. In this paper we
have sHectivdly conddered a collection of classfication techniques RST, FST, cduder
andyss, discriminant andyss, logit and probit models, neura networks, two-way tables and
the Poisson-regresson modd. These classfication techniques have in common that they can
be used in quantitative comparative research.

A compaison of these classfication techniques shows tha there are various fundamenta
differences between the techniques. Therefore, one has to choose carefully a certan
classfication technique, teking into account the Structure of the data, the sSze of the data st
and the am of the classfication.

In this paper we have discussed the properties of various classfication techniques and the
differences between those techniques. As mentioned in the introduction, classfication
techniques may be very useful in compardive research. This holds for the broad fidd of
socia science research, but certainly aso for those disciplines which have an explicit spatid
connotation, such as geography, regiona science and trangportation science. This paper ams
to dimulate further research in the application of cdassfication techniques in comparative
research in dl these fidds.
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