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SEMI-NONPARAMETRIC COINTEGRATION TESTING

By H. PeETER Boswiik AND ANDRE Lucas
of Amsterdam and Vrije Universiteit Amsterdam

This paper considers a semi-nonparametric cointegration
test. The test uses the LM-testing principle. The score func-
tion needed for the LM-test is estimated from the data using
an expansion of the density around a Student t distribution.
In this way, we capture both the possible fat-tailedness
and the skewness of the innovation process. Model selection
criteria are employed to select the appropriate order of the
expansion in finite samples. Using a Monte-Carlo experiment,
we show that the semi-nonparametric cointegration test has
good size and power properties. The test outperforms previ-
ous testing procedures in terms of power over a broad class
of distributions for the innovation process.

1. Introduction. The low power of univariate unit root tests and multi-
variate unit root (or cointegration) tests has been an ongoing puzzle since the
introduction of formal unit root testing procedures. The seminal literature on
unit root testing is generally based on the Gaussian distribution, which is evi-
dent from the use of estimation techniques like ordinary least-squares and Gaus-
sian maximum likelihood, see, eg., Fuller (1976), Engle and Granger (1987),
and Johanscn (1988). In order to improve the power of these tests, two comple-
mentary approaches have been put forward in the literature. The first approach
concentrates on the fact that the Gaussian based procedures have difficulty in ap-
proaching the power envelope dictated by the set of point optimal unit root tests.
Power can be improved substantially by considering (exponentially) weighted av-
erages of point optimal tests, see, e.g., Elliot et al. (1996). The second approach
concentrates on the distributional assumptions underlying conventional unit root
tests. Although the assumption of Gaussian disturbances may be appropriate in
some circumstances, it is highly questionable in other settings. If the stochastics
in the model are inherently non-Gaussian, it is intuitively clear that efficiency
and power can be gained by exploiting this non-normality during the estimation
and testing stage of the modeling process. Examples of this type of literature in
the unit root context are, e.g., Lucas {1996a,b) and Hodgson (1997).

The present article fits in the second strand of literature mentioned above. We
study cointegration tests that exploit the possible non-normality of a set of time-
series in performing a cointegration test. The non-normality is captured by using
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2 H.P. BOSWIJK AND A. LUCAS

a likelihood bascd testing procedure where the likelihood function is estimated
from the data using semi-nonparametric density expansions as in Gallant and
Nychka (1987).

Several non-Gaussian likelihood based cointegration testing procedures like
the Likelihood Ratio (LR) test, the Wald test, and the Lagrange Multiplier
(LM) test, have been studied in Lucas (1996a,b, 1997). In all these papers, the
form of the likelihood is taken as given and specified by the researcher, such
that the likelihood based tests are, in fact, pseudo-likelihood or quasi-likelihood
based tests, sce White (1982) and Gouriéroux et a. (1984). The main conclusion
emerging from the papers on non-Gaussian cointegration tests is that power can
increase dramatically if one uses a non-Gaussian pseudo-likelihood for estimation
in situations with fat-tailed errors. This holds even if the non-Gaussian pseudo-
likelihood does not coincide with the true likelihood. The power gain has to be
paid for in terms of a power loss if innovations turn out to be Gaussian after
all. This power loss can, however, be kept between reasonable bounds by an
appropriate choice of the pseudo-likelihood.

Given the above general conclusions, it seems straightforward to look for adap-
tive procedures for cointegration testing. Such procedures have the advantage
that power is gained if innovations are fat-tailed, while at the same time no power
is lost (asymptotically) if innovations turn out to be Gaussian. This contrasts
both with the results for Gaussian pseudo-likelihood based cointegration tests
as Johansen (1988,1991) and cointegration tests based on a non-Gaussian
pseudo-likelihood.

There are several ways to implement adaptive procedures into cointegration
tests, varying from fully non-parametric kernel based methods to fully paramet-
ric modeling techniques, e.g., using the Student t distribution with estimated
degrees of freedom instead of the norma distribution. In this paper we make
use of semi-nonparametric techniques. We use polynomial densities like the ones
proposed by Gallant, and Nychka (1987) as a pseudo-likelihood function. By let-
ting the degree of the polynomial diverge with the sample size, we are able to
let the pseudo-likelihood come arbitrarily close to the true likelihood function.
The use of semi-nonparametric techniques has advantages over the use of both
the fully non-parametric and the fully parametric approach. The advantage over
the parametric approach is evident: less restrictive assumptions have to be made
about the distribution of the time-series process. There are also some advantages
over the fully non-parametric approach, however. As the semi-nonparametric
approach uses parametric elements, this can be more efficient in finite samples
than a fully non-parametric procedure. Moreover, the parametric elements in
the model might, enhance the interpretability of the fina results. Finaly, the
semi-nonparamctric approach more easily alows for the use of standard model
selection procedures for model reduction in order to improve efficiency in finite
samples.

The original polvnomial densities studied by Gallant and Nychka (1987) es-
sentially use the product of the normal density and the square of a polynomial.
The normal deunsity can in this setup be considered as the central density or the
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leading term in the expansion. In the present article we use a dlightly different
class of polynomial densities based on a fat-tailed central density. We argue that
this is more appropriate in finite samples. Deviations from normality essentially
have two important aspects: deviations in the middle of the distribution and
deviations in the tails. While the polynomial terms are suited to take care of
the former type of deviations, they are less adequate for dealing with the lat-
ter, unless high order polynomials are used. Therefore, we use the Student ¢
distribution as the central density. In this way we can parsimoniously capture
both departures from normality mentioned above, including phenomena such as
skewness and multimodality as well as fat-tailedness.

Given our choice for the semi-nonparametric approach based on polynomial
densities wit]) a fat-tailed central density, we are left with the choice of the test-
ing principle. In our case. we choose between the LR, the LM, and the Wald
testing principles. The Wald cointegration test is least attractive in the present
context, as this test can be very sensitive to trivial transformations of the data,
like reordering the variables, see Kleibergen and Van Dijk (1994) and Lucas
(1996a, Chapter S). By contrast, both the LR and the LM test have the at-
tractive property that, they are invariant to non-singular reparameterizations of
the model. In the present article, we focus on the LM testing principle for three
reasons. First. unlike the LR test, the LM test can be corrected for the possible
misspecification of the pseudo-likelihood using a White-type information matrix
estimator. Tl falure of the LR. test to make such a correction leads to addi-
tional nuisance parameters in the limiting distribution of the LR statistic. In the
present context of scm-nonparametric cointegration testing this may seem less
important, as the additional nuisance parameters should vanish asymptotically
because the SN estimator envisages to provide a consistent estimate of the true
likelihood function. The second reason for preferring the LM test over the LR
test is computation time. The LM test requires estimation under the null only,
whereas the LR test requires estimation under both the null and the alternative.
Although one might, argue that with the present state of computer technology the
additional effort, of computing the LR test is only marginal, it is the experience
of the authors that the computational advantage of the LM test in the present
context is substantial. This is intuitively clear, because the estimation problem
for cointegrated time-series models based on polynomial Student ¢ densities is
highly non-lincar in the parameters. Moreover, as testing for cointegration in-
volves a mult ivariate estimation problem, the computational burden increases
rapidly with t he order of the semi-nonparametric density expansion. Therefore,
the merits of the LN test over the LR test from a computational point of view
remain considerable in the present, context. The third reason for preferring the
LM test over thie LR test emerges from Lucas (199613) and concerns the stability
of the test, if the data exhibit volatility clustering. Lucas shows that the size
distortions of’ the LM test are generally lower than those of the LR test if the
data display autorcgressive conditional heteroskedasticity (ARCH), especidly if
the ARCH effects are highly persistent. Because one possible area of application
of our semi-nonparametric cointegration testing procedures is in financia eco-
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nomics and as mnany financial economics time-series display volatility clustering,
the reduced sizc tlistortions of the LM test make the LM test preferable over the
LR test.

The cont ributions of the present article to the contemporary literature are
the following. [jrst. we contribute to the literature on non-Gaussian cointegra-
tion testing by using a pseudo-likelihood that is dictated by the data. In this
way we complement the results of Shin and So (1997), who study adaptive uni-
variate unit root tests. and of Hodgson (1997) , who studies adaptive inference
procedures for i he stationary relations in multivariate cointegrated time-series
models. We also generalize the results of Lucas (1996a,b, 1997) for fixed pseudo-
likelihoods. Second. we use semi-nonparametric techniques instead of fully non-
parametric kernel-based methods to estimate the true likelihood function in the
present multivariate context. Third, we derive the limiting distribution of the
semi-nonparaetric cointegration test and propose an inference procedure that
can easily be implemented in practice. Fourth, we present a simulation experi-
ment comparing the proposed method with several likelihood based cointegration
tests gvailable in 1 he literature. It turns out that the adaptive cointegration test
that uses a 1 radit ional model selection criterion to determine the degree of the
polynomia in the tlensity expansion has the best overall performance.

The article is set up as follows. Section 2 discusses the model that is
used and iutroduces the pseudo-maximum likelihood estimator and the non-
Gaussian LM cointegration test. Section 3 presents the implementation of the
semi-nonparametric cointegration LM test. Section 4 gives the asymptotic distri-
bution theory for the proposed testing procedure. Section 5 presents the results
of a Monte-Carlo simulation experiment in which the performances of severa
(old and new) 1 esting procedures are evaluated for a variety of distributional
assumptions. Tiually, Section 6 concludes the paper with some suggestions for
future research.

2. The testing procedure. We consider the vector autoregressive (VAR)
model of order p.

p-1
(1) Ay, - Ty,y + 2 Ay + 1+ g,
1=
where Il and &, =1, ., pare k X k parameter matrices, y IS a constant term,

and ¢, is an nimovat ion. We assume that {¢,} is an independently and identically
distributed (i.i.d.) process and that y, is observed for { = —p+ 1,... ,T. The key
parameter of inrcrest in the present article is r = rank(II). If r < k, the matrix
Il can be decomposed into @37, with @ and 8 two k x + matrices of full column
rank r, sce. ¢.¢.. Johansen (1991).

Following 1 e decomposition of Il of Kleibergen and Van Dijk (1994), we
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obtain that (1) can be rewritten as'

1

.
(2) Ay = a(Ir, BT yi-1+ Erqzaya -1 + Z O Ay + p+ gy,
1—1

1=

where « is again a k x r matrix of full column rank, 1,. denotes the identity

matrix of order r, g is a (k —r) X r matriX, ass is a {(k = r) x (k = r) matrix,

Ey =(0,Iy_,) T is a k x (k = r) matrix, and y2,-1 denotes a vector containing
the last (k — r) elements of y;_;. Under the null hypothesis Hy : rank(II) = r,
we have a3 = 0. So the null of no cointegration can be tested by testing whether

agg = 0 or not. In fact, the trace cointegration test of Johansen (1991) amounts
to performing a likelihood ratio (LR) test for Hy: a9 = 0 versus the alternative
az # 0, see also Lucas (1997). A Wald and a Lagrange Multiplier (LM) test
for Hy: a2 = 0 can be found in Kleibergen and Van Dijk (1994) and Lucas

(1996a,b).

In the present paper we confine ourselves to the LM cointegration test for
the reasons outlined in the introduction. The LM test for cointegration using
non-Gaussian (quasi- or pseudo-)likelihoods was introduced by Lucas (199613).
Our test extends the analysis of Lucas in that we allow the (quasi-)score to be
estimated from the data. The precise procedure used to achieve this objective is
outlined in Section 3. In the remainder of the present section, we provide some
more details on the LM cointegration test.

Let

T
(3) £(6) « [JIBI. exp(—p(R"e:(8)))
t=1

denote a quasi- or pseudo-likelihood function (cf. White, 1982, and Gouriéroux
et al., 1984), with § the vector of unknown parameters, with R a k x k matrix

such that (RTR)~! is a positive definite scaling matrix (the covariance matrix
of ¢, in the Gaussian case), and &(6) = Ay, = a(l,, 87 )ys_1 = Ezazay2.¢-1 —

P @Ay — poLet 7 = (67,67 ,67), where 6, = vec(ass) (With vec(-) the
column-stacking operator), §; contains the parameters ®;, u, @, and 3,and 65 is
a vector of unknown parameters characterizing R and the function p(-). Define
the log-likelihood function £(6) = log £(6) = ZLI £,(8), the gradient G() =
00(6)/96 = EtT:1 G4(8), minus the Hessian matrix Hc(0) = —0%£(6)/96667,
and the outer-product-of-gradient matrix Hq(6) = Zthl G1(8)G¢(8)". Then the

‘A decomposition of (1) as in (2) is not always possible. The decomposition is invalid if
the leading r x r submatrix of the cointegrating vectors B is singular, in which case it cannot
be normalized to the identity matrix. This complication is irrelevant for most situations of
practical interest, because for empirical data singularity of the leading submatrix of B occurs
with probability zero under suitable assumptions for the innovation process {Et}- Even if the
singularity occurs, a somewhat more complicated decomposition applies for which all the results
in this paper hold true, see Lucas (1996b).
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LM statistic for Hy : a2 = 0 with a possibly misspecified likelihood is given by
(4) LM = (S1HZ'G) T (SiHG Ho(HGY) T ST) 'S 1 HS G,

with S1= (Ijx_,2, 0) a selection matrix such that S8 = §; = vec(az2), and with
G, He, and H, evaluated at the pseudo-maximum likelihood estimator 6 under
the restriction ag2 = 0. The form of the LM test statistic in (4) is standard, see,
eg., Gdlant (1987, p. 230). We consider that part of the gradient (normalized
by the information matrix) that corresponds to ass. Next, we test whether this
part of the gradient is sufficiently close to zero at the estimates under the null.
To cope with the possible misspecification of the likelihood, the matrix in the
middle of (4) is needed, see aso White (1982). If the likelihood were correctly
specified, the matrices H and Hp would have the same expected value, and
after suitable normalization, the same limit (in distribution), such that the LM
statistic could be simplified somewhat further.

Suppose that 6§ is void, so that both the scaling matrix and the form of the
pseudo-likelihood are known. Defining ¢(6) = ¥(e:(8)) = Op(R7e.(8))/0e; and
Z,(0) = —0¢/ (8)/08, the gradient becomes G(B) = ZtT=1 Zi () (6), whereas
asymptotically valid choices for H- and Hgq are given by

T T
He() =Y Z:(6)Cir(9)Z:(6)",  Ha(6) = Zi(8)Qar(6)Z:(6) ",

t=1 t=1

where Cir(9)- T7! Zthl 61[)(&(6’))/65;, and Q227(0) - Z¢T=1 P ()(8) . In
this form, the LM statistic was first proposed and analyzed by Lucas (1996b),
albeit with the scaling matrix (RT R)—l estimated jointly with the other param-
eters. In the next section, we extend his analysis to the case where the form of
the pseudo-likelihood (i.e., the function p(-)) is estimated as well.

3. Semi-nonparametric estimation of the score function. The LM
cointegration test statistic based on a non-Gaussian likelihood was already in-
troduced in Lucas (1996b). This test has superior power compared to the Jo-
hansen (1991) trace test if the innovations are fat-tailed. If the innovations are
Gaussian, however, the LM cointegration test based on a fixed non-Gaussian
pseudo-likelihood has less power than Johansen’s test. A natural extension of
previous work in this area, therefore, is to let the data decide on which pseudo-
likelihood has to be used. If the data are nearly normally distributed, Johansen’s
test can be used best. By contrast, if the data are fat-tailed or heavily skewed,
the use of a non-Gaussian pseudo-likelihood is called for. The form of the pseudo-
likelihood is determined by the choice of p(-) in (3). So by varying p(-), we can
tune the performance of the LM cointegration test under different distributional
assumptions for the innovation process.

Related work in this area consists of papers by, e.g., Hodgson (1997) on the
adaptive estimation of the long-run parameters in vector error-correction models,
and Shin and So (1997) on adaptive univariate unit root testing. In both papers,
kernel-based methods are used to estimate the pseudo-log-likelihood p(-) in (3).
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In the present paper we use the semi-nonparametric (SNP) techniques as intro-
duced in Gallant and Nychka (1987). The advantage of the SNP approach over
the kernel-approach lies in the fact that the semi-nonparametric approach alows
one to employ certain parametric elements. In particular, one can choose a para-
metric family of densities as the leading term in a Hermite expansion of the true
likelihood, see the comments in Gallant and Nychka (1987). This is especialy
useful if one has some information about the shape of the distribution under
study. By a clever choice of the leading density, one can improve the efficiency of
the estimation procedure in finite samples compared to the fully non-parametric
kernel-based approach.

Analogously to Gallant and Nychka (1987), we define the Kth order approx-
imation to the true density of the innovations as

K k 2
(5) fi(€) = cx' ( Z Yiy..ix H 6?{') tu(e),

11,0000 =0 h=1

where the &dimensional vector e denotes R,T{(st - mg), with Rg a Choleski
decomposition of the inverse of the scaling matrix. Furthermore, t,(-) is the
Student t distribution with zero mean, unit scaling?matrix, and v degrees of
freedom. The constant cx and the vector myg are such that fK(R;(et - mg))
integrates to one and ¢;fx (R} (e: = my)) integrates to zero such that ¢, has
zero mean.

To fix ideas, consider the following univariate (k = 1) example with a third
order (K = 3) SNP expansion:

(6) fie) - ;' (o+mes me?- ’7363)2tu(e),

with e = Rs(e; — m3). (6) clearly shows that the density expansion is always
positive. In fact, the expansion amounts to multiplying the central density, which
in our case is t,{-), by the square of a polynomial. These polynomial terms “mop
up” the differences between the true likelihood and the postulated central density.
By an appropriate choice of the central density, the number of additional terms
in the SNP expansion can be kept to a minimum.

Before proceeding, a few remarks are in order. First, the expansion in (5) is
different from that in Galant and Nychka (1987) in that the Student ¢ distri-
bution is used as the leading term in the expansion, as opposed to the normal
distribution. Although this difference is irrelevant if we consider the asymptotics
of the procedure (T, K — co), in finite samples a low order Hermite-type ex-
pansion around the normal might prove insufficient to describe the degree of
leptokurtosis usually encountered in, e.g., financial data. By modeling the lep-
tokurtosis directly through the choice of the central density, we can substantially
limit the number of terms needed in the SNP expansion when the procedure is

2By this we mean that the covariance matrix corresponding to t,,(-) for vy > 2 is equal to
vip/(v 2).
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applied in finite samples. Note, however, that the use of the Student ¢ distribu-
tion also gives rise to certain additional complications. For example, the degrees
of freedom parameter v must now be linked to the number of terms in the density
expansion in order for the SNP expansion in (5) to be integrable. These technical
issues are dealt with below.

A second remark concerns the degree K of the approximation. The elegance
of semi-nonparametric maximum likelihood estimation as proposed by Gallant
and Nychka (1987) consists of the fact that the procedure can be as efficient as
maximum likelihood if we let the order K of the SNP expansion rise with the
number of observations T. In that case the approximation becomes more accurate
if more data are available. Given the comments in the previous paragraph, the
lower bound on the value of v must then also rise with the number of observations.

The third remark concerns the need for the vector myg in (5). As aready
noted by Johansen (1994), the asymptotic distribution of cointegration tests is
extremely sensitive to the deterministic components included in the regression
model and the drift terms present in the data generating process. In order to
guarantee a similar interpretation of these components over different orders of
the SNP expansion, we impose the restriction that the mean of the innovations ¢,
is equal to zero. Note that this complicates the estimation, as the mean generally
is a function of the remaining parameters used in the SNP expansion. More on
this topic can be found in the remainder of this section.

The final remark before proceeding concerns the identifiability of (5). In its
present form, the parameters in the approximation are not identified. This is
easily seen by multiplying all y-parameters by a constant factor. As a result, the
integrating constant cx has to be multiplied by the square of this constant factor,
resulting in an identical density approximation. To overcome the identifiability
problem, we impose the restriction ~,...o = 1, such that the leading term in the
SNP expansion becomes the Student { density with ¥ degrees of freedom, zero
mean, and scaling matrix (R} Rg)~!.

The parameters that have to be estimated for the Kth order SNP expansion
consist of v, a, B8, &y, ..., ®,_1, p, Rk, and &l v parameters. The parameters
¢k and mpg depend on the remaining parameters in the following way.

Lemma 1.  Given the density approximation in (5), and given that » >
2- k- K, then

(7 /;°° ¢k - fx(e)de =

K

k k
Z Viroie * Vireogn (H Co(in +jh)> -Gy (V,Z(ih +jh)> )
h=1 h=1

11,058k, J1500 5 =0

with

Goli) :2é/\ﬁr2:r‘<i ; 1) (1+ (2-1)i)
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and
N (V\i2T((v —1i)/2)
Crn0) = (2) T(v/2)
Furthermore, forv>2-k-K +1
00 K
®) [ ecen utie= Y v

U yernyih s J1,-- =0

k
(H Colin + jp + l{h:n})> -C1 (V, Z(ih + jp) + 1) v
h=1 h=1

with e, the nth element of the k-dimensional vector e, and 14 the indicator
function of the set A.

CoroLLARY 1. Let & denote the right-hand side of (7), and let & denote
a k-dimensona vector with the nth element being equal to the right-hand side of
(8). Then given the restrictions

/ " (R (e = mi))de = 1
and

/ e0fxc(RE (e — mx))der = 0,

-0

it follows that cx = £ /|Rk|and mg = —(Rj) 1€ /6.

So for a fixed value of K, we can view the SNP expansion as a simple pseudo-
likelihood with additional nuisance parameters to be estimated. To be somewhat
more precise, the function p(-) in (3) now also depends on the parameters v and
«.... The asymptotic distribution theory of the LM cointegration test for K fixed
and T — oo is not affected by the presence of additional nuisance parameters
in the estimation stage. Evidently, however, the asymptotic distribution does
depend on the order K of the SNP expansion. More on this issue can be found
in Section 4. For now it suffices to note that the Kth order SNP expansion
can be used in a straightforward way to obtain estimates of the parameters of
interest and to test the cointegration hypothesis in a pseudo-maximum-likelihood
framework.

To conclude this section, we briefly comment on the form of the SNP expan-
sion as provided in (5). In our view, the expansion used in (5) is not the most
natural one to use in applications. In fact, the polynomial term in parentheses
is a restricted {k . K)th order polynomial. This is easily seen by considering the
case k = 2 and K = 1, in which case the polynomial can be written as

(9) Yoo T 7Y10€1 + Yoi€2 + Y11€1€2,
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with 0 = 1. (9) is a second order polynomial, with zero coefficients for the terms
el and 2. This is not important if we consider the asymptotics K,T — co. In
applications with finite samples, however, it seems more natural to let the Kth
order SNP expansion be based on an unrestricted Kth order polynomial instead
of arestricted (k-K)th order polynomial. To achieve this, we impose the condition
that

(10) Yiy.dy = 0 Vv ZE=1 i > K.

In (9), this would amount, to setting ;; = 0. If T, K — oo, it does not matter
asymptotically whether (10) is imposed or not. In finite samples, however, re-
stricting the Kth order SNP expansion to a Kth order polynomial may matter
a great deal.

4. Asymptotic distribution theory. In this section we discuss the
asymptotic properties of the semi-nonparametric cointegration test as discussed
in the previous section. The most appropriate limit theory would be one in
which the order of the expansion K and the sample size T diverge to infinity
simultaneously. This, however, proved outside the scope of the present paper.
Therefore, we provide a different limit theory. First, we discuss the limiting result
if K is kept fixed, while the sample size T tends to infinity. These results are
heavily based on the work of Lucas (1996a,b, 1997) for fixed pseudo-likelihoods.
Next, we discuss the effect on the limiting distribution if we let K tend to
infinity.

We first introduce some assumptions for the error process in (1).

AssumpTioN 1. The innovations ¢; are independently and identically dis-
tributed (i.i.d.) with zero mean and finite variance-covariance matrix £2i;.

The results in this section can probably be generalized to sequences of martingale
differences, but this is not pursued in the present paper. Note that Assumption
1 formally excludes phenomena like volatility clustering, which are dominantly
present in, eg., financial data. It appears from Lucas (1996b), however, that
techniques like the ones studies in the present paper are still useful for analyz-
ing the cointegrating properties of multivariate systems exhibiting ARCH-type
behavior.

We now treat the order K of the SNP expansion as fixed and consider the
limiting distribution as the sample size T tends to infinity. Recall that 87 =
(67, 87, 63 ), where 61 = vec(az2) T, 62 contains the remaining regression param-
eters, and 63 contains v, the v parameters, and the non-redundant parameters
in Rk . Let 9; —~ @], 6J), the full vector of regression parameters. Define

pic(ee(8a),05) = —log fx (RE (e4(6a) = mx)),
with fx(-) as in (5) with constants cx and mg as in Corollary 1, so
that the log-likelihood is given by £x(8) = = S pk(et(6s), 65). Define
Vit (0) = Yic(ee(0a),83) = Opic (€4(04),03)/Ogr and xk 1 (6) = Xk (€4(62),03) -
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—0pi (e:(fa), 03)/005 . We need the following conditions on pg and the true
distribution of ¢;, compare Lucas (1996b, 1997).

AssumpTion 2.  There is a pseudo-true value 6y satisfying S8, = 0, such
that

1. the vector (e4(8k) ", %r+(Bx)", xk,:(0x)T)T has mean zero and finite pos-
itive semi-definite covariance matrix 2k = (Q;; k), 1,5, =1,2,3, and Qi;
positive definite for ¢ = 1, 2;

2. the following expectations exist:

Cix=E <3¢1<,t(91<)) 7 Cox = E (aXK,twK)) 7

Oe) el

_ 3XK,L(9K))
CS,K =F ( 66;— ’

with {C1,x]# 0 and |Cs k] # o.

We introduce the following notation. If B(s) denotes a Brownian motion, then

[ Bis a short-hand notation for fol B(s)ds. Similarly, fol B(s)dB(s) is denoted
by [ BdB.We can now prove the following theorem.

Tueorem 1. If the data is generated by (1) with ¢; satisfying Assumption
1, and the pseudo-likelihood px(-) is used for estimation, with pK(-) satisfying
Assumption 2, then the LM cointegration test given in (4) weakly converges to

v ([ (o] [ ]

where F = F JF,E= By if aIu =0, Byand Bj are two correlated stan-
dard Brownian motions with E(F(s)Ba(s)T) = Pk with Py a diagonal matrix
containing the canonical correlations between ae; and o] C; ¥k (€r), with ay
denoting the orthogonal complement of «. If aIu # 0, the first element of F(s)
is replaced by Ss. Moreover, in that case the matrix Py contains a zero in the
upper-left element, while the remaining diagonal elements contain the canonical
correlations between (a ] p) o] &, and o] Cy ¥k (EY).

The result in Theorem 1 is identical to the result in Lucas (1996b). Limiting
results for more general deterministic functions of time like the ones in Johansen
(1994) can be found in Lucas (1996a).

The limiting distribution of the non-Gaussian LM tests depends both on the
postulated pseudo-likelihood and on the true likelihood through the correlations
in the matrix Pg. This makes it difficult to perform inference in practical settings,
as new critical values have to be computed for each new choice of the pseudo-
likelihood and for each underlying true likelihood. Lucas (199613) proposes an
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inference procedure that can be implemented in practice. Using the parameter
estimates under the null, one can obtain a consistent estimate of the matrix Pg.
This estimate of Pj can be used to simulate from the asymptotic distribution in
(11), where the (correlated) Brownian motions are replaced by correlated random
walks of length T. The simulations can be used to compute an asymptotic p-
value of the LM test. As simulating from the (approximation to the) asymptotic
distribution does not take much time, this way of performing inference seems
well-suited for practical applications of non-Gaussian cointegration tests. The
results in Lucas (1996b) and in Section 5 illustrate that the procedure produces
good results in samples as small as T = 100 with only 500 drawings from the
asymptotic distribution used for estimating the pvalue of the LM test.

The result in Theorem 1 is not entirely new, abeit that in the proof of the
theorem we have to deal explicitly with the additional nuisance parameters due
to the SNP expansion used as a pseudo-likelihood. It is more interesting, how-
ever, to discuss the effect on the limiting distribution if K — co.If K tends to
infinity, the SNP expansion approaches (in Sobolev norm, see Gallant and Ny-
chka, 1987) the true likelihood, such that the function v¥x(-) approaches the
true score function. Let 1, (-) denote the true score function, then it holds
automatically that E{ys(¢¢)) = 0. Moreover, the covariance between ¢, and
¥K (e¢) tends to the covariance between €; and ¥oo(et), i€, —Ix. By a similar
argument, the information matrix equality holds for K — oo. In particular, let
Qoo x = E(d;,\»(gt)w,{(gt)"), then Qy; o = C),00- AS a result, the correlations
for the case oy = O mentioned in Theorem 1 reduce to the singular values
of the matrix (o] Qo)™ /?(a] 05 o) /2 All these results follow from the
fact that we estimate the true density of the innovations e, adaptively. Another
advantage of adapting for the true innovation density is that the pseudo LM test
automatically approaches a true LM test. The true LM test is approximately
optimal from an (asymptotic) expected mean-squared error perspective if the
innovations are sufficiently fat-tailed or if sufficiently distant (local) alternatives
to the null hypothesis are considered, see Lucas (1996a, Section 7.4). Finaly,
note that a simplification of the LM test statistic can be carried through as for
K — oo it holds that Ho = Hq in (4).

5. Simulation experiment. In this section we consider a simple simula-
tion experiment to uncover the main characteristics of the SNP cointegration
LM test in finite samples. We compare the new test with the performance of
Johansen’s (1991) trace test and Lucas (1996b) LM test based on a Student ¢
pseudo-likelihood with five degrees of freedom. We consider the following data
generating process (DGP),

Ayg <0 0 > Y1 t—l)
12 = ’
(12) (AyQt) 0—c/T ) \y2,t1 e

with T denoting the sample size and ¢ denoting a constant. A DGP as in (12) was
also used in Lucas (1996b, 1997). Note that (12) does not contain a drift term,
such that the limit distribution with aIu = 0 of Theorem 1 applies. Simulations
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with a drift term were also performed, but resulted in identical conclusions.
Despite the model’s simplicity, it suits the present purposes of demonstrating
the main differences between the cointegration testing procedures. Using more
complicated DGP’s involving, e.g., contemporaneously correlated errors or non-
trivial cointegrating vectors, does not alter the general conclusions of this paper,
see also the simulations in Lucas (1996b). For ¢ # O, the DGP in (12) contains
one cointegrating relation, namely (0,1)T. We test the null hypothesis of no
cointegration, Hy: 7 = 0, versus the unrestricted alternative, H;: r = 2.

The regression model used to estimate the parameters is given in (1). Note that
the data generating process satisfies aIp = 0, such that there are two nuisance
parameters entering the limiting distribution of the cointegration test. These
parameters are estimated consistently using the methods described in Section 4.
Next, p-values are simulated using 500 simulations. If the simulated pvalue is
below 0.05, we conclude that the null hypothesis of no cointegration is rejected.

The sample size used in the simulations is T = 100. Especidly if for example
financial data are used, one expects to have a much larger number of observa-
tions. By using T = 100, we can check whether the SNP cointegration test also
works well in small samples. In particular, we are interested in whether the SNP
approach can already outperform Johansen's (1991) LR test in samples of this
size, or whether we have to pay for the increased flexibility of the SNP approach
by a substantial power loss.

We consider two values of ¢ in (12), namely c = 0and c = 20. If ¢ = O, we
should obtain the null distribution. The rejection frequency in this case should,
therefore, be approximately equal to the nominal size of the test: 5%. The power
of the test is investigated by looking at the rejection frequencies for ¢ = 20.

We consider eight different test statistics. Test one is Johansen's (1991) LR
trace test for cointegration. Test two is an LM version of Johansen’s trace test. It
uses the LM test discussed in Section 2 based on a Oth order SNP expansion with
v fixed at infinity. Test three is the LM test of Lucas (1996b) based on the fixed
Student ¢t pseudo-likelihood with five degrees of freedom. This corresponds to a
Oth order SNP expansion with v fixed at five. Tests four through seven use the
LM test based on SNP expansions of orders K = 0 through K = 3, respectively,
as given in (5). Finaly, test eight uses the Akaike Information Criterion (AIC)
to select the order of the SNP expansion. For K = 0 through K = 3, the AIC is
computed. The value of K with the highest AIC is used in the computation of the
LM cointegration test. Note that the highest order of the SNP expansion used
in the present setup is three. Given the comments at the end of Section 3, this
expansion results in five ¢ parameters to be estimated. Given the limited number
of observations, it seems difficult to go beyond this order of the SNP expansion
without running into severe convergence problems during the estimation stage.
As explained in Section 3, there is a link between the order of the SNP expansion
and the value of p. If v < 2K, then (5) no longer represents an integrable density
function. In the simulation experiments, we impose v > 3 + 2K, such that the
first two moments of the density given in (5) aways exist.

We consider 9 different Monte-Carlo experiments. For each experiment, we
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use 100 Monte Carlo replications. The experiments use different distributions for
the i.i.d. sequence {e:}, namely

1. g is drawn from the standard normal

2. g is drawn from the Student ¢ distribution with 3 degrees of freedom;
3. & is drawn from the Student ¢ distribution with 2 degrees of freedom;
4

. & Is drawn from the Cauchy distribution, which is truncated such that
95% of the original probability mass is retained;

5 €1; and ey are independent drawings from a (mirrored) x? distribution
with 3 degrees of freedom, recentered to have zero mean;

6. £1¢ and g, are independent drawings from a (mirrored) F distribution with
(6,6) degrees of freedom, again recentered to have zero mean;

7. & is drawn from a mixture of three normals; only the means of the mixture
components differ; the first component has mean (0, —1%)T and is drawn
with probability 0.5; the second component has mean (1%, 11)T and is
drawn with probability 0.3; the third component has mean (—23, 2)T and
is drawn with probability 0.2;

8. £ is drawn from a mixture of three normals, each drawn with egqual proba-
bility and each having a unit covariance matrix; the means of the normals

are (3, V3), (-3, V3), and (0, —2v/3);

9. ¢1; and e,; are independent; ¢, is standard normally distributed, while the
density of ey, is given by (4507)~1/22 exp(—22/2).

The first experiment provides a benchmark. One of the aims of the SNP coin-
tegration test is have a good level and power performance for both thin-tailed
and fat-tailed innovations. For Gaussian ¢, therefore, we hope that the SNP test
does not much worse than the test based on the Gaussian pseudo-likelihood. The
next three experiments are used to investigate the performance of the tests under
increasing degrees of leptokurtosis. Note that the t(2) distribution does not sat-
isfy Assumption 1. It is included to study the effect on the tests of extreme forms
of leptokurtosis. The x2 and the F distribution are used to investigate the effect
of skewness and the combination of skewness and leptokurtosis. The experiment
with the mixtures of normals shows the performance of the tests if the underly-
ing distribution is heavily skewed and multi-modal. The main difference between
the two mixtures is the distance between the means of the mixture components.
Especially if the distance between the mixture components becomes large, the
performance of cointegration tests based on a fixed non-Gaussian pseudo like-
lihood can deteriorate substantially, see the univariate simulations in Shin and
So (1997). The final experiment shows the performance of the tests if the true
distribution is an SNP expansion of order K = 3. Some plots of the relevant
distributions are given in Figure 1.
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FiG. 1.

Normal Student t(3)

Some of the densities used in the Monte-Carlo experiments.
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The rejection freguencies of the different tests in the Monte-Carlo experiments
can be found in Table 1.

The first, thing to note in Table 1 is that the rejection frequencies under the
null (c = 0) reflect the nominal level of 5% quite accurately for all test statistics
and distributions given the limited number of Monte-Carlo replications. Further
note that the rejection frequencies of the Gaussian-based tests (Joh and G)
under the aternative (c = 20) are fairly stable, with only the F distribution
giving rise to a lower power given the average performance. When we compare
the rejection freguencies of the LR-type test (Joh) and the LM-type test (G)
under the alternative (c = 20), we find that in terms of finite sample power the
LR-test outperforms the LM test in terms of power.

As noted in the earlier literature on non-Gaussian cointegration tests, the LM
test based on the Student t(5) pseudo-likelihood outperforms the Gaussian-based
test if innovations are fat-tailed. For thin-tailed innovations, however, we note
that the Student t(5) based test does worse than the Gaussian test if innovations
are heavily skewed and/or multi-modal (see Mix2 and SNP(3)). The notable
exception to this statement is given by the x2(3) distribution, which is heavily
skewed, but still results in an outperformance of the Student t(5) based test
compared to the Gaussian tests. It is also worthwhile to note the relatively good
performance of the Student t(5) test for the F'(3,3) distribution. The skewness
of this distribution seems to have no major adverse effects on the power of the
test.

Given the performance of the tests based on a fixed pseudo-likelihood, we now
turn to the performance of the semi-nonparametric cointegration tests. Ideally,
we would like the SNP-based tests to be at least as powerful as both the Gaussian-
based tests and the Student t(5) test. We concentrate our discussion on the
SNP test where the order of the SNP expansion is determined by the Akaike
Incormation Criterion (S(A)). For normal innovations, S(A) has similar power
behavior as the Gaussian LM test (G). The optimal order of the SNP expansion
(K) is low on average. Note that for Gaussian innovations, the LR test works
better than the LM test. Therefore, although S(A) performs about as well as
the Gaussian LM test, it is still preferrable in this context to use the LR test of
Johansen (1991). If we consider the fat-tailed distributions t(3) through t(l), we
see that S(A) has about the same power as the Student t(5) based LM test. The
average order K of the SNP expansion is generaly low. Note that for t(2) and
t(l), one always chooses K = 0 in the simulations, such that the S(A) test is
in these cases based on a Student t pseudo-likelihood with estimated degrees of
freedom parameter. Both S(A) and the t(5)-based test outperform the Gaussian
based tests (Joh and G) for the t(3) through t(1) distributions.

If we now turn to the skewed distributions, we note the improvement ob-
tained for the x2(3) innovations when using S(A) instead of the Gaussian-based
or t(5)-based LM tests. Although the Student t(5) pseudo-likelihood already
outperforms the Gaussian based tests, the t(5) pseudo-likelihood is not flexible
enough to capture the skewness. The pseudo-likelihood based on the SNP expan-
sion, however, is able to capture some of the skewness, which results in a higher
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TABLE 1
Rejection Frequencies of Cointegration Tests

Distr. ¢ Joh G t(5) S{0) S(1) S(2) s3 S(A) K  og

Normal 0 004 0.04 0.04 0.03 0.04 0.03 0.04 0.03 0.56 0.94
20 055 046 031 0.45 0.47 0.40 0.35 0.45 0.42 0.77

t(3) 0 008 0.07  0.04 0.04 0.04 0.03 0.03 0.04 0.16 0.66
20 042 0.35 0.75 0.72 0.76 0.76 0.67 0.69 0.24 0.82

t(2) 0 005 0.03 0.06 0.06 0.06 0.05 0.04 0.06 0.00 0.00
20 051 0.47 0.94 0.93 0.93 0.92 0.88 0.93 0.00 0.00

t(1) 0 0.06 0.06 0.03 0.03 0.01 0.00 0.01 0.03 0.00 0.00
20 0.6 0.40 0.96 0.98 0.97 0.94 0.93 0.98 0.00 0.00

X2(3) 0 0.04 0.04  0.05 0.04 0.04 0.04 0.04 0.04 154 0.89
20 042 0.38 056 0.55 0.71 0.73 0.64 0.70 1.46 0.88

F(3, 3) 0 0.5 0.05 0.04 0.01 0.01 0.02 0.04 0.01 0.99 0.10
20 026 0.21 0.97 0.96 0.96 0.95 0.93 0.96 0.24 0.55

Mix1 0 0.04 0.04  0.05 0.04  0.04 0.06 0.06 0.06 2.93 0.29
20 044 0.39 0.41 0.39 0.42 0.62 0.82 0.81 2.87 0.46

Mix2 0 0.04 0.03  0.03 0.02 0.04 0.06 0.07 0.07 2.81 0.46
20 052 043 017 0.45 0.51 0.41 0.94 094 285 0.39

SNP(3) 0 0.05 0.04 0.04 0.04 0.03 0.04 0.04 0.03 112 1.30
20 044 0.39 0.32 0.35 0.38 0.47 0.47 0.46 1.57 1.22

Note: the table contains the rejection frequencies over 100 Monte-Carlo replications
of 8 cointegration tests. These tests use different pseudo-likelihoods to estimate the
parameters in model (1) with p = 1. Joh is the Johansen (1991) trace statistic (critical
taken from Johansen and Juselius (1990)). S(0) through S(3) use the LM test based
on SNP expansions of orders 0 through 3, respectively, as a pseudo-likelihood. G and

t(5) use the Gaussian and the Student t(5) pseudo-likelihood, respectively. S(A) uses
the AIC to select the optimal order of the SNP expansion. The mean value of K
selected with the AIC and its standard deviation gy are also provided. Inference is
conducted using simulated asymptotic p-values based on 500 simulations as described
in Section 4. Eight different distributions are considered for the innovations: the stan-

dard normal, Student t(3), Student t(2), truncated Cauchy (or Student t(I)) retaining
95% of the original probability mass, recentered x2(3) (zero mean), recentered F(3,3)
(zero mean), two mixture of 3 normals (Mix1 and Mix2, both described in the main
text), and a simple density falling in the SNP(3) class. The nominal level of the tests

is 5% in all cases. ¢ = 0 gives the rejection frequency under the null, while ¢ = 20

gives the rejection frequency under the alternative. The data generating process in all
cases is (12). The number of observations is T = 100. The table took about 72 hours

of computation time on a Pentium PC using the Gauss programming language.
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rejection frequency of the test under the alternative (c = 20). If the innovations
are both fat-tailed and skewed as is the case for the F(3,3) distribution, S(A) and
the Student t(5) based test have again the same performance. It seems that fat-
tails have a more prominent effect on the performance of the cointegration tests
than skewness. This also appears from the average order of the SNP expansion,
which is lower for the F(3,3) distribution than for the y2(3) distribution.

The mixtures of normas (Mix1l and Mix2) deviate significantly from the fa-
miliar bell-shaped density curves. The power of the Gaussian based tests for
these distributions is similar to the power for the Gaussian distribution. This
is in accordance with asymptotic theory, which states that the distribution of
the Gaussian-based tests does not depend on the form of the distribution, as
long as second moments exist. The power behavior of the test based on the Stu-
dent t(5) pseudo-likelihood for the first mixture is about the same as for the
Gaussian distribution. For the second mixture, however, the Student t(5) test
suffers from a dramatic power loss. This is in accordance with univariate results
obtained by Shin and So (1997). The SNP expansion is able to capture most of
the skewness of the first mixture distribution, and some of the peculiar shape
of the second mixture distribution. Note the relatively high average orders of
the SNP expansion (K'). The power increase of S(A) for Mix1l and Mix2 is quite
dramatic compared to the power of Johansen test, the Gaussian LM test, or the
Student t(5) test. Note that the power of S(A) for Mix2 is mainly due to the
consideration of the ' = 3 expansion. Lower order expansions do not result in
substantial power gains. This indicates that one should consider high enough
orders for the SNP expansion if severe deviations from normality are suspected.
This corroborates the unreported results for a mixture of four normals located
at (£3, £3), for which no significant power gains were found if only SNP orders
below 4 were considered.

The results for the SNP(3) distribution are as expected. The S(A) test and
the S(2) and S(3) tests, i.e., the tests with high-order SNP expansions, have the
highest power of the LM-type tests. which is what we would expect. The LR test
of Johansen, however, has about the same performance as the LM tests in this
context. Note that although the true distribution is a third order SNP expansion,
lower order expansions (K') are often chosen by the AIC. This does not result in
a substantial power loss.

To summarize, we obtain the following conclusions from the simulation exper-
iment .

1. If innovations are fat-tailed, the Student t(5) pseudo-likelihood often results
in a good power performance for the cointegration tests.

2. If innovations are thin-tailed and heavily skewed, the cointegration tests
based on SNP expansions outperform the tests based on a Gaussian or
Student t(5) pseudo-likelihood.

3. For thin-tailed, multi-modal distributions, the Student t(5) based test can
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perform very poorly. The SNP LM test clearly outperforms the other test-
ing principles considered in this context.

6. Concluding remarks. In this paper we have developed a semi-
nonparametric LM-type test for cointegration. The asymptotic distribution of
this test depends on nuisance parameters, which can be estimated consistenly.
Using the consistent estimates, one can easily simulate asymptotic pvalues
of the cointegration test. Using a set of Monte-Carlo experiments, we demon-
strated that the new test has good size and power properties. If innovations
are fat-tailed, the test based on the SNP approach leads to considerable power
gains with respect to tests based on the Gaussian distribution. Also if there is
apparent skewness in the distribution, the SNP approach leads to power gains
with respect to tests based on a Gaussian pseudo-likelihood. In such cases, the
SNP approach also improves upon the power of non-Gaussian LM cointegration
tests like the Student t(5) based test of Lucas (1996b, 1997).

Although the model used in the present paper only allowed for a constant in
the regression model and (at most) linear trending in the data generating process,
we conjecture that our findings also hold for more general deterministing trend
functions in either the regression model and/or the data generating process. The
limit theory of the SNP cointegration test for these cases can for familiar cases
as the ones in Johansen (1994) be deduced from Lucas (1996a). Some further
simulation experiments could be used to corroborate the above conjecture.

Another line of future research concerns the relaxation of the i.i.d. assumption
used in the present paper. Most financial time series are characterized not only by
fat-tailedness, but also by volatility clustering. The SNP approach can easily be
extended to handle general forms of volatility clustering in a semi-nonparametric
fashion. In a subsequent paper, we plan to extend the present cointegration
testing procedures to situations with conditional heteroskedasticity.

Appendix

PrROOF OF LEMMA 1. By staightforwardly applying the substitution z =
y2/2 and the definition of the I-function, we obtain

@A) o) = /_OO \)% exp(—y?/2)dy = %r (%) 1L+ (=19

2
Moreover, let, y denote a univariate Student 1 variate with location zero, unit
scale, and v degrees of freedom. Then from Abramowitz and Stegun (1970, Sec-
tion 26.7.2) we obtain E(y**!)=0for » > 2; + 1 and
P((2i + 1)/2)T((v - 20)/2)

(A2 6t _ o= L ,

for v > 2i. Define

NP (- §)/2)
(A3) C1(Vaz)—(§) T
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then E(y') = Co(2) C (v, ).
Let i,,..,i;beasetof knon-negative integers, and let the nth element of e

be denoted by e,,. Moreover, let t,(e) denote the multivariate standard Student
t distribution. Then using the above results, we have

(A4 /_00 (Ht (e)de = H Colin)

h=
and
. k
(A5) / <H e”‘) e)de = (H Colip ) -Cy <V,Zih> )
h=1 h=1 h=1
Now consider the Kth order SNP expansion given in (5). Set cx = 1. Then

! 2
/jcf"'(e)de:/; ( D T f[ ) t,(e)de =

,...,zk__O h=1

) K k
(A6) / Z Yiq--ein Vi1 de H e;;h+3h) t,,(e)de.

iyt Jtyeey J5=0 h=1

with ji, .., Ji another set of non-negative integers. Using (A5) we can simplify
(A6) to the following expression:

K k k
(A7) > Vir-ix Vi -oin (H Co(tn + Jn ) ( > Gn+in )

T1ealkaJ1y-- 0T =0 h=1 h=1

The proof of ffooo efrc(e)de runs completely analogously.

ProoF oF COROLLARY 1. Define fi 1(-) asin (5), only with ¢x = 1. Using
Lemma 1, we obtain

1= [ " FlRe = midec = [ (exlRach ™ Fra(e)de = &/(exl R,

—00
such that c¢x = &1 /|Ri|. Similarly,

o0

o= [ cutilRitermmiden = [ (enlic) ™ (RR) e mi frs(e)de o

—00 o0

0= (ex|Bi|) T (RE) & + &imk) & mi = —(Rg) ™' &/,

PrRooF oF THEOREM 1. The proof mainly follows the lines of Lucas
(19962,1997). As usual in this type of asymptotic analysis, we restrict attention
to the VAR model of order 1, p = 1. Higher order VAR models do not affect
the limiting result for the unit root parameters. Moreover, we only consider the
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case aIu = 0, or for simplicity z = 0. The case ap # 0 is proved similarly.
Finaly, we only discuss the case Hy : r = 0 versus the aternative r = k.
Nonzero cointegrating ranks can be dealt with by considering the asymptotic
behavior of ¥ in the directions dictated by S and f,, respectively, and using
the block-diagonality of the information matrix between the stationary and
non-stationary regressors in the model.

Because in the simplified model, Z, = —8¢, (84)/00s = (yt-1, 1)T & Iy, the
score vector is given by

Furthermore, an (asymptotically valid) expression for minus the Hessian matrix
is

yi-1y—y ® Cir(8) ey @ Cir(6) yey ® Car(8)7
Hew(®) =Y | v ®Cir(6) Ci7(6) Cor(6) T
=t \ yl,®Car(8) Car(6) Car (6)
with Ci7(8) = T7' [, Ovks(8)/0g], Cor(f) = T7' S0, Oxke(6)/9¢],

and Czr(8) = T} Zle Oxxk(0)/063 . Finaly, the outer-product-of-gradient
matrix Hgq i is the same as Hc g, but with Ci7, Cor and Csr replaced by
Qoor(6) = T7' T vra(O)kse ()T, Qaar(0) = T T, e O)xre (6)7
and Qaar(6) = T1 3 Xk, (9)xx ¢ ()T, respectively.

Let Dy = diag(T 12, T~1/2L;, T='/2I,,), with m the dimension of 63. From
the functional central limit theorem for i.i.d. sequences, together with the con-
tinuous mapping theorem, it follows that

W1 ®dW2 -
DrGy (6x) = de2 = GK,
deg

where W = (W, W,",W,))T is a vector Brownian motion process with covari-
ance matrix §)y. Furthermore, we have

DrHex(0x)Dr = Hog, DrHax(x)Dr = Hok,

with
) TWiW ®Cix [Wi@Crk [W1®C) g
Aex=| [WT®C.k Ci.k Cy :
f WlT ® Co Ca,x Cs .k
and

folT ® Qa2 K Qlos K Qa3 i
fW ® Qs i Qo3 Kk Q33 K

) (fWIWIT ® Qo2 [ W1Q Qoo i SWi©QJ;
Hok =
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Let § denote the pseudo-maximum likelihood estimator under the restriction
a2 = 0. Note that the restricted model is simply the i.i.d. model Ay; = p + ¢,
so that 6 is e-consistent, which implies Dr(H¢ g (6) = He,x (0k))Dr = 0,(1)

and Dr(Ho i (0) = Ha,x(0x))Dr = 0p(1). Using S1Dr = T~1S; and a Taylor
series approximation DrG(0) = DrGr (k) + DrHex(0k)(0 = 0k) + 0p(1),
we obtain

T8 HE (0)G(8) = Si(DrHe,k(8)Dr) ™' DrGk (6)
S1(DrHc .k (0x)Dr) ' DGk (0k) +
S\ D7H @ = 8K) + 0p(1)

= SlgEIKGK

Similarly, we have
T_251H5,11{(§)HQ,1<(é)(H&IK(é))TSlT = S1Hg Ho,k ( _5,1}()TS1T:
so that
LM = (S1H 3 Gr) " (S1HG cHa x (Hg ) TST) 7 S1 A5 % G

From the partitioned inverse of ﬁc . We obtain, using its specific structure,

—1
SiHg = K/ wawy - [wi [wr) @cl,x] (1o = fwien o)

Defining W, = W, = [ Wi, this leads to
-1

-
LM = ( / Wy ®C;}(dw2) [ / W, @C;}(QQZ,,KC;}{]
(/ W1 ® Cl_,}(dW2)
_ T -1
(/B1 ®dB2) [/BIBIT@)I,C] (/Bl ®dB2)
T -1
trace <[ / BldBQT] [ / 313;} [ / BidB] D ,

where B; = (21_11/2W1 and By = (C;}{QQQ,KCI_‘}()_I/zcl_}{WZ are stan-
dard Brownian motion processes, with correlation matrix Px = E(B1By) =
91_11/2521211"01_.}((CC}g_Q-zg_r(Cl'_}()—l/Q, By an appropriate choice of the in-
verse square rbot matrices, thk matrix Py is diagonalized, with the canonical
correlations between & and Cy ¥k (e¢) on the diagonal.

Observe that,. athough the limiting Hessian and outer-product-of-gradient
matrices are not block-diagonal, the nuisance parameters §; have no effect on
the limiting distribution of the test statistic: the same result would be obtained
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if 83 were known, which is the case anayzed in Lucas (1996b). His proof for more
general models (with lagged differences, a possible drift, and with cointegrating
ranks greater than zero under the null hypothesis) can be readily extended to
the current situation of unknown 6
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