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Abstract

This thesis contributes to the development of robust control design strategies for uncertain nonlinear mimo systems, in which a model based control approach robust control ($H_2$, $H_{\infty}$) framework is introduced and an intelligent control model free control is suggested.

In reality an allusion to the Modelizations of the systems CE 150 and TRMS is proposed for the research seems important because they are prerequisite to test the designed robust control law. The investigation starts by a neighboring optimal control law which is coupled with estimation to solve the trajectory tracking and/or regulator problem of a twin-rotor multi-input multi-output system (TRMS) is introduced. The above mentioned technique is applied through the linearization of the TRMS model around its operating point.

Since CE-150 helicopters are known for their varying operating conditions along with external disturbances, a local model network $H_{\infty}$ control is proposed as a second alternative, for CE-150 helicopter stabilization. The proposed strategy capitalizes on recent developments on $H_{\infty}$ control and its promising results in robust stabilization of plants under unstructured uncertainties. Using the fact that the system can be linearized at different operating points, a mixed sensitivity $H_{\infty}$ controller is designed for the linearized system, and combined within a network to make transitions between them. The proposed control structure ensures robustness, decoupling of the system dynamics while achieving good performance.

Alternatively, another approach interval type-2 fuzzy controller is proposed for TRMS control problem because of and owing to, respectively, the nuance existing between model based control approach and model free control, and their simplicity and efficiency. The main strength of the proposed control algorithm is its robustness with respect to parametric uncertainties and noise measurement. The suggested approaches are validated through a set of computer simulations which illustrate the effectiveness of the proposed control scheme; the obtained results are presented to illustrate the controller’s performance in various operating conditions, and have been successfully applied.

A custom real-time control platform design for a quadrotor is introduced and the control framework is designed to be universal but yet, flexible for implementation of various control and navigation algorithms. The developed platform is modular and is presented in three categories: hardware, software and communication. System identification is also presented for parameters measurement and estimation. Moreover, a ground station with a graphical user interface is designed for remote control and monitoring. A wireless bidirectional communication unit is also designed to bridge the quadrotor and the ground station. The developed cost effective control platform is validated by simulation and experimental test.
keywords: Estimation, output feedback, optimal control, $H_\infty$ control, helicopter, CE150, TRMS, UAV, local model network, robust stabilization, Type 2 fuzzy logic, real-time control platform.
Contribution la synthèse de loi de Commandes Robustes Application aux Systèmes Robotisés ou Aérodynamiques

Rsum

La présente thèse se veut comme contribution au développement d’une stratégie de synthèse relative aux commandes robustes, pour des systèmes MIMO non linéaires incertains. Dans cette perspective des approches de commande base de modèle par la technique ($H_2$, $H_\infty$) ont été introduites d’une part et d’autre part, une commande intelligente est suggérée pour le cas sans modèle. La modélisation des systèmes CE-150 et TRMS introduits et proposés dans le présent travail de recherche semble pertinente et ce, au regard de leur importance pour des tests de lois de commandes robustes synthétisées. Dans un premier temps, une loi de commande optimale voisine, associée un estimateur, fut introduite en guise de résolution du problème de suivi de trajectoire et/ou de régulation du système MIMO twin rotor (TRMS). Cette technique est appliquée travers la linéarisation du modèle TRMS autour de ses points d’équilibres.

Dans un second temps, vu que l'hélicoptère CE-150 est connu pour ses multiples modes de fonctionnement, outre de ses perturbations externes, une commande $H_\infty$ par réseaux de modèles locaux est proposée comme une deuxième alternative afin de stabiliser l'hélicoptère en question. Cette alternative capitalise les développements récents de la commande $H_\infty$, et ses résultats probants en termes de stabilisation robuste des systèmes avec des incertitudes non structurées. Le système est linéarisé autour de nombreux points de fonctionnement ; une commande $H_\infty$ sensibilité mixte fut synthétisée avant qu'elle ne soit combinée dans un réseau afin d'assurer une transition plus souple. La structure de commande propose assure la robustesse, le découplage des dynamiques du système tout en garantissant de bonnes performances.

Alternativement cela, une autre approche basée sur la commande flou par intervalle type-2 est proposée pour le problème de commande du TRMS, en raison de la différence existante entre les commandes base de modèle et celles sans modèle, ainsi que pour leur simplicité et efficacité. La force majeure de l'algorithme de commande proposé réside dans sa robustesse, la résistance à l'instabilité et le découplage des dynamiques du système tout en garantissant de bonnes performances.

Les approches proposées sont validées travers une série de simulations qui montrent clairement l'efficacité de la structure des commandes suggérées, alors que les résultats obtenus s'avèrent concluants en illustrant parfaitement les performances des commandes dans diverses conditions de fonctionnement. La conception d'une plateforme de commande en temps réel pour...
le quadrotor fut introduite et conue pour tre flexible et universelle pour toute implantation de différents algorithmes de commande et de navigation. Dveloppe, la plateforme en question est la fois de conception modulaire et compose de trois parties ; en occurrence matriel, logiciel et communication.

Lindentification du systme (quadrotor) a permis la mesure et l'estimation de différents paramètres, outre, une station sol avec interface graphique est dveloppe pour la tlcommande et le monitoring. Par ailleurs, une unite de communication bidirectionnelle wifi est conue pour relier le quadrotor la station sol. Ainsi la plateforme dveloppe est valide par des tests de simulations et dexprimentation.

Mots Cls: Estimation, retour de sortie, control optimal, commande $H_\infty$, hlicoptre, CE150, TRMS, UAV, rseau de modles locaux, stabilisation robuste, logique flou Type 2, plateforme de commande en temps-rel.
ملخص

تقدم هذه الأطراف مساهمة في تطوير استراتيجية إنشاء تحكمات قوية لأنظمة القياس المتعددة الدخال والمخرج والغير مؤكدة. في هذا المنظور، تم إدراج مقارنات التحكم المعتمدة على نموذج عند طريق التقنية من ناحية، ومن ناحية أخرى، تطبيق تحكم ذكية أُقترح في حالة غياب النموذج TRMS. و ذلك بالنظرة لأهميتها في اختيار قوائم التحكم القوية المتصلة.

في البداية، تم اعتماد قانون تحكم جوالي مثال مرفق بنظام تكنولوجيا لحل مشكلة تبع المسار أو التنظيم متعدد الدخال والمخرج، ثنائي المراوح TRMS، و يتم تطبيق هذه التقنية من خلال النموذج الخطي للجهاز حول نقاط توازنه.

ثم بعد ذلك، نظرًا لأن مجال عمل المروحيات CE-150 والمسار اللُطيف بالاضطرابات الخارجية، نقترح تحكم H2 عن طريق شبكة التشفير المتصلة كدبلي ثانوي، لتحقيق استقرار المروحيات الاستراتيجية المقررة تنتمي تطوير حلقة ذات نتائج واعدة في تحقيق استقرار قوي مع وجود إرتباطات ليست لها بنية محددة.

بعد استخراج النموذج الخطي للنظام حول العديد من نقاط التشغيل، تم تصميم تقنيات H2 حساسية مختلطة، قبل أن يتم دمجها في الشبكة من أجل ضمان اتصال سلس. بنية التحكم المقررة تضمن المثانة، وفصل ديناميكيات النظام مع ضمان الأداء الجيد.

كدبلي ثانوي ما سبق، نقترح طريقة أخرى تعتمد على التحكم الغامض صنف 2 لحل مشكلة السيطرة على و ذلك بسبب الفرق الموجود بين طرق التحكم المركزة على نموذج و الغير مرتكزة عليه، بالإضافة إلى سطاقاته وكفاءته. القوة الرئيسية لخوارزمية التحكم المقررة تكمن في صلابتها فيما يتعلق بإرتباطات المعاملات وضعف القياسات.

يتم التحقق من صحة مقارنات التحكم المقررة من خلال سلسلة من عمليات المحاكاة تظهر بوضوح فعالية طرق التحكم المقررة. لأن النتائج المحصلة توضيح تمام الأداء الجيد حتى في ظروف التشغيل المختلفة.

وقد تم تصميم متصلة للتحكم في الوقت الحقيقي لطائرة عمودية رياضية بدون طيار، مصممة لتكون مرة متعددة الاستخدامات لتنفيذ مختلفة خوارزميات التحكم والملاحة. المتصلة معنا ذات تصميم وحدوي وتتكون من ثلاثة أجزاء، وهي المعدات والبرمجيات والاتصالات.

يسمح نظام تعديد اليوه (الطائرة عمودية رياضية المراوح) بقياس وتقليل مختلف المعاملات، وعلاوة على ذلك تم تصميم محطة أرضية ذات واجهة مستخدمة رسومية للتحكم عن بعد والرصد.

تم تصميم جهد الاتصالات اللاسلكية في إيجاد تصل بين الطائرة الرفعية المراوح والمحطة الأرضية. وقد تم التحقق من جودة منصة التحكم وفعاليتها من خلال المحاكاة والاختبارات التجريبية.

الكلمات المفتاحية: تطوير، رجوع المراوح، تحكم الأمثل، تحكم H2، هيليكوثير، CE150، طائرة بدون طيار، شبكة نماذج محلية، استقرار قوي، منطقة غامض صنف 2، منصة تحكم في وقت الحقيقي.
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Chapter 1

Introduction

1.1 Motivation

The objective of automatic control in general is to influence the behavior of a given physical plant so that the response becomes conform to some desired specification. The plants, in reality, are classified into different categories such as nonlinear or linear systems, constrained system or unconstrained systems and small or large scale systems. The treatment and analysis to design linear systems has been well developed, and it could be found in [75]. Yet, almost all the plants are, actually, nonlinear, multivariables, and subject to physical constraints. Therefore, the design linear systems requires different techniques and treatments to properly design and handle the nonlinear constrained systems.

Recently, researchers have divided control law design approaches for nonlinear systems into three categories. the first category is based on linearization of nonlinear systems [55]; it is possible, however, to use a linear approximation around a prescribed operating point for analysis and controller design. Despite the simplicity of control laws, there are many situations where nonlinearities cannot be neglected. Phenomena such as saturation, hysteresis, deadzone, dry friction, to mention just few examples, are a of common nonlinearities that often arise in practice because this control system stability and performance are not guaranteed for full operating range . The second category deals with nonlinear controllers design based on nonlinear systems dynamics. In such cases, a nonlinear model is needed to obtain a more accurate representation of the dynamics of the system. Yet, the more complex is nonlinear systems dynamics, the more arise the design approach difficulties [59]. These approaches take for granted a precise mathematical system model and tend to work theoretically in an appropriate way. However, their very performance degrades in the presence of varying operating conditions, structured and unstructured dynamical un-
certainties, and external disturbances. In real complex physical system, deriving a precise mathematical model might be a difficult task to undertake. Other factors might be unexpected, such as parameters variation and noise. Thus, the system’s dynamics cannot be efficiently based on presumably accurate mathematical models. The third category consists of nonlinear controllers design based on intelligence methods which are free model based such as artificial neural networks (ANNs) and fuzzy logic systems (FLSs) [4, 41]. These techniques have been considered various applications as efficient tools capable of providing robust approximation for mathematically ill-defined systems that may be subjected to structured and unstructured uncertainties [62, 92]. The universal approximation theorem is the major force behind the increasing popularity of such methods as it underlines that they are theoretically capable of uniformly bringing any continuous real function and any degree of accuracy together. Miscellaneous artificial neural network and fuzzy logic models have been suggested to resolve many complex problems which have led to a satisfactory performance [61, 90], providing an alternative to conventional control techniques. The constrained plant under full range of operational conditions usually requires meeting several sets of objectives. It is impossible to achieve all control objectives by a single controller. It thus calls for application of multiple local model networks (LMN) controllers each of them being best fit into specific operational conditions. It is then inevitable to switch between controllers during the plant operation.

The two degrees of freedom helicopter system is given as an example. The two typical control strategies \( H_2 \) and \( H_\infty \) minimization strategy are employed with local model network (LMN) that depends on the operational condition. The most suitable control strategy is selected to apply to the plant under the full range of operational conditions.

Finally type-2 fuzzy logic control with soft computing is also applied to the system in question to show the observed difference.

### 1.2 Contributions

Nonlinear dynamic systems are governed by complex dynamics and hence are inevitably subject to the ubiquitous presence of high, particularly unstructured, modeling nonlinearities. The presence of such nonlinearities significantly changes the dynamics of nonlinear systems [14]. So, modeling a system’s dynamics based on presumably accurate mathematical models cannot be applied efficiently in this case. This raises the importance to consider alternative approaches for the control of this type of systems to keep up with their increasingly demanding design requirements.
The main contributions idea is to design robust control structures for complex non-linear dynamic systems, principally, based on robust optimal ($H_2/H_\infty$) approach. Then local model networks (LMN) for soft switching mechanism between $H_\infty$ controllers are eventually achieved to get a Softly Switched (LMN-$H_\infty$), that could be applied to full range states operating of nonlinear systems. Moreover, type-2 fuzzy logic control is developed for the control of 2-DOF helicopter system in the presence of dynamical modeling and parametric uncertainties of various magnitudes. The ultimate contribution is to design and realize a real-time control platform for autonomous quadrotor unmanned aerial vehicles (UAVs). The control framework is designed to be universal but, yet, flexible for the implementation of various control and navigation algorithms. The proposed design approach which favors versatility is modular, while the implemented quadrotor control platform is cost effective and could be used as a benchmark to demonstrate the effectiveness of a variety of controllers. To sum up, the salient contributions of the present research are:

1. The Neighboring Optimal Control of Partially-Observed Twin Rotor Multi-Input Multi-Output System has been designed to solve the trajectory tracking and the regulator problems.

2. A local model network based $H_\infty$ control technique is proposed to solve the stabilization problem of CE-150 helicopters.

3. A powerful approach, based on the type-2 fuzzy logic controller, is proposed for attitude stabilization of two degrees of freedom helicopter (TRMS).

4. A real-time control platform for quadrotor UAVs is realized to be universal and flexible, and allows implementation of various control algorithms.

The papers that have been published and those which are in process and expected to be published are listed as follow:

1.3 The thesis Structure

This thesis is divided into five chapters with a general introduction and a general conclusion.

Chapter two is entitled Systems Modelizations. It is mainly devoted to the presentation of systems operating under wide range of operational conditions for control purpose. This chapter deals with the physical modeling of the two 2-DOF multivariable nonlinear systems (CE-150 helicopter of Humusoft and TRMS 33-949 helicopter from Feedback Instruments) is detailed (studied), and the mathematical model which is deduced.

Chapter three, which is entitled Neighboring Optimal Control of Partially-Observed Twin Rotor Multi-Input Multi-Output System, emphasizes the proposed neighboring optimal control law coupled with a state estimation technique to solve the trajectory tracking and the regulator problems of a TRMS model. The latter is linearized around an operating point. Since the internal dynamical states (except the azimuth and elevation angles) are not measurable, an optimal filter to estimate them is designed. The proposed control law takes into account both process and measurement uncertainties of a TRMS model. Simulation results are presented to demonstrate the performance of the proposed control law.

Chapter four is entitled Local Model Network. It investigates the feasibility of local model network based $H_{\infty}$ control technique to solve the stabilization problem of CE-150 helicopters. Considering the fact that the system could be linearized around a set of operating points, an $H_{\infty}$ controller is designed for the linearized system. The mixed sensitivity
problem is considered by means of its transformation into a standard $H_\infty$ problem and then solved for a stabilizing gain that satisfies the desired criteria. The obtained controllers are integrated within a network to guaranty full range operational conditions. Finally, Simulation results are presented.

Chapter five deals with Interval Type-2 Fuzzy Logic Control of a Twin-Rotor Multi-input Multi-output System. Actually, the proposed interval type 2 fuzzy approach is based on triangular membership functions and operator experience. Two controllers are designed to control the position of the yaw and the pitch angles of systems, and then validated through a set of simulation results. The latter illustrate the effectiveness of the proposed control scheme for larger magnitudes of uncertainties with severe nonlinearities.

Chapter six is entitled Design and Realization of a Real-Time Control Platform for Quadrotor Unmanned Aerial Vehicles. The realized control framework consists of three major parts: hardware, software and communication. It is mainly conceived to be universal and flexible, as it is adequate for the implementation of various control and navigation algorithms.

The general conclusion summarizes the overall proposed approaches and the obtained results, as it unveils the suggestions for further researches and future trends.
Chapter 2
Systems Modelizations

2.1 Introduction

Modeling nonlinear systems is an interesting challenging problem [33, 76, 82, 1, 79, 54]. In addition, most control techniques are model based. Hence, the first step in the control design process is to develop appropriate mathematical models of the system derived either from physical laws or experimental data. It is obvious that some information about controlled plant is required to allow the design of controllers with satisfactory performance. A plant model could be also used to investigate properties and behavior of the modeled plant without a risk of damage in violating technological constraints of the real plant. In this chapter, the models used in this research are introduced. The detailed mechanical and electrical components are presented, and a valid state space model is derived. In this research, the considered nonlinear multivariable complex systems are both Humsoft CE-150 and feedback instrument TRMS 33-949 helicopters. These systems are chosen because they include almost all the problems relative to the nonlinear systems, which are multivariable, instability in open loop, strong cross-coupling, to mention just a few.

2.2 CE-150 Helicopter Nonlinear Model Description

With reference to [3], a laboratory helicopter whose body is connected to a fixed base is considered. Hence, two degrees of freedom of the helicopter are enabled where the elevation angle $\psi$ (rotation around horizontal axis) and the azimuth angle $\varphi$ (rotation vertical axis) describe the motion of the helicopter body. The parameters describing the helicopter motion is depicted in Fig. 2.3. The body is actuated by two DC motors which drive the
Figure 2.1: Helicopter CE-150.

Figure 2.2: Two degrees of freedom, Helicopter CE-150.
main and tail propellers. The rotor axes acting on these propellers are orthogonal to each other.

![Diagram of helicopter forces and torques](image)

Figure 2.3: Torque’s acting on the helicopter body in the vertical planes.

Suppose that \( \bar{u}_1(t) \) and \( \bar{u}_2(t) \) represent the voltages driving the main and tail motors, respectively, at time \( t \geq 0 \). As such, the helicopter model can be treated as a two-input two-output nonlinear multi-variable system (Fig.2.2). Considering the forces acting on the vertical helicopter body, the dynamics of the elevation angle is given by:

\[
I \ddot{\psi} = \tau_1 + \tau_\dot{\phi} - \tau_{f1} - \tau_m + \tau_G, \tag{2.1}
\]

Satisfying the following relations:

\[
\tau_m = F_m l_1 \sin \psi = mgl_1 \sin \psi = \tau_g \sin \psi \tag{2.2}
\]
\[
\tau_\dot{\phi} = ml_1 \dot{\phi}^2 \sin \psi \cos \psi = \frac{1}{2} ml_1 \dot{\phi}^2 \sin 2\psi \tag{2.3}
\]
\[
\tau_1 = k_\omega \omega_1^2 \tag{2.4}
\]
\[
\tau_{f1} = C_\psi \text{sign} \dot{\psi} + B_\psi \dot{\psi} \tag{2.5}
\]
\[
\tau_G = K_G \dot{\phi} \omega_1 \cos \psi, \text{ for } \dot{\phi} \ll \omega_1, \tag{2.6}
\]

Where
\( I \) moment of inertia of the helicopter body around horizontal axis
\( \tau_{\phi} \) centrifugal torque
\( \tau_m \) gravitational torque
\( \tau_G \) gyroscopic torque
\( \tau_{f1} \) friction torque (coulomb and viscous)
\( \tau_1 \) elevation driving torque (main propeller influence)
\( \tau_{\omega m} \) main propeller angular velocity
\( m \) mass
\( g \) gravity
\( l_1 \) distance from z-axis to main rotor
\( k_{\omega m} \) main rotor constant
\( k_G \) gyroscopic coefficient
\( B_\psi \) viscous friction coefficient (around y-axis)
\( C_\psi \) Coulomb friction coefficient (around y-axis)

Figure 2.4: Torques acting on the helicopter body in the horizontal planes.

Similar to the elevation dynamics, we consider the forces in the horizontal plain (see Fig. 2.4) taking into account the forces acting on the helicopter body in the direction of the azimuth angle \( \varphi \). The dynamics of \( \varphi \) is given by:

\[
I_{\psi} \ddot{\varphi} = \tau_2 - \tau_{f2} - \tau_r,
\] (2.7)
Satisfying the following relations:

\[ I_\psi = I \sin \psi \]  
\[ \tau_2 = k_\omega l_2 \sin \psi \omega_2^2 \]  
\[ \tau_{f2} = C_\phi \text{sign} \dot{\phi} + B_\phi \dot{\phi}, \]  
\[ \tau_r = k_\omega l_2 \sin \psi \omega_2^2 \]

Where

- \( I_\psi \): moment of inertia around vertical axis,
- \( \tau_2 \): stabilizing motor driving torque,
- \( \tau_{f2} \): friction torque (coulomb and viscous),
- \( \tau_r \): main motor reaction torque,
- \( l_2 \): distance from z-axis to stabilizing tail rotor
- \( k_\omega \): constant for the tail rotor,
- \( \omega_2 \): angular velocity of the tail rotors,
- \( B_\phi \): viscous friction coefficient around z-axis, and
- \( C_\phi \): Coulomb friction coefficient around z-axis.

Similar to the body dynamics in elevation, no connection between the speed of the side propeller and friction torque around vertical rotational axis has been introduced into the derivation of an analytical model of the helicopter dynamics [43]. The torque \( \tau_r \) is significant and arises from the torque generated by the main motor acting on rotating body. Note that the propulsion system of the CE 150 helicopter model are mainly driven by two independent DC motors. Under certain assumptions on the DC motor dynamics as stated in [3], the DC motor and propeller dynamics are given by the following equations:

\[ i_j = \frac{1}{R_j} (\bar{u}_j - k_{b_j} \omega_j) \]  
\[ \tau_j = k_{ij} i_j \]  
\[ \tau_{e_j} = C_j \text{sign}(\omega_j) \]  
\[ \tau_{p_j} = B_{p_j} \omega_j + D_{p_j} \omega_j^2 \]  
\[ I_j \dot{\omega}_j = \tau_j - \tau_{e_j} - B_j \omega_j - \tau_{p_j}, \]  
\[ \tau_r = k_\omega l_2 \sin \psi \omega_2^2 \]
Where \( j \in \{1, 2\} \) represents the motor index (\( j = 1 \) for main motor and \( j = 2 \) for tail motor),

\[
\begin{align*}
\bar{u}_j & \quad \text{control input voltage}, \\
i_j & \quad \text{armature current}, \\
\omega_j & \quad \text{rotor angular velocity}, \\
\tau_j & \quad \text{motor torque}, \\
\tau_{c_j} & \quad \text{coulomb friction load torque}, \\
\tau_{p_j} & \quad \text{air resistance load torque}, \\
R_j & \quad \text{armature resistance}, \\
k_{ij} & \quad \text{torque constant}, \\
k_{bj} & \quad \text{back-emf constant}, \\
I_j & \quad \text{rotor and propeller moment of inertia}, \\
B_j & \quad \text{viscous friction coefficient}, \\
C_j & \quad \text{coulomb friction coefficient}, \\
B_{p_j} & \quad \text{air resistance coefficient (laminar flow)}, \\
D_p & \in \mathbb{R} \quad \text{air resistance coefficient (turbulent flow)}.
\end{align*}
\]

The input variables are the electrical voltages \( \bar{u}_1 \) and \( \bar{u}_2 \), and the output variables (measured by sensors) are \( \psi \) and \( \varphi \) angles. The objective of control is to synthesize control \( \bar{u} = [\bar{u}_1 \hspace{1em} \bar{u}_2]^T \) to bring the angles \( \psi \) and \( \varphi \) to the desired angles \( \psi^* \) and \( \varphi^* \). Figure 2.5 shows the block diagram of a complete CE-150 model dynamic, achieved with certain neglecting parameters of helicopter model (without loss of generality) and using a linearization of some parts of the system. The description of parameters, such as \( T_1, T_2 \) (time constants of main and tail motor, respectively), \( a_i, b_i \ (i = 1, 2, 3, \) square functions’ parameters), \( I, B_\psi, \tau_G, K_G, I_\psi, \) and \( B_\varphi, \) are detailed in [3] and are omitted here for conciseness purpose.

### 2.2.1 CE-150 State-Space Model and Linearization

In this section, the nonlinear model of CE-150, which is described by (2.1)–(2.11), will be first analyzed by determining the system’s equilibrium points, and then linearizing around them.

By denoting the state vector \( \mathbf{x} \in \mathbb{R}^8, \mathbf{x} \equiv [x_1, x_2, \ldots, x_8]^T \equiv [\psi, \dot{\psi}, \varphi, \omega_1, \dot{\omega}_1, \omega_2, \dot{\omega}_2]^T, \)
Figure 2.5: Complete system dynamics, Helicopter CE-150.

The models described by (2.1)–(2.11) can be written as a state-space model given by:

\[
\dot{x}_1 = x_2 \\
\dot{x}_2 = \frac{1}{I}b_1 x_5 + \frac{1}{I}a_1 x_5^2 - \frac{1}{I} \tau_g \sin x_1 - \frac{1}{I} B_\psi x_2 - \frac{1}{I} K_G x_4 \cos x_1 \bar{u}_1 \\
\dot{x}_3 = x_4 \\
\dot{x}_4 = -\frac{1}{I_\phi} b_3 x_5 - \frac{1}{I_\phi} a_3 x_5^2 + \frac{1}{I_\phi} b_2 x_7 + \frac{1}{I_\phi} a_2 x_7^2 - \frac{1}{I_\phi} B_\phi x_4 \\
\dot{x}_5 = x_6 \\
\dot{x}_6 = -\frac{1}{T_1^2} x_5 - \frac{2}{T_1} x_6 + \frac{1}{T_1^2} \bar{u}_1 \\
\dot{x}_7 = x_8 \\
\dot{x}_8 = -\frac{1}{T_2^2} x_7 - \frac{2}{T_2} x_8 + \frac{1}{T_2^2} \bar{u}_2. \\
\]

The compact form of (2.12a)–(2.12h) can be expressed as:

\[
\dot{x} = f(x, \bar{u}), \tag{2.13}
\]

where \( \bar{u} \in \mathbb{R}^2 \) and \( \bar{u} = [\bar{u}_1, \bar{u}_2]^T \) is the control input vector and \( f : \mathbb{R}^8 \times \mathbb{R}^2 \rightarrow \mathbb{R}^8 \). Note that all the state variables, \( x_1 \) to \( x_8 \) and inputs \( \bar{u}_1 \) and \( \bar{u}_2 \) are functions of time \( (t) \), which
is dropped here for clarity.

By setting \( f(x, \bar{u}) = 0 \) in (2.13), the equilibrium points are obtained by solving the following equations:

\[
\begin{align*}
    b_1 x_5 + a_1 x_5^2 - \tau_g \sin x_1 &= 0 \quad (2.14a) \\
    -b_3 x_5 - a_3 x_5^2 + b_2 x_7 + a_2 x_7^2 &= 0 \quad (2.14b) \\
    \bar{u}_1 - x_5 &= 0 \quad (2.14c) \\
    \bar{u}_2 - x_7 &= 0, \quad (2.14d)
\end{align*}
\]

with \( x_2 = x_4 = x_6 = x_8 = 0 \) and \( x_3 = \alpha \in \mathbb{R} \) is simply a constant. Clearly, \( \bar{u}_1 = x_5 \) and \( \bar{u}_2 = x_7 \). The solution for \( x_5 \) and \( x_7 \) can be obtained from (2.14a) and (2.14b) assuming the fact that \( x_1 \equiv \psi \) (elevation angle) takes the value from \([0, \pi]\). By doing so, we get:

\[
\begin{align*}
    x_5 &= \frac{-b_1 \pm \sqrt{b_1^2 + 4a_1 \tau_g \sin x_1}}{2a_1} \\
    x_7 &= \frac{-b_2 \pm \sqrt{b_2^2 + 4a_2 (b_3 x_5 + a_3 x_5^2)}}{2a_2}. 
\end{align*}
\]

For \( x_1 = 0, \ 5\pi/16, \) and \( 9\pi/16 \), the three different equilibrium points are:

\[
\begin{align*}
    \left( x_5^{[1]}, \bar{u}_5^{[1]} \right) &= \left( [0, 0, \alpha, 0, 0, 0, 0, 0]^T, [0, 0]^T \right), \\
    \left( x_5^{[2]}, \bar{u}_5^{[2]} \right) &= \left( \left[ \frac{5\pi}{16}, 0, \alpha, 0, 0.49, 0, 0.39, 0 \right]^T, [0.49, 0.39]^T \right), \\
    \text{and} \\
    \left( x_5^{[3]}, \bar{u}_5^{[3]} \right) &= \left( \left[ \frac{9\pi}{16}, 0, \alpha, 0, 0.55, 0, 0.44, 0 \right]^T, [0.55, 0.44]^T \right),
\end{align*}
\]

for \( a_1 = 0.1165, a_2 = 0.268, a_3 = 0.1959, b_1 = 0.062, b_2 = 0.0408, b_3 = 0.0202, T_1 = 0.1, T_2 = 0.25, I = 184, I_\varphi = 494.3, B_\psi = 0.08, B_\varphi = 0.04, K_G = 0.3185, \) and \( \tau_g = 0.071. \)

Given an equilibrium point \((x_*, \bar{u}_*)\) and assuming the fact that the CE-150 model operates around the equilibrium point, we linearize the nonlinear model (2.13) using the
first-order Taylor’s series (neglecting the higher-order terms) as:

\[ \Delta \dot{x} = A \Delta x + B \Delta \bar{u}, \]

where

\[ A = \left. \frac{\partial f \partial x}{\partial x} \right|_{(x^*, \bar{u}^*)} = \begin{bmatrix} \frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_8} \\ \vdots & \ddots & \vdots \\ \frac{\partial f_8}{\partial x_1} & \cdots & \frac{\partial f_8}{\partial x_8} \end{bmatrix}_{(x^*, \bar{u}^*)} \]

and

\[ B = \left. \frac{\partial f \partial \bar{u}}{\partial \bar{u}} \right|_{(x^*, \bar{u}^*)} = \begin{bmatrix} \frac{\partial f_1}{\partial \bar{u}_1} & \frac{\partial f_1}{\partial \bar{u}_2} \\ \vdots & \vdots \\ \frac{\partial f_8}{\partial \bar{u}_1} & \frac{\partial f_8}{\partial \bar{u}_2} \end{bmatrix}_{(x^*, \bar{u}^*)} \]

### 2.2.2 CE-150 Model simulation

It is helpful to look at the way the open-loop system behaves before designing a controller for a plant.

To show dynamic of CE-150 system in open loop case. Responses for Step inputs \((\psi, \varphi) = (1, 0), (\psi, \varphi) = (0, 1)\) and \((\psi, \varphi) = (1, 1)\) are considered, the simulation results in Fig. 2.6, Fig. 2.7 and Fig. 2.8 respectively show the instability of azimuth subsystem, with remarkable offset of elevations subsystem.
Figure 2.6: CE-150 Open loop step response for reference \( \psi^* = 1 \) and \( \varphi^* = 0 \): (a) Elevation response; and (b) azimuth response.
Figure 2.7: CE-150 Open loop step response for reference $\psi^* = 0$ and $\varphi^* = 1$: (a) Elevation response; and (b) azimuth response.
Figure 2.8: CE-150 Open loop step response for reference $\psi^* = 1$ and $\varphi^* = 1$: (a) Elevation response; and (b) azimuth response.
2.3 Two-DOF Helicopter TRMS (33-949) Description

The electro-mechanical structure of a twin robot multi-input multi-output system is shown in Figure 2.9. An orthogonal connection of two rotors (main and tail rotors) is established by a beam pivoted on a fixed base where each rotor is mounted at the end of the beam. Hence, the beam can rotate in both vertical and horizontal planes. As opposed to a conventional helicopter model where its aerodynamic force is controlled by changing the angle of attack of the blades, the aerodynamic force of a TRMS is controlled by speed of two DC motors mounted as main and tail rotors. The aerodynamic force at the main rotor allows the beam to rotate vertically (elevation angle) while that at the tail rotor makes the beam to rotate horizontally (azimuth angle). Therefore, the manipulated variables (control) are the voltages applied to the DC motors. Following [44], [77], the momentum equations for the main and tail rotors of a TRMS model are given by:

\[
I_1 \ddot{\Psi} = M_1 - M_{FG} - M_{B\Psi} - M_G \tag{2.17a}
\]

\[
I_2 \ddot{\phi} = M_2 - M_{B\phi} - M_R, \tag{2.17b}
\]

where \( M_1 \) and \( M_2 \) are the total momentum of the main and tail rotors, respectively, \( M_{B\Psi} \) is the momentum of the friction forces, \( M_{FG} \) is the gravity momentum, and \( M_R \) is the cross-reaction momentum. Furthermore,
\[ M_1 = a_1 \tau_1^2 + b_1 \tau_1 \]  
\[ M_{FG} = M_g \sin \Psi \]  
\[ M_{B\Psi} = B_1 \dot{\Psi} + B_2 \Psi \text{sign}(\dot{\Psi}) \]  
\[ M_G = K_{gy} M_1 \dot{\Psi} \cos \Psi \]  

\[ M_2 = a_2 \tau_2^2 + b_2 \tau_2 \]  
\[ M_{B\phi} = B_1 \dot{\phi} + B_2 \text{sign}(\dot{\phi}) \]  
\[ M_R = \frac{k_c (T_0 s + 1)}{T_p s + 1} \tau_1, \]  

where \( \tau_1 \) and \( \tau_2 \) are the momentum produced by main and tail motors, respectively. The input voltages of the main and tail motors are respectively denoted by \( u_1 \) and \( u_2 \) which are related to the main and tail motors momentum as:

\[ \tau_1 = \frac{k_1 u_1}{T_{11} s + T_{10}} \]  
\[ \tau_2 = \frac{k_2 u_2}{T_{21} s + T_{20}}, \]  

with \( s \) being the Laplace variable. The nonlinear state-space representation of the TRMS model (2.17)-(2.20), is shown in Figure 2.10 (which is also provided by the manufacturer). As noted in [44], the parameters of this system (see Table 2.1) have been chosen more or less experimentally. It is verified that when the physical system is at rest both the pitch and yaw angle sensors reading are zero. Therefore, in this project, the origin of physical system is taken as an operating point.

### 2.3.1 TRMS (33-949) State-Space Model and Linearization

In this section, the mathematical approximation of original nonlinear model of the 2-DOF helicopter (TRMS) [44] is developed by using Newton's second law, from which the state space representation is obtained. Be denoting the state vector \( \mathbf{x} \in \mathbb{R}^6 \) and \( \mathbf{x} \equiv [x_1, x_2, \ldots, x_6]^T \equiv [\psi, \varphi, \dot{\psi}, \dot{\varphi}, i_h, i_v]^T \), the models described by [44, 87, 48] can be
Figure 2.10: Non-linear simulink model of the TRMS.
written as a state-space model given by:

\[
\begin{align*}
\dot{x}_1 &= x_3 \\
\dot{x}_2 &= x_4 \\
\dot{x}_3 &= \frac{1}{l_t} [l_t S_f F_h(\omega_t) \cos x_2 - k_h x_3 - x_3 x_4 (D - E) \sin 2x_2 - j_{mr} \omega_m x_6 x_4 \sin x_2] \\
&\quad + \frac{j_{mr}}{T_{mr}} (u_v - x_6) \frac{d\omega_m(x_6)}{dx_6} \cos x_2 \\
\dot{x}_4 &= 9.1 [l_m S_f F_v(\omega_m) - g(0.0099 \cos x_2 + 0.0168 \sin x_2) - k_v x_4] \\
&\quad + 9.1 [-0.0252 x_3^2 \sin 2x_2 r + \frac{j_{tr}}{T_{tr}} (u_h - x_5) \frac{d\omega_t(x_5)}{dx_5}] \\
\dot{x}_5 &= \frac{1}{T_{tr}} (u_h - x_5) \\
\dot{x}_6 &= \frac{1}{T_{mr}} (u_v - x_6)
\end{align*}
\]

The compact form of (2.21a)–(2.21f) can be expressed as:

\[
\dot{X} = f(X, \bar{u}),
\]

where \( \bar{u} \in \mathbb{R}^2 \) and \( \bar{u} \equiv [u_v, u_h]^T \) is the control input vector, and \( f: \mathbb{R}^6 \times \mathbb{R}^2 \rightarrow \mathbb{R}^6 \). Note that all the state variables, \( x_1 \) to \( x_6 \) and inputs \( \bar{u}_v \) and \( \bar{u}_h \) are functions of time \( (t) \), which is dropped here for clarity.

With \( u_v/u_h \) being the input voltage of the DC motor for the main/tail propeller, the armature current \( i_v/i_h \) can be obtained by solving the following differential equations [44]

\[
\begin{align*}
\frac{di_v}{dt} &= \frac{1}{T_{mr}} (u_v - i_v) \\
\frac{di_h}{dt} &= \frac{1}{T_{tr}} (u_h - i_h),
\end{align*}
\]

Where, \( l_m/l_t \) is the main/tail length of the beam, \( j_{mr}/j_{tr} \) is the moment of inertia for the main/tail propeller subsystem, \( T_{mr}/T_{tr} \) is the time constant of the main/tail motor-propeller system and \( \omega_m \omega_t \) is the rotational speed of the main/tail rotor DC motor. Moreover, \( k_v/k_h \) is the friction constant of the main/tail propeller subsystem and \( S_f \) is the balanced scale and \( u_v/u_h \) is the control input for the main/tail DC motor. The propulsive force to move the joined beam in the vertical/horizontal direction is denoted by \( F_v/F_h \). The propulsive force is approximately described by a non-linear function of the angular velocity \( \omega_m/\omega_t \). Gravitational acceleration is symbolized as \( g \) and \( D, E, G \) are constants.
Table 2.1: Physical parameters of the TRMS [44].

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_m$</td>
<td>length of the main part of the beam</td>
<td>0.236 m</td>
</tr>
<tr>
<td>$l_t$</td>
<td>length of the tail part of the beam</td>
<td>0.25 m</td>
</tr>
<tr>
<td>$K_v$</td>
<td>friction coefficient of the vertical axis</td>
<td>0.0095</td>
</tr>
<tr>
<td>$K_h$</td>
<td>friction coefficient of the horizontal axis</td>
<td>0.0054</td>
</tr>
<tr>
<td>$j_{mr}$</td>
<td>moment of inertia of the DC motor main propeller</td>
<td>$1.6543 \times 10^{-5}$ kg m$^2$</td>
</tr>
<tr>
<td>$j_{tr}$</td>
<td>moment of inertia of the DC motor tail propeller</td>
<td>$2.65 \times 10^{-5}$ kg m$^2$</td>
</tr>
<tr>
<td>$T_{mr}$</td>
<td>time constant of the main rotor</td>
<td>1.432 s</td>
</tr>
<tr>
<td>$T_{tr}$</td>
<td>time constant of the tail rotor</td>
<td>0.3842 s</td>
</tr>
<tr>
<td>$D$</td>
<td>mechanical related constant</td>
<td>$1.6065 \times 10^{-3}$ kg m$^2$</td>
</tr>
<tr>
<td>$E$</td>
<td>mechanical related constant</td>
<td>$4.90092 \times 10^{-2}$ kg m$^2$</td>
</tr>
<tr>
<td>$G$</td>
<td>mechanical related constant</td>
<td>$6.3306 \times 10^{-3}$ kg m$^2$</td>
</tr>
<tr>
<td>$S_f$</td>
<td>balance scale</td>
<td>$8.43318 \times 10^{-4}$</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational constant</td>
<td>9.81 m/s$^2$</td>
</tr>
</tbody>
</table>

Furthermore

\[
j_h = D \sin^2 x_2 + E \cos^2 x_2 + G \tag{2.24a}\]
\[
\omega_m(x_6) = 99.99x_6^6 + 599.73x_5^5 - 129.26x_4^4 - 1283.64x_3^3 + 63.45x_2^2 + 1283.41x_6 \tag{2.24b}\]
\[
\omega_m(x_5) = 2020x_5^5 - 194.69x_4^4 - 4283.15x_3^3 + 262.27x_2^2 + 3768.83x_5 \tag{2.24c}\]
\[
F_v(\omega_m) = -3.48x_10^{-12}\omega_m^5 + 1.09x_10^{-9}\omega_m^4 + 4.123x_10^{-6}\omega_m^3 - 1.632x_10^{-4}\omega_m^2 \tag{2.24d}\]
\[
+ 9.544x_10^{-2}\omega_m \]
\[
F_h(\omega_t) = -3x_10^{-14}\omega_t^5 - 1.595x_10^{-11}\omega_t^4 + 2.511x_10^{-7}\omega_t^3 - 1.808x_10^{-4}\omega_t^2 \tag{2.24e}\]
\[
+ 8.01x_10^{-2}\omega_t \]

Table 2.1 lists the physical parameters of the TRMS and their values.

The non-linear state equation of the TRMS in (2.21)-(2.24) can be represented as:

\[
\dot{X} = f(X, u_h, u_v), \quad \text{Where } X = [x_1, x_2, ..., x_6]^T
\]
\[
f(X, u_h, u_v) = [f_1(X, u_h, u_v), f_2(X, u_h, u_v), ..., f_6(X, u_h, u_v)]^T \tag{2.25}\]

In order to reduce the complexity of the position controller, the complex TRMS model is divided into an HS and a VS following the approach in [87, 89]. While designing the controller for the subsystem, a linear part is added to and the same is then subtracted from
the non-linear part for facilitating pseudo-separation whereas the overall system remains the same. The state equations are then written as:

$$
\dot{x}_h = \bar{A}_h x_h + \bar{B}_h u_h + \Delta F_h \\
\dot{x}_v = \bar{A}_v x_v + \bar{B}_v u_v + \Delta F_v
$$

(2.26)

For the above horizontal and vertical subsystems, the states and parameters are defined as:

$$
x_h = [x_1, x_3, x_5]^T \\
\Delta F_h = [0, \Delta f_h(x_h, x_v, u_v), 0]^T \\
x_v = [x_2, x_4, x_6]^T \\
\Delta F_v = [0, \Delta f_v(x_v, x_h, u_h), 0]^T
$$

Here

$$
\bar{A}_h = \begin{bmatrix} a_{h11} & a_{h12} & a_{h13} \\ a_{h21} & a_{h22} & a_{h23} \\ a_{h31} & a_{h32} & a_{h33} \end{bmatrix} = \begin{bmatrix} \frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_3} & \frac{\partial f_1}{\partial x_5} \\ \frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_3} & \frac{\partial f_2}{\partial x_5} \\ \frac{\partial f_5}{\partial x_1} & \frac{\partial f_5}{\partial x_3} & \frac{\partial f_5}{\partial x_5} \end{bmatrix} \bigg|_{x=0} = \begin{bmatrix} 0 & 1 & 0 \\ -k_h & \frac{301.88 S_f}{E+G} & -T_{tr}^{-1} \\ 0 & 0 & -T_{tr}^{-1} \end{bmatrix}
$$

(2.27)

$$
\bar{B}_h^T = \begin{bmatrix} b_{h11} & b_{h21} & b_{h31} \end{bmatrix} = \begin{bmatrix} \frac{\partial f_1}{\partial u_h} & \frac{\partial f_3}{\partial u_h} & \frac{\partial f_5}{\partial u_h} \end{bmatrix} = \begin{bmatrix} 0 & 0 & T_{tr}^{-1} \end{bmatrix}
$$

(2.28)

$$
\bar{B}_v^T = \begin{bmatrix} b_{v11} & b_{v21} & b_{v31} \end{bmatrix} = \begin{bmatrix} \frac{\partial f_2}{\partial u_v} & \frac{\partial f_4}{\partial u_v} & \frac{\partial f_6}{\partial u_v} \end{bmatrix} = \begin{bmatrix} 0 & 0 & T_{mr}^{-1} \end{bmatrix}
$$

(2.29)

$$
\bar{A}_h = \begin{bmatrix} a_{v11} & a_{v12} & a_{v13} \\ a_{v21} & a_{v22} & a_{v23} \\ a_{v31} & a_{v32} & a_{v33} \end{bmatrix} = \begin{bmatrix} \frac{\partial f_2}{\partial x_2} & \frac{\partial f_2}{\partial x_4} & \frac{\partial f_2}{\partial x_6} \\ \frac{\partial f_4}{\partial x_2} & \frac{\partial f_4}{\partial x_4} & \frac{\partial f_4}{\partial x_6} \\ \frac{\partial f_6}{\partial x_2} & \frac{\partial f_6}{\partial x_4} & \frac{\partial f_6}{\partial x_6} \end{bmatrix} \bigg|_{x=0} = \begin{bmatrix} 0 & 1 & 0 \\ -0.153 g & -9.1 k_v & 1114.65 l_m S_f \\ 0 & 0 & -T_{mr}^{-1} \end{bmatrix}
$$

(2.30)

$$
\Delta f_h(x_h, x_v, u_v) = \frac{1}{j_h} [l_s F_h(\omega) \cos x_2 - k_h x_3 - x_3 x_4 (D - E) \sin 2 x_2 - j_m \omega_m (x_6) x_4 \sin x_2 + \frac{j_m}{T_{mr}} (u_v - x_6) \frac{d \omega_m (x_6)}{dx_6} \cos x_2] - a_{h21} x_1 - a_{h22} x_3 - a_{h23} x_5
$$

(2.31)
\[ \Delta f_v(x_v, x_v, u_v) = 9.1 f_m S_f F_v(w_m) - g(0.0099 \cos x_v + 0.0168 \sin x_v) - k_v x_v \]

\[ - 0.0252 x_v^2 \sin 2x_v + \frac{J_{tr}}{T_{tr}} (u_h - x_5) \frac{d w_i(x_5)}{d x_5} - a_{v21} x_2 - a_{v22} x_4 - a_{v23} x_6 \tag{2.32} \]

In (2.26), \( \Delta F_h \) and \( \Delta F_v \) are considered as the uncertainty in the TRMS. The system in (2.26) can be partitioned into the regular form

\[
\begin{align*}
\dot{z}_1 &= a_{11h} z_1 + a_{12h} z_2 + f_{1h} \\
\dot{z}_2 &= a_{21h} z_1 + a_{22h} z_2 + b_{h31} u_h + f_{2h} 
\end{align*}
\tag{2.33}
\]

where

\[
\begin{align*}
z_1 &= [x_1 \ x_3]^T \\
z_2 &= x_5 \\
a_{11h} &= \begin{bmatrix} a_{h11} & a_{h12} \\
a_{h21} & a_{h22} \end{bmatrix} \\
a_{12h} &= \begin{bmatrix} a_{h13} \\
a_{h23} \end{bmatrix} \\
a_{21h} &= [a_{h31} \ a_{h32}] \\
b_{h31} &= b_{h31} \\
\end{align*}
\]

Here,

\[
\begin{align*}
f_{1h} &= \begin{bmatrix} 0 \\
\Delta f_h(x_h, x_v, u_v) \end{bmatrix} \\
f_{2h} &= 0
\end{align*}
\]

Therefore the state space model of the TRMS-HS can be expressed as:

\[
\begin{bmatrix} \dot{z}_1 \\
\dot{z}_2 \end{bmatrix} = A_h \begin{bmatrix} z_1 \\
z_2 \end{bmatrix} + \begin{bmatrix} 0 \\
B_{2h} \end{bmatrix} u_h + \begin{bmatrix} \Delta \tilde{F}_h \\
0 \end{bmatrix} \tag{2.34}
\]

where

\[
A_h = \begin{bmatrix} a_{11h} & a_{12h} \\
a_{21h} & a_{22h} \end{bmatrix} \\
B_{2h} = b_{h31} \\
\Delta \tilde{F}_h = f_{1h} = \begin{bmatrix} 0 \\
\Delta f_h(x_h, x_v, u_v) \end{bmatrix}
\]

Similarly the TRMS-VS can be expressed as:

\[
\begin{align*}
\dot{z}_1 &= a_{11v} z_1 + a_{12v} z_2 + f_{1v} \\
\dot{z}_2 &= a_{21v} z_1 + a_{22v} z_2 + b_{v31} u_v + f_{2v} \tag{2.35}
\end{align*}
\]
Where
\[
\begin{align*}
z_{1v} &= [x_2 \ x_4]^T \\
n_{2v} &= x_6 \\
a_{11v} &= \begin{bmatrix} a_{v11} & a_{v12} \\ a_{v21} & a_{v22} \end{bmatrix} \\
a_{12v} &= \begin{bmatrix} a_{v13} \\ a_{v23} \end{bmatrix} \\
a_{21v} &= [a_{v31} \ a_{v32}] \\
a_{22v} &= a_{v33}
\end{align*}
\]

Here,
\[
\begin{align*}
f_{1v} &= \begin{bmatrix} 0 \\ \Delta f_v(x_h, x_v, u_h) \end{bmatrix} \\
f_{2v} &= 0
\end{align*}
\]

Therefore the state space model of the TRMS-VS can be expressed as:
\[
\begin{bmatrix} \dot{z}_{1v} \\ \dot{z}_{2v} \end{bmatrix} = A_v \begin{bmatrix} z_{1v} \\ z_{2v} \end{bmatrix} + \begin{bmatrix} 0 \\ B_{2v} \end{bmatrix} u_v + \begin{bmatrix} \Delta \bar{F}_v \\ 0 \end{bmatrix}
\]
(2.36)

where
\[
A_h = \begin{bmatrix} a_{11v} & a_{12v} \\ a_{21v} & a_{22v} \end{bmatrix}, \quad B_{2v} = b_{v31}, \quad \Delta \bar{F}_v = f_{1v} = \begin{bmatrix} 0 \\ \Delta f_v(x_v, x_h, u_h) \end{bmatrix}
\]
(2.37)

Let the desired reference vector be:
\[
\begin{align*}
r_{iv}(r_{ih}) & \text{ for } z_{iv}(z_{ih}), \ i = 1, 2. \text{ Then} \\
r_{1v} &= \begin{bmatrix} r_{xv} \\ 0 \end{bmatrix}^T \\
r_{2v} &= 0
\end{align*}
\]

and
\[
\begin{align*}
r_{1h} &= \begin{bmatrix} r_{xh} \\ 0 \end{bmatrix}^T \\
r_{2h} &= 0
\end{align*}
\]

Hence the error vectors \(e_{iv}(e_{ih})\) are obtained as:
\[
\begin{align*}
e_{1v} &= z_{1v} - r_{1v}, \quad e_{2v} = z_{2v} - r_{2v} \\
e_{1h} &= z_{1h} - r_{1h}, \quad e_{2h} = z_{2h} - r_{2h}
\end{align*}
\]
(2.38)

Without loss of generality, the desired vectors are assumed to be zero [8], hence the error state space model becomes:
\[
\dot{E}_v = A_v E_v + B_v u_v + \Delta F_v \tag{2.39}
\]
\[
\dot{E}_h = A_h E_h + B_h u_h + \Delta F_h \tag{2.40}
\]

where \(E_v(E_h) \in \mathbb{R}^3\) is the error state vector and \(u_v(u_h) \in \mathbb{R}^1\) is the control input. Here \(A_v(A_h)\) and \(B_v(B_h)\) are known matrices with proper dimensions.

### 2.3.2 TRMS Model Simulation

It is helpful to look at the way the open-loop system behaves before designing a controller for a plant.

To show dynamic of TRMS system in open loop case. response for Step inputs \((\psi, \varphi) = (1, 0), (\psi, \varphi) = (0, 1)\) and \((\psi, \varphi) = (1, 1)\) are considered, the simulation results in Fig. 2.11, Fig. 2.12 and Fig. 2.13 respectively show the instability of azimuth subsystem, with remarkable divergence of elevations subsystem.

### 2.4 Conclusion

In this chapter, modeling nonlinear systems for control purpose has been detailed. Two types of nonlinear aerodynamic twin rotor multi-input multi-output systems (CE-150 and TRMS 33-949 helicopters) have been introduced. The twin rotor MIMO system (TRMS) is an example of a highly coupled nonlinear system perturbed by mismatched uncertainty. Simulation model has been provided and its analysis confirms that the systems are multivariable two degree-of-freedom (DOF), and strong cross-coupling between the main and the tail rotor with nonlinear dynamic equation in both vertical and horizontal planes. In addition to uncertain dynamic, further effects of friction torque force would provoke an additional uncertainty. The twin rotor is a good example for complex nonlinear multivariable control systems which could not be easily handled by classical control for full range of operating area. In the next chapter, a neighboring optimal control of partially-observed systems would be dealt with.
Figure 2.11: TRMS Open loop step response for reference $\psi^* = 1$ and $\varphi^* = 0$: (a) Elevation response; and (b) azimuth response.
Figure 2.12: TRMS Open loop step response for reference $\psi^* = 0$ and $\varphi^* = 1$: (a) Elevation response; and (b) azimuth response.
Figure 2.13: TRMS Open loop step response for reference $\psi^* = 1$ and $\varphi^* = 1$: (a) Elevation response; and (b) azimuth response.
Chapter 3

Neighboring Optimal Control of Partially-Observed Twin Rotor Multi-Input Multi-Output System

3.1 Introduction

Unmanned aerial vehicles (UAVs) have received an increasing interest due to the absence of on-board human pilots and have been recently used successfully to unveil the efficiency of miscellaneous control strategies [58], [63], [30]. In the last decade, twin rotors have become increasingly popular thanks to their ability to hover and maneuver in tight and dangerous places [7]. However, varying operating conditions along with structured and unstructured uncertainties, such as severe nonlinearities and external disturbances, are among the numerous challenges that need to be addressed before their wide-spread use in everyday real-life applications. Unlike quad-rotors that exhibit a good degree of decoupling among rotors, which makes them easy to control, twin rotors are openloop unstable systems due to their inherent characteristics such as nonlinearity, time-varying, uncertainty, and strong coupling between rotors [39], [37], [23]. As such, solving the regulator and/or tracking problem of a TRMS is a challenging task. This chapter addresses the regulator problem of a TRMS model around a nominal operating point despite its aforementioned inherent characteristics. The destabilizing effect of high nonlinearities has been thoroughly studied in many control systems. Failing to compensate for modeling uncertainties in controlling such systems can have negative consequences, such as severe tracking errors, limit cycles, chattering, and excessive noise [16], [30], [45]. In a modeling effort of the twin rotor system, fuzzy logic is combined with an optimization algorithm in [73]. Many control laws, on the one hand, have been proposed for TRMS including classical, robust and adaptive
control laws [26], [80], [18]. Yet their performance is limited since they generally consider only structured uncertainties. Linear control design methods [77] are used for their simplicity. However, linearization does not guarantee the stability in all operating conditions. A decoupling deadbeat control technique is proposed for a twin rotor system [93]. Although it shows better convergence than classical PID control, it suffers from sensitivity to parameters that are often changing dynamically and with uncertain dynamics. To overcome this weakness, genetic algorithms are used to tune a PID controller in [48] for a TRMS. On the other hand, an adaptive second-order sliding mode controller is also proposed in [70] for a TRMS. However, robustness to parameter variations and uncertain disturbances is obtained only when sliding mode truly occurs. In addition, most of these controllers do not take into account both structured and unstructured uncertainties. The presence of high, particularly unstructured, uncertainties such as nonlinearities significantly changes the system’s dynamics [13]. This raises the urgency to consider alternative approaches for the control of this type of systems to keep up with their increasingly demanding design requirements.

Studies have shown that the design of robust controllers for mathematically ill-defined systems that may be subjected to structured and unstructured uncertainties was made possible with computational intelligence tools, such as artificial neural networks and fuzzy logic controllers [29]. The approximation capabilities have been the main driving force behind the increasing popularity of such methods as they are theoretically capable of uniformly approximating any continuous real function to any degree of accuracy. This has led to the recent advances in the area of intelligent control [10], [13]. Satisfactory performance was achieved with various neural network models for complex systems control [18], [21]. Despite the success witnessed by neural network-based control systems, they remain incapable of incorporating any human-like expertise already acquired about the dynamics of the system in hand, which is considered one of the main weaknesses of such soft computing methodologies. On the other hand, fuzzy logic control provides human reasoning capabilities to deal with uncertainties [52], [87] while their learning ability is almost inexistent as opposed to artificial neural networks. In the last decade, many researchers have put their efforts into combining between the advantages of these two methods. Recently, hybrid control laws gave fuzzy logic controllers more powerful abilities, such as adaptive learning, parallelism and generalization. Better control performance was achieved by using neural networks to adjust and optimize parameters of fuzzy controllers through offline or online learning. However, stability and robustness analysis of such heuristic methods cannot be easily derived.

This work aims to design a neighboring optimal control law for a TRMS around its
nominal operating point. Since the nonlinear mathematical model of a TRMS was already linearized around the operating point, the neighboring optimal control law is then designed to regulate the azimuth and elevation angles of a TRMS to their desired ones. As the internal dynamic states (except azimuth and elevation angles) of a TRMS are not measurable, the controller is coupled with an optimal estimator. The TRMS’s process and measurement uncertainties associated with the azimuth and elevation angles are taken into considerations while designing the neighboring optimal control law. This is the first attempt in designing a neighboring optimal control law coupled with estimation to address the regulator problem of a noisy TRMS model.

3.2 Neighboring Optimal Control

The main theoretical results of this work is presented in this section where neighboring optimal control law for regulating the TRMS’s azimuth and elevation angles to the desired ones are applied. Assuming \((q^0, u^0)\) as the TRMS’s nominal operating point such that

\[
\dot{q}^0 = f(q^0, u^0) = 0
\]  
(3.1)

and the TRMS operates in the finite time interval \(I \equiv [0, t_f]\), with \(t_f > 0\); we define the cost function as

\[
J = \Phi[t_f, q(t_f)] + \int_0^{t_f} \ell[t, q(t), u(t)] dt,
\]  
(3.2)

where

\[
\Phi[t_f, q(t_f)] = \frac{1}{2}[q(t_f) - q^0(t_f)]^T P(t_f) [q(t_f) - q^0(t_f)]
\]  
(3.3a)

\[
\ell[t, q(t), u(t)] = \frac{1}{2}[q(t) - q^0(t)]^T Q(t) [q(t) - q^0(t)] + \frac{1}{2}[u(t) - u^0(t)]^T \hat{R}(t) [u(t) - u^0(t)]
\]  
(3.3b)

with \(P \in \mathbb{R}^{7 \times 7}\) and \(Q \in \mathbb{R}^{7 \times 7}\) being the symmetric positive definite matrices of appropriate dimensions that signify relative importance along the error components of the TRMS’s states and \(\hat{R} \in \mathbb{R}^{7 \times 7}\) is a symmetric positive definite matrix that imposes the penalty on control efforts.

Defining the perturbations from the nominal optimal solutions as

\[
\Delta q(t) = q(t) - q^0(t) \\
\Delta u(t) = u(t) - u^0(t)
\]  
(3.4)

\(t \in I\)
the TRMS’s model (2.22) can be rewritten as:
\[ \dot{q} = f(q, \bar{u}), \]

and expanded as the Taylor series
\[ \dot{q}(t) + \Delta \dot{q}(t) = f[q^0(t), u^0(t)] + \frac{\partial f}{\partial q}[q^0(t), u^0(t)] \Delta q(t) \]
\[ + \frac{\partial f}{\partial u}[q^0(t), u^0(t)] \Delta u(t) + O[\Delta q, \Delta u] \] (3.5)

where \( O[\Delta q, \Delta u] \) is the higher order terms of \( \Delta q \) and \( \Delta u \). Using the model (3.1) and assuming the perturbation variables to be relatively small, the above expression can be truncated to first degree, yielding the TRMS’s linear kinematic constraint
\[ \Delta \dot{q}(t) = F(t) \Delta q(t) + G(t) \Delta u(t), \quad \Delta q(0) = \Delta q_0 \] (3.6)

where
\[ F(t) = \frac{\partial f}{\partial q}(q^0, u^0) \quad \text{and} \quad G(t) = \frac{\partial f}{\partial u}(q^0, u^0) \]

The cost function (3.2) can be expanded as:
\[ J[q^0 + \Delta q] \cong J[q^0] + \Delta J[\Delta q] + \Delta^2 J[\Delta q] \] (3.7)

However, the optimality guarantees that the first variation of \( J[.] \) (i.e., \( \Delta J[\Delta q] \)) is zero [68], which yields:
\[ J[q^0 + \Delta q] \cong J[q^0] + \Delta^2 J[\Delta q] \] (3.8)

where the second variation of \( J[.] \) can be expressed as:
\[ \Delta^2 J[\Delta q] = \frac{1}{2} \Delta q^T(t_f) \Phi_{qq}(t_f) \Delta q(t_f) + \frac{1}{2} \int_0^{t_f} \left[ \Delta \dot{q}^T \Delta u \right] \begin{bmatrix} \ell_{qq} & \ell_{qu} \\ \ell_{uq} & \ell_{uu} \end{bmatrix} \begin{bmatrix} \Delta q \\ \Delta u \end{bmatrix} dt \] (3.9)

subject to (3.6). Let us rewrite the expression (3.9) as:
\[ \Delta^2 J[\Delta q] = \frac{1}{2} \Delta q^T(t_f)P(t_f)\Delta q(t_f) + \frac{1}{2} \int_0^{t_f} \begin{bmatrix} \Delta q^T \Delta u^T \end{bmatrix} \begin{bmatrix} Q & M & \Delta q \\ M^T & R & \Delta u \end{bmatrix} dt \quad (3.10) \]

where

\[ P(t_f) \equiv \Phi_{qq}(t_f) \equiv \frac{\partial^2 \Phi}{\partial q^2}(t_f, q^0(t_f)) \]
\[ Q \equiv \ell_{qq} \equiv \frac{\partial^2 \ell}{\partial q^2}(t, q^0, u^0) \]
\[ M \equiv \ell_{qu} \equiv \frac{\partial^2 \ell}{\partial q \partial u}(t, q^0, u^0), \quad \text{and}, \]
\[ R \equiv \ell_{uu} \equiv \frac{\partial^2 \ell}{\partial u^2}(t, q^0, u^0) \]

Since \( M(t) = 0 \), it follows from (3.10) that:

\[ J = \frac{1}{2} \Delta q^T(t_f)P(t_f)\Delta q(t_f) + \frac{1}{2} \int_0^{t_f} \begin{bmatrix} \Delta q^T \Delta u^T \end{bmatrix} \begin{bmatrix} Q & 0 & \Delta q \\ 0 & 0 & \Delta u \end{bmatrix} dt \quad (3.11) \]

where \( \Delta^2 J[\Delta q] \) is replaced by \( J \) for simplicity in notation and the equation (3.11) now defines the quadratic cost functional.

**Theorem 1 (linear-quadratic control law):** Consider the TRMS’s linear kinematic model (3.6) and its quadratic cost functional given by (3.11). The optimal linear-quadratic state feedback control law is given by:

\[ \Delta u^o(t) = -R^{-1}(t)G^T(t)P(t)\Delta q(t) = -C(t)\Delta q(t), \quad (3.12) \]

where \( C(t) \) et is the \( (2 \times 7) \) neighboring-optimal control gain matrix and \( P(t) \) is the solution of the differential matrix Riccati equation:

\[ \dot{P} = -F^T(t)P(t) - Q(t) - P(t)F(t) + P(t)G(t)R^{-1}(t)G^T(t)P(t), \quad P(t_f) = P_f \quad (3.13) \]

The proof Theorem 1 is similar to the one given in [68]. It is interesting to note that
the solution for $P(t)$ and, therefore, for $C(t)$ is independent of $\Delta q(t)$. Variations in $\Delta q(0)$ or $\Delta q(t_f)$ have no effect on $C(t)$, although the linear-optimal control history is obviously affected by state perturbations [86]. It is clear from Theorem 1 that once the solution of the differential matrix Riccati equation (3.13) is available, the feedback control law given by (3.12) can be formally constructed. From the perturbation (3.4), the total control is formed as the sum of the nominal and the perturbation optimal controls as stated in the introduction of chapter one:

$$u(t) = u^o(t)\Delta u^o(t) = u^o(t) - C(t)[\hat{q}(t) - q^o(t)] \tag{3.14}$$

where $\hat{q}(t)$ is the TRMS’s estimated states which will be determined in section 3.3. Substituting perturbed optimal control (3.12) in (3.6) yields the perturbed stated feedback system

$$\Delta \dot{q} = [F(t) - G(t)R^{-1}(t)G^T(t)P(t)]\Delta q(t), \equiv A(t)\Delta q(t), \Delta q(0) = \Delta q_0 \neq 0, \tag{3.15}$$

with $A(t) \equiv [F(t) - G(t)R^{-1}(t)G^T(t)P(t)]$ and the corresponding state trajectory can then be described by

$$\Delta q(t) = \Phi(t, 0)\Delta q(0), \tag{3.16}$$

where $\Phi(t, 0) = e^{tA(t)}$ is the state transition matrix. The feedback model (3.15) with the quadratic cost functional (3.10) is similar to the optimal linear quadratic regulator problem, which is stable in the Laypunov sense [2]. In other words, the optimality condition guarantees the controllers’ stability.

### 3.3 Optimal State Estimation

The TRMS employed in this work is subject to external disturbance (process noise) and is driven by the control law given in (3.14). Note that the TRMS’s control input $u(t)$ in (3.14) requires the state feedback which is subject to noise. Hence, dynamic measurements (azimuth (yaw) angle $\Psi$ and elevation (pitch) angle $\phi$) must be taken into account for
the TRMS to estimate its current state \( \dot{q}(t) \). These measurements are also subject to noise of the TRMS’s operating environment. Thus, estimating the TRMS’s state in noisy environments is a challenging task. In the following, an optimal filter is presented to filter out the noise embedded in TRMS’s angle measurements for estimating its states. Since the TRMS itself is subject to process noise, the model (2.22) can be rewritten as:

\[
\dot{q}(t) = f[q(t), u(t), \xi(t)],
\]

(3.17)

where \( \xi(t) \) is the noise associated with control input \( u(t) \). The Taylor series expansion of (3.17), neglecting the higher order terms, yields:

\[
\Delta \dot{q}(t) = F(t) \Delta q(t) + G(t) \Delta u + L(t) \Delta \xi(t), \quad \Delta q(0) = \Delta q_0
\]

(3.18)

where,

\[
L(t) = \frac{\partial f}{\partial \xi}[q^o(t), u^o(t), \xi^o(t)], \text{and } \Delta \xi(t) = \xi(t) - \xi^o(t)
\]

(3.19)

Note that \( \xi^o(t) = 0 \) because the deterministic solution of (3.1) has no process noise. The expected values of the initial state and co-variance are:

\[
\mathbb{E}[q(0)] = \dot{q}_0,
\]

\[
\mathbb{E}\{[(q(0) - \dot{q}_0)[q(0) - \dot{q}_0]^T]\} = S_0.
\]

(3.20)

For simplicity, assume that the TRMS’s input and measurement noise are a white, zero-mean Gaussian random process. If \( W_C \) and \( N_C \) are spectral density matrices of the TRMS process and measurement noise, respectively, the following expression holds:

\[
\mathbb{E}\left\{ \begin{bmatrix} \xi(\tau) \\ \xi(\tau) \end{bmatrix} \begin{bmatrix} \xi^T(\tau) \\ \xi^T(\tau) \end{bmatrix} \right\} = \begin{bmatrix} W_C(t) & 0 \\ 0 & N_C(t) \end{bmatrix} \delta(t - \tau)
\]

(3.21)
where $\delta(.)$ is the dirac delta function defined by:

$$
\delta(t - \tau) = \begin{cases} 
\infty, & \tau = t \\
0, & \tau \neq t 
\end{cases}
$$

$$
\lim_{t \to k} \int_{t-k}^{t+k} \delta(t - \tau) d\tau = 1 \quad \text{(unit impulse function)}.
$$

The TRMS's \textit{a priori} state estimate is described by:

$$
\hat{q}(t) = \hat{q}_0 + \int_0^t f[\hat{q}(t), u(t)] dt. \quad (3.22)
$$

The TRMS’s measurement model is simply

$$
z(t) = Hq(t) + \xi(t), \quad (3.23)
$$

where the measurement matrix $H \in \mathbb{R}^{2 \times 7}$. The optimal filter gain can then be computed as:

$$
K_c = S(t)H^T(t)N_C^{-1}(t), \quad (3.24)
$$

where the state covariance matrix $S(t)$ is the solution of the differential matrix Riccati equation

$$
\dot{S}(t) = F(t)S(t) + S(t)F^T(t) + L(t)W_C(t)L^T(t) - S(t)H^T(t)N_C^{-1}(t)H(t)S(t), \quad S(0) = S_0. \quad (3.25)
$$

Using the current angle measurement, $z(t)$ given in (3.23), the TRMS’s \textit{a posteriori} state estimate is determined by solving the following state model:

$$
\dot{\hat{q}}(t) = f[\hat{q}(t), u(t)] + K_c \{z(t) - h[\hat{q}(t)]\}, \quad \hat{q}(0) = \hat{q}_0. \quad (3.26)
$$

The next section illustrates the performance of the neighboring optimal controller coupled with estimation using optimal Kalman filter.
3.4 Simulation Results

The purpose of this section is to sustain the neighboring optimal controller illustrated in section 3.2 through a set of computer simulations. For that, the parameters of the TRMS model are chosen as in chapter 2. The equilibrium point of the TRMS model is the origin, i.e.,

\[(q^o; u^o) = (0; 0)\]

The parameters of the cost function (3.11) are set as:

\[Q = diag(100, 5, 1, 1, 1, 1), \quad \text{and} \quad R = diag(1, 1)\]

The process and measurement noise covariance matrices are:

\[W_C = diag(1, 1, 1, 1, 1, 1) \quad \text{and} \quad N_C = diag(1, 1)\]

The optimal state estimator gain \(K_C\) is calculated as in (3.24) where the error covariance matrix \(S(t)\) is solved using the algebraic Riccati model (3.25). First, we consider a case where the outputs of the TRMS model, \((\psi, \varphi)\), are required to regulate on the fixed reference (or desired) azimuth, \(\psi^* = 0.5\) rad, and elevation, \(\varphi^* = 0.5\) rad, angles, respectively. Fig. 3.1 shows the performance of the feedback control law (3.14) in stabilizing the TRMS’s outputs to desired ones. As can be seen from Fig. 3.1(a), initially \((\psi, \varphi) = (0, 0)\) rad, the TRMS’s output reached the desired angles in about 7 s and maintained 0.5 rad regardless of the measurement noise of the outputs that are fed back to the control inputs, as expected. The main and tail motor voltages (inputs) are determined by the control law (3.14) and are shown in Fig. 3.1(b). Initial main and tail motor voltages are 4.1V and 0.2V and they are maintained at about 1.2V and 0.45V, respectively. Note that the full-state of the TRMS need to be estimated, \(\hat{q}\) in order to compute the control inputs according to the control law (3.14). The full state of the TRMS is estimated and computed according to the model (3.26). Second, we consider a case where the TRMS is supposed to track desired time-varying azimuth and elevation angles.

The results for this case are summarized in Fig. 3.2, where the desired azimuth and elevation angles are defined with time-varying step signals (See Fig. 3.2(a)). Similar to the previous setup, the TRMS took about 7s to settle down to desired angles as it is natural. It is interesting to notice that the TRMS can still track the desired angles after sharp changes in the desired angles. Fig. 3.2(b) reveals the main and tail motor voltages...
Figure 3.1: Step response for reference $\psi^* = 0.5$ and $\phi^* = 0.5$: (a) stabilizing performance; and (b) control inputs (main and tail motor’s input voltages).
Figure 3.2: Time-varying step response for reference $\psi^*$ and $\varphi^*$: (a) tracking performance; and (b) control inputs.
where fluctuations of the input voltages are due to the sharp changes in the desired output angles of the TRMS. As can be noticed, both stabilization and tracking performance of the neighboring optimal control law coupled with estimation for a TRMS model is satisfactory. However, there is a non-zero settling error for tracking desired azimuth and elevation angles as time goes to infinity. This is due to the fact that the linear model of the TRMS was based on a fixed operating point. Nevertheless, this settling error could be zero if a linear quadratic control law is designed based on the quadratic cost functional taking into account the time-varying desired trajectory of the outputs.

3.5 Conclusion

In this chapter, a neighboring optimal control law coupled with a state estimation technique for solving the trajectory tracking and the regulator problems of a TRMS model were proposed. The TRMS model is linearized around an operating point. Since the internal dynamical states (except the azimuth and elevation angles) are not measurable, an optimal filter to estimate them was designed. Hence, the proposed control law takes into account both process and measurement uncertainties of a TRMS model. A set of computer simulation results demonstrates the performance of the proposed control law. As can be seen from the simulation results, the desired trajectories of both azimuth and elevation angles are achieved with satisfactory asymptotic errors, as expected.
Chapter 4

Local Model Network

4.1 Introduction

Helicopters have received a thorough attention and have been extensively used lately to demonstrate the effectiveness of different kinds of controllers. They are considered as a well challenging established standard for many control problems, and have been used in various applications such as transportation and above-ground monitoring [63, 30]. Varying operating conditions along with structured and unstructured uncertainties, such as external disturbances, are among the numerous challenges that need to be addressed to successfully control such highly complex nonlinear unstable systems. Unlike quadrotors that exhibit a good degree of decoupling which makes them easier to control, helicopters are open-loop unstable systems, their dynamics is highly nonlinear, time-varying, uncertain, and strongly coupled.

Various flight control techniques have been proposed in the literature for the helicopter flight control problem [64, 91, 66, 46, 28, 47, 69], including robust adaptive control [46, 45], state-dependent Riccati equation control [5], sliding mode control [85], trajectory tracking control [53, 84], backstepping control [91, 47, 65], fuzzy control [52, 51] and neural network control [32, 29]. In [45], robust nonlinear motion control of a helicopter is developed. In spite of the simplicity of control law design based on linearization around an operating point of the states, the control system’s performance and stability are achieved for only the approximated system and are not guaranteed for the overall system. On the other hand, fuzzy logic based controllers are incapable of incorporating any learning already acquired about the dynamics of the system in hand and neural network based controllers remain incapable of incorporating any human-like expertise. Moreover, these tools achieve outstanding performance at the expense of a heavy computation. Furthermore, they are
based on heuristic which makes tuning not trivial [10, 11].

Another aspect is that local model network theory has received a thorough attention and an increasing interest from the control community [72]. This is due to its simplicity since it is based on a combination of a set of linear controllers, where each of them corresponds to an appropriate operating point. Thus, the resulting control system is able to achieve good performance for a large operating range in the presence of plant’s nonlinearities and uncertainties. Moreover, $H_\infty$ control is considered as one of the promising robust control techniques. Its limitation is essentially a frequency domain optimization method for designing robust control systems. $H_\infty$ refers to the space of stable and proper transfer functions. It has evolved since the initial seminal work of Zames [96]. The Book by Francis records the progress in the initial development of the subject [31], much of which was concerned with solving the Nehari optimization problem. The state-space methods of solving the $H_\infty$ design problems is well-established as a very practical and a simple means of computing $H_\infty$ controllers (see [25]). The polynomial approach for solving these problems have also been developed over the last few years [57, 34] and seen recent advances through the use of J spectral factorization algorithms [56, 35]. Besides, the control of a helicopter is a challenging problem since the system is multivariable, nonlinear, unstable in open loop, in addition to uncertain parameters, and at least of the sixth order, depending on the modeling precision. All inputs and outputs are coupled. To effectively handle strongly coupled nonlinearities, model uncertainties and time-varying unknown perturbations, local model networks are combined, in this research, with $H_\infty$ control for helicopter stabilization.

The contribution in this Chapter is to propose a local model network based $H_\infty$ controller for CE-150 helicopter stabilization problem. Local model networks provides a conceptually powerful combination of fuzzy logic and conventional linear control techniques providing an alternative approach for the control of nonlinear systems. Using nonlinear systems linearization at different significant operating points, $H_\infty$ controller is designed for the linearized system, which is then combined in a local model network control structure. Therefore, decoupling of the system dynamics is achieved which is a key in obtaining good performance in the presence of uncertainties. The rest of the chapter is organized as follows: Section 4.2 presents a brief over view about $H_\infty$ control synthesis. The local model networks based $H_\infty$ control synthesis is detailed in Section 4.3. In Section 4.4, simulation results are reported and discussed. Conclusion with few remarks and suggestions is also presented.
4.2 Generalized $H_\infty$ Control Problem

Consider a feedback control system whose block diagram representation is shown in Fig. 4.1, where $w(s)$, $u(s)$, $z(s)$, and $v(s)$ are vector-valued signals: $w(s)$ is the exogenous signal including disturbances, sensor noise, and reference signals; the output $z(s)$ is an error (performance) signal; $v(s)$ is the measured output; and $u(s)$ is the control (manipulated) signal, with $s$ being the Laplace variable. The transfer function matrices $P(s)$ and $K(s)$ are real-rational and proper, and represent, respectively, the generalized plant transfer function and the controller transfer function, respectively. The generalized plant transfer function $P(s)$ can be partitioned as:

$$P(s) = \begin{bmatrix} P_{11}(s) & P_{12}(s) \\ P_{21}(s) & P_{22}(s) \end{bmatrix}.$$  

Dropping the argument $(s)$ when no ambiguity arises. The system shown in Fig. 4.1 can be written as

$$\begin{bmatrix} z \\ w \end{bmatrix} = P(s) \begin{bmatrix} w \\ u \end{bmatrix} = \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix} \quad (4.1a)$$

$$u = Kv \quad (4.1b)$$

The system (4.1) is also referred to as a linear fractional transformation (LFT) on $K(s)$, and $P(s)$ is the coefficient matrix for the LFT.

![Figure 4.1: The two-port block diagram for $H_\infty$ control.](image)

For positive integers $\bar{m}, p > 0$, the transfer function representation of the system (4.1)
is given by:

\[ \begin{align*}
  z &= P_{11}w + P_{12}u \\
  v &= P_{21}w + P_{22}u \\
  u &= Kv,
\end{align*} \tag{4.2a-b-c} \]

where, \( z \in \mathbb{R}^{\bar{m}+p}, \ v \in \mathbb{R}^{p}, \ u \in \mathbb{R}^{\bar{m}}, \) and \( w \in \mathbb{R}^{\bar{m}+p} \). Denoting \( T_{zw}(s) \) as the closed loop transfer function between the regulated outputs and the exogenous inputs, we write

\[ z = T_{zw}(s)w \tag{4.3} \]

where, \( T_{zw} = P_{11} + P_{12}K(I - P_{22}K)^{-1}P_{12} \), with \( I \) being the identity matrix of appropriate dimension. The above expression for the closed loop transfer function \( T_{zw} \) is the LFT. The \( H_\infty \) control aims to find a stable closed-loop controller \( K(s) \) that minimizes the infinity norm of \( T_{zw}(s) \) while stabilizing the generalized plant \( P(s) \). One solution to the \( H_\infty \) control problem is the \( \gamma \)-iteration, where the controller \( K(s) \) is determined such that \( \| T_{zw}(s) \|_\infty < \gamma \). For such a solution, an initial \( \gamma \) is chosen from \([\gamma^-, \gamma^+]\) with \( \gamma^- \) and \( \gamma^+ \) are the initial minimum and maximum values of \( \gamma \), respectively. In the next iteration, \( \gamma \) is chosen using bisection method, for example. This process continues until a minimal \( \gamma \) is found that minimizes \( \| T_{zw}(s) \|_\infty \) and the plant transfer function \( P(s) \) is stabilized.

### 4.3 Local Model Networks based \( H_\infty \) Control

In essence, based on the interpolation models and weighted by their associated validity functions, Local model networks (LMNs) operate. The output of an LMN with \( \ell \) local models can be expressed as:

\[ \tilde{u} = \sum_{i=1}^\ell u_i(\bullet)\Phi_i(\bullet), \tag{4.4} \]

where \( (\bullet) \) is an indicator of the operating point which is usually the reference or the output signal, \( \Phi_i(\bullet) \) is the corresponding validity function of the \( i^{th} \) controller, \( u_i \) is control output of \( i^{th} \) controller, and \( \tilde{u} \) is the LMN’s output. The validity functions determine the validity region of their corresponding LMs. They can be interpreted as the operating point dependent on the weighting factors which determine the contribution of their associated LMs to the final output. In order to have a smooth transition among the local models, the validity functions should be smooth and take their values between 0 and 1. Furthermore,
the validity functions must form a partition of unity to have reasonable interpretation of the local models,

\[ \sum_{i=1}^{\ell} \Phi_i(\bullet) = 1. \] (4.5)

Usually, when the validity functions do not automatically sum up to 1, the partition of unity is achieved through normalization. This principle is illustrated in Fig. 4.2.

![Figure 4.2: Local model network control.](image)

The control law is given by:

\[ \bar{u} = \Phi_1 u_1 + \Phi_2 u_2 + \ldots + \Phi_\ell u_\ell \] (4.6)

Where, \( \Phi_i \) is a function that depends on the operating point and must satisfy the condition (4.5). The functions \( \Phi_i \) allow us to privilege each compensator in its functional domain. A simple choice of the functions \( \Phi_i \) is based on the use of trapezoidal functions as indicated in Fig 4.3.

In region (1), the compensator \( K_1 \) is in operation, whereas in region (2) the system is controlled by linear combination of \( K_1 \) and \( K_2 \). However, the compensator \( K_2 \) is used in region (3). For acceptable behavior of the system, the operating point is described by a variable which is slowly varying with time.

For simple cases, we can use the reference or the output as an indicator of the operating point. We note that the control principle presented in this paragraph comes closer to the principle of the adaptive control with advantage that parameter identification and
estimation part is avoided, which yield less computational load and better time response. In this work, \( \ell \) is taken to be equal to 3.

On the other hand, mixed-sensitivity \( H_\infty \) control design consists of synthesising a controller \( K(s) \) to minimize low frequency disturbances at the plant output and the high frequency control effort while providing robustness to additive uncertainty at high frequencies. Fig. 4.4 shows a feedback control system with augmented plant, where \( G(s) \) is a plant, and \( W_s(s) \) and \( W_T(s) \) are weighting matrices. In this chapter, mixed-sensitivity \( H_\infty \) control is applied to CE-150 helicopter model. Therefore, the sensitivity function \( S(s) \), and the complementary sensitivity function \( T(s) \) are defined as follow:

\[
S(s) = (I + G(s)K(s))^{-1} \quad (4.7)
\]

\[
T(s) = G(s)K(s) (I + G(s)K(s))^{-1} \quad (4.8)
\]
It is noteworthy from (4.7) that the minimisation of \( T(s) \) at high frequencies leads to robustness to uncertainties. Therefore, designing a control law to meet the specifications consists of a proper selection of the weighting matrices \( W_s(s) \) and \( W_T(s) \), which capture the desired closed-loop dynamics. Then, the design of a stabilizing controller \( K(s) \) is carried-out by minimizing the following cost function,

\[
\begin{align*}
&\left\| \frac{W_s(s) S(s)}{W_T(s) T(s)} \right\|_\infty \\
\end{align*}
\]

(4.9)

The selection process of the weighting matrices is repeated until satisfactory performance and robustness of the closed-loop system are achieved. The matrix \( W_s(s) \) is computed as follows:

\[
W_s(s) = \frac{s/M_p + \omega_B}{s + \omega_B e_{ss}}
\]

(4.10)

where, \( e_{ss} \) is the desired minimum steady-state tracking error, \( \omega_B \) is the desired minimum bandwidth (usually selected where \( \frac{1}{|W_s|} \) crosses 0.707), and \( M_p \) is the desired maximum peak magnitude of \( W_s \). Similarly, the weighting matrix \( W_T(s) \) is chosen to constrain the bandwidth such that the gain of \( \frac{1}{W_T} \) forces a roll-off at a desired frequency.

The proposed closed-loop control strategy is depicted in Fig 4.5. Considering the helicopter’s equilibrium points discussed in the previous section:

\[
\left( (x_s^{[1]}, \bar{u}_s^{[1]}), (x_s^{[2]}, \bar{u}_s^{[2]}), (x_s^{[3]}, \bar{u}_s^{[3]}) \right)
\]

three distinct \( H_\infty \) controllers are designed. Then, the output of these controllers is used with the local model network presented in Fig 4.6 to provide the helicopter with control inputs, \( \bar{u}_1 \) and \( \bar{u}_2 \) according to (4.4). It is noteworthy from (2.2) and (2.3) that helicopter’s gravitational and centrifugal torques are strongly coupled with the elevation angle \( \psi \). Therefore, this angle is used as an indicator of the operating point as it is illustrated in Fig 4.6.

### 4.4 Simulation Results

The purpose of this section is to show the tracking error performance of the azimuth angle \( \psi \) and the elevation angle \( \varphi \) for the linearized CE-150 helicopter model (2.16). The weight matrices \( W_\ell(s), \ell = 1, 2, 3 \), for three different operating points are chosen as:
Figure 4.5: control structure for $H_\infty$ local model network.

Figure 4.6: Validity function and switching mechanism.
\[
W_1(s) = \text{diag}(W_1^1(s), W_1^2(s)), \quad W_1^1(s) = \text{diag}(0.1, 2.0),
\]
for \(e_{ss11} = 0.01, e_{ss12} = 0.005, \omega_{B11} = 0.051, \omega_{B12} = 0.005, \mu_{p11} = 5, \mu_{p12} = 1,\)
\[
W_2(s) = \text{diag}(W_2^1(s), W_2^2(s)), \quad W_2^1(s) = \text{diag}(0.2, 1.0),
\]
for \(e_{ss21} = 0.1, e_{ss22} = 0.005, \omega_{B21} = 0.05, \omega_{B22} = 0.008, \mu_{p21} = 3, \mu_{p22} = 1, \text{ and}\)
\[
W_3(s) = \text{diag}(W_3^1(s), W_3^2(s)), \quad W_3^1(s) = \text{diag}(0.2, 1.0),
\]
for \(e_{ss31} = 0.1, e_{ss32} = 0.005, \omega_{B31} = 0.05, \omega_{B32} = 0.008, \mu_{p31} = 3, \mu_{p32} = 1.\)

In order to keep a minimum steady-state tracking error, for azimuth angle control \(\psi,\)
a gain compensator is used, for each local controller (see Fig. 4.2). The performance of
the control law (4.6) are summarized in Figs. 4.7–4.12. The step responses for reference
azimuth and elevation angles \((\psi^* = 0.25, \phi^* = 0)\) and \((\psi^* = 0, \phi^* = 0.25)\) are shown
in Figs 4.7 and 4.8, respectively.

While the desired and actual tracking performances for these reference inputs are shown
in Figs 4.7(a) and 4.8(a), a good coupling is observed through the tracking errors shown
in Figs 4.7(b) and 4.8(b). We repeat this setup for the reference inputs \((\psi^* = 0.5, \phi^* = 0)\) and \((\psi^* = 0.5, \phi^* = 0)\) and the tracking performance of the azimuth and elevation
angles (desired and actual), and the their corresponding tracking errors are revealed in
Figs 4.9 and 4.10, respectively. what could be noticed is that the more the settling
time decreases, the more performances in terms of oscillations are deteriorated because
of the neglected nonlinear dynamics, as expected. Unlike previous simulations, we choose
\((\psi^* = 0.5, \phi^* = 0.5)\) to illustrate the controller’s ability to sustain the helicopter’s dynamic
performance on the same azimuth and elevation angles (see Fig. 4.11). Finally, Fig. 4.12
reports the controller’s performance due to a sudden change on the desired azimuth and
elevation angles.

The above simulation results reveal that the \(H_\infty\) controller coupled with the local model
network has the ability to track a predefined trajectories of the azimuth and elevation angles
regardless of their complexities.

### 4.5 Conclusion

In this chapter, a local model network based \(H_\infty\) control technique is proposed to solve
the stabilization problem of CE-150 helicopters. Since the mixed-sensitivity problem is a
Figure 4.7: Unit step response for reference $\psi^* = 0, 25$ and $\varphi^* = 0$: (a) tracking performance; and (b) tracking error.
Figure 4.8: Unit step response for reference $\psi^* = 0$ and $\varphi^* = 0, 25$: (a) tracking performance; and (b) tracking error.
Figure 4.9: Unit step response for reference $\psi^* = 0.5$ and $\varphi^* = 0$: (a) tracking performance; and (b) tracking error.
Figure 4.10: Unit step response for reference \( \psi^* = 0 \) and \( \varphi^* = 0, 5 \): (a) tracking performance; and (b) tracking error.
Figure 4.11: Unit step response for reference $\psi^* = 0,5$ and $\varphi^* = 0,5$: (a) tracking performance; and (b) tracking error.
Figure 4.12: Time change step response for $\psi^*$ and $\varphi^*$: (a) tracking performance; and (b) tracking error.
special kind of $H_\infty$ control problem, the system could be linearized around a set of operating points. $H_\infty$ mixed-sensitivity controller for the linearized system has been designed. The problem has been transferred into a standard $H_\infty$ problem and then solved for the stabilizing gain that satisfies the desired criteria. Next the controllers which are based on mixed-sensitivity problems have been embedded within a network. From simulation results, it is noticed that the obtained controller ensures the decoupling of the system dynamics and good performance. The conclusion is that the Local model network based on $H_\infty$ control is suitable for the stabilization of the proposed helicopter simulator model.
Chapter 5

Interval Type-2 Fuzzy Logic Control of a Twin-Rotor Multi-input Multi-output System

5.1 Introduction

The absence of on-board human pilots makes unmanned aerial systems (UASs) increasingly popular and employed in many applications [30, 63]. Recently, twin rotors have received an increasing interest due to their ability to hover and maneuver in tight and dangerous places [8]. But, varying operating conditions along with structured and unstructured uncertainties, such as severe nonlinearities and external disturbances, are among the various challenges that need to be dealt with before their wide-spread use in everyday real-life applications. Unlike quadrotors that exhibit a good degree of decoupling among rotors, which makes them easier to control, twin rotors are open-loop unstable systems due to their inherent characteristics such as nonlinearity, time-varying, uncertainty, and strong coupling between rotors [40, 36, 24]. As such, motion trajectory tracking of a TRMS is a challenging task. This Chapter addresses the control of a TRMS despite its aforementioned inherent characteristics and nonlinearities.

Several existing studies have thoroughly covered the destabilizing effect of high nonlinearities in numerous motion control systems. While controlling such systems and in the absence of meticulous compensation for modeling uncertainties, the latter can have negative consequences, such as severe tracking errors, limit cycles, chattering, and excessive noise [17, 30, 45]. In [74], fuzzy logic is combined with an optimization algorithm in an effort to accurately model the twin rotor system. The control of TRMS has also been rigorously studied, including classical, robust and adaptive control laws [27, 81, 19]. However,
their performance is limited since they generally consider only structured uncertainties. Linear control system design methods [78] are used for their simplicity. But, linearization around a single operating point does not guarantee the stability in all operating conditions. A decoupling deadbeat control technique is proposed for a twin rotor system [94]. Although it shows better convergence than classical PID control, it suffers from sensitivity to parameters that are often changing dynamically and with uncertain dynamics. To overcome this weakness, genetic algorithms are used to tune a PID controller in [49] for a TRMS. Additionally, an adaptive second-order sliding mode controller is proposed in [71] for a TRMS. Yet, robustness to uncertain disturbances and parameter variations is only obtained when sliding mode truly take place. Moreover, most of these controllers do not take into account both structured and unstructured uncertainties. The presence of high, particularly unstructured, uncertainties such as nonlinearities significantly changes the system’s dynamics [14]. This raises the urgency to consider alternative approaches for the control of this type of systems to keep up with their increasingly demanding design requirements.

On the other hand, design of robust controllers for mathematically ill-defined systems that may be subjected to structured and unstructured uncertainties is possible with computational intelligence tools, such as artificial neural networks and fuzzy logic controllers [29]. Their approximation capabilities have been the main driving force behind the increasing popularity of such techniques as they are theoretically capable of uniformly approximating any continuous real function to any degree of accuracy. Recent advances in the area of intelligent control has led to satisfactory performance in controlling complex systems [10, 14, 19, 22]. Despite the success of neural control systems, they fail short in incorporating any human-like expertise already acquired about the system’s dynamics, which is one of the main shortcomings of such soft-computing methodologies. Conversely, fuzzy logic control is able to provide human reasoning in dealing with uncertainties [52, 88]. Recently, researchers endeavor to combine between the advantages of these two methods which yielded hybrid controllers with more powerful abilities, such as adaptive learning, parallelism, and generalization. Throughout the yesteryears, better control performance had been achieved by using neural networks to adjust and optimize parameters of fuzzy controllers through offline or online learning. However, stability and robustness analysis of such heuristic methods cannot be easily derived.

This work capitalizes on the merits and the latest developments of type-2 fuzzy logic theory to design an interval type-2 fuzzy control scheme for a TRMS. Conventional type-1 fuzzy FLSs can be used to identify the behavior of this highly nonlinear system with various types of uncertainties. However, type-1 fuzzy sets cannot fully capture the uncertainties in
the system due to membership functions and knowledge base imprecision. Hence, higher types of fuzzy sets have to be considered. However, the computational complexity of operations on fuzzy sets increases with the increasing type of the fuzzy set. Therefore, interval type-2 fuzzy sets are used in this work for their simplicity and efficiency. A comparative study between the proposed type-2 FLC and its type-1 counterpart is also presented to better assess their respective performances in various operating conditions.

The rest of the chapter is organized as follows: In section 5.2, interval type-2 FLSs and the functionality of their inference engine are described. The proposed adaptive control technique is detailed in section 5.3. In section 5.4, results are reported and discussed.

5.2 Interval Type-2 FLSs

Since type-2 fuzzy operations are generally more computational demanding than their type-1 counterparts, interval type-2 fuzzy sets are introduced to alleviate their high computational burden [67, 60]. As such, a simplified and efficient alternative is provided to easily process the input and antecedent operations for FLSs offering a balanced tradeoff between complexity and performance. A FLS with an interval singleton type-2 fuzzifiers and product or minimum t-norm satisfies the following properties [67]:

1. The firing strength of the \( l \)th fuzzy rule is an interval type-1 fuzzy set defined as:

\[
F_l(x') \equiv \bigcap_{i=1}^{p} \mu_{\tilde{F}_i}(x'_i) = [f_l(x'), \bar{f}_l(x')] \equiv [\tilde{f}_l, \bar{f}_l],
\]

where

\[
f_l(x') = \mu_{\tilde{F}_1}(x'_1) \star \cdots \star \mu_{\tilde{F}_p}(x'_p) \tag{5.1}
\]

\[
\bar{f}_l(x') = \mu_{\bar{F}_1}(x'_1) \star \cdots \star \mu_{\bar{F}_p}(x'_p) \tag{5.2}
\]

with the t-norm operator denoted by ‘\( \star \)’.

2. The fired output consequent set of the \( l \) rule is a type-1 fuzzy set characterized by a membership function

\[
\mu_{\tilde{G}_l}(y) = \int_{b_l \in [\tilde{f}_l, \bar{f}_l]} \int_{y} \frac{1}{b_l} \quad \forall y \in Y \tag{5.3}
\]

with \( \mu_{\tilde{G}_l}(y) \) and \( \mu_{\bar{G}_l}(y) \) being the lower and upper membership grades of \( \mu_{\tilde{G}_l}(y) \).
3. If \( N \) out of a total of \( L \) fuzzy rules in the FLS fire, where \( N \leq L \), then the overall aggregated output fuzzy set is defined by a type-1 membership function \( \mu_{\tilde{B}}(y) \) obtained by combining the fired output consequent sets into one. In other words, 
\[
\mu_{\tilde{B}}(y) = \bigsqcup_{l=1}^{N} \mu_{\tilde{B}^l}(y),
\]
where \( \mu_{\tilde{B}^l}(y) \) is defined in (5.3).

The following is a brief description of the different stages of the type-2 fuzzy logic inference engine.

### 5.2.1 Type-2 Fuzzification

During the first stage of the fuzzy inferencing process, i.e., fuzzification, the crisp input vector with \( n \) elements \( x = (x_1, \ldots, x_n)^T \) in the universe of discourse \( X_1 \times X_2 \times \ldots \times X_n \) is mapped into type-2 fuzzy sets \([60, 67]\). The upper and lower membership functions are computed for each point of the universe of discourse. For rule \( l \), the result of this operation is an interval type-1 set \([\tilde{f}^l_i, \tilde{f}^l_n]\). In this chapter, singleton type-2 fuzzy are adopted to fuzzify the external input signals, as shall be detailed later.

### 5.2.2 Type-2 Rule Base

The composition of the rules of a type-2 FLC is similar to that of type-1. A type-2 FLS with \( n \) inputs, \( x_1 \in X_1, \ldots, x_n \in X_n \), and \( m \) outputs, \( y_1 \in Y_1, \ldots, y_m \in Y_m \), the \( l^{th} \) rule is of the form:

\[
R_l: \text{IF } x_1 \text{ is } \tilde{F}^l_1 \text{ and } x_2 \text{ is } \tilde{F}^l_2 \text{ and } \ldots \text{ and } x_n \text{ is } \tilde{F}^l_n \\
\text{THEN } y_1 \text{ is } \tilde{G}^l_1 \text{ and } y_2 \text{ is } \tilde{G}^l_2 \text{ and } \ldots \text{ and } y_m \text{ is } \tilde{G}^l_m
\]

where \( \tilde{F}^l_i \) and \( \tilde{G}^l_j \), \( i = 1, \ldots, n \), \( j = 1, \ldots, m \), are input and output fuzzy labels, respectively.

### 5.2.3 Type-2 Fuzzy Inference Engine

The if-then rules in the knowledge data base are aggregated by the inference engine with the fuzzy set generated after fuzzification. The intersection of multiple rule antecedents is calculated using a t-norm operator while the union of multiple rules is computed through a t-conorm operation. Each rule \( l \) in the knowledge base is interpreted as a type-2 fuzzy implication, which, when aggregated with the fuzzified inputs, infers a type-2 fuzzy set \( \tilde{B}^l \) such that:

\[
\mu_{\tilde{B}^l}(y) = \bigsqcup_{x \in X} [\mu_{\tilde{A}^l}(x) \cap \mu_{R^l}(x, y)].
\]
The “minimum” and “maximum” are used for the type-2 FLC as t-norm and t-conorm operators, respectively.

5.2.4 Type Reduction

Since type-2 fuzzy inference engine yields an aggregated output type-2 fuzzy set, type reduction is needed to generate a type-1 fuzzy set called “type-reduced set” of the aggregate type-2 fuzzy set. In this chapter, the center-of-sets type reduction is considered for its computational efficiency [60].

Calculation of the Rule Consequents Centroids Using the centroid method, the center-of-sets type reduction reduces the resulting type-2 fuzzy sets to an interval type-1 fuzzy set \([y_{lk}^p, y_{rk}^p]\) for each rule \(p\). The inferred interval type-1 fuzzy set is then defined by \([y_{lk}, y_{rk}]\), such as:

\[
y_{lk} = \frac{\sum_{p=1}^{R} f_l^p y_{lk}^p}{\sum_{p=1}^{R} f_l^p}
\]

\[
y_{rk} = \frac{\sum_{p=1}^{R} f_r^p y_{rk}^p}{\sum_{p=1}^{R} f_r^p}
\]

where \(f_l^p, f_r^p\) are the firing strengths corresponding to \(y_{lk}^p\) and \(y_{rk}^p\) of rule \(p\), to minimize \(y_{lk}^p\) and maximize \(y_{rk}^p\). The iterative procedures to compute \(y_{lk}\) and \(y_{rk}\) are revealed in [67].

5.2.5 Defuzzification

The type-reduced set \(Y_{\cos}(X)_k\) calculated from its left most and right most points, \(y_{lk}\) and \(y_{rk}\) is defuzzified using the interval set average formula to get a crisp output value. As such, the defuzzified crisp output for each output \(k\) is formulated as [60]:

\[Y_k(x) = \frac{y_{lk} + y_{rk}}{2}.
\]

5.3 Interval Type-2 Fuzzy Logic Control Strategy

The objective is to design a control law \(u\) to force the TRMS’s state vector \(q\) to track their pre-defined time-dependent desired vector \(q^*\). This is to be achieved under unknown
system’s dynamics. Let $e = q - q^*$ and $\dot{e} = \frac{d}{dt}q - \frac{d}{dt}q^*$ denote the state error vector and its derivative. The control approach consists of the design of a fuzzy logic controller that leads to a precise tracking. The fuzzy control strategy is based on a human operator experience to interpret a situation and initiate its control action. A block diagram for the fuzzy logic controller is depicted in Fig. 5.1.

![Figure 5.1: Fuzzy logic control scheme.](image-url)

Given the state vectors $q^*$ and $q$, a state error vector $e$ and its derivative $\dot{e}$ are computed. The FLC takes these two inputs and provides a control action vector $u$ that is proportional to the input values. To assess the performance of both types of controllers, the proposed fuzzy controller is implemented in two different ways: the first is based on a type-1 fuzzy control scheme while the second is based on a type-2. The fuzzy rules of the two control techniques are the same; they were chosen heuristically (Table 5.1) and can be refined by an expert. These rules are based on three hypotheses: (i) when the input signals are far from their respective nominal zero-valued surfaces, then the FLC’s output assumes a high value; (ii) when the inputs are approaching the nominal zero-valued surfaces, the output is adjusted to a smaller value for a smoother approach; (iii) once the inputs are on the nominal zero-valued surfaces, then the output is set to zero. This way, the FLC forces the error $e$ and its derivative $\dot{e}$ to approach zero. The input membership functions adopted by both types of control systems are depicted in Fig. 5.2. As it is shown, signals are quantized into 5 levels represented by a set of linguistic variables: Negative Large (NL), Negative Small (NS), Zero (Z), Positive Small (PS), and Positive Large (PL). In this study, triangular membership functions are used, mainly due to their high computational and performance efficiencies. The center of area method is used for defuzzification. It is noteworthy that an empirical study is usually conducted by an expert to tune the input membership functions and the rules until satisfactory performance is achieved. However, this process can be time-consuming.
consuming especially for nonlinear systems with various types of uncertainties. Moreover, the resultant control system performance is not guaranteed in the presence of unexpected disturbance of high magnitudes. In this work, the input membership functions and the rules of both controller are set for an acceptable performance without any empirical analysis. Then, type-2 fuzzy sets footprint of uncertainty (FOU) is introduced to fully capture the membership functions uncertainties and knowledge base imprecision. Both controllers are compared to evaluate the ability of the FOU in compensating for various and higher types of uncertainties.

Table 5.1: Fuzzy rules for type-1 and type-2 FLCs.

<table>
<thead>
<tr>
<th>e</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL</td>
<td>Z</td>
</tr>
<tr>
<td>PS</td>
<td>NS</td>
</tr>
<tr>
<td>Z</td>
<td>NL</td>
</tr>
<tr>
<td>NS</td>
<td>NL</td>
</tr>
<tr>
<td>NL</td>
<td>NL</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>e</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL</td>
<td>PL</td>
</tr>
<tr>
<td>PS</td>
<td>PS</td>
</tr>
<tr>
<td>Z</td>
<td>PS</td>
</tr>
<tr>
<td>NL</td>
<td>NS</td>
</tr>
<tr>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>NL</td>
<td>NL</td>
</tr>
</tbody>
</table>

5.4 Results and Discussion

To show the effectiveness of the proposed intelligent control strategy, a set of computer simulation runs is carried out on a TRMS model. The system’s parameters are chosen as in [44] and are summarized in section 2.3.1. The performance of the proposed controller is studied considering the TRMS’s angles $\psi$ and $\varphi$ along with their respective reference angles, and the TRMS control input $u(t) = [u_1(t), u_2(t)]^T$ to its actuators. To better illustrate the superiority of the proposed controller, a comparison is carried out against the well-known type-1 fuzzy logic control technique.

The aforementioned nominal parameter values are used to assess the ability of type-2 FLC to cope with rules and membership function uncertainties. The elevation and azimuth angle reference signals are set to $\psi^* = 0.5$ rad and $\varphi^* = 0$ rad, respectively. The advantage behind the use of the type-2 fuzzy logic controller is clearly shown in Fig. 5.3 by a better tracking performance. The tracking error under type-1 FLC is fairly fluctuating as opposed to a smoother and steady convergence behavior with the type-2 FLC. On the
Figure 5.2: Fuzzy membership functions: (a) type-1; and (b) type-2.
other hand, the type-2 controller is also able to generate high quality control, which yields less oscillations.

Next, the elevation reference angle is set to $\psi^* = 0$ rad and its azimuth counterpart is set to $\varphi^* = 0.5$ rad. As shown in Fig. 5.4, the strong coupling between both angles causes a deviation of the elevation angle from its initial value. This effect is only shown on the type-1 fuzzy logic controller response. Unlike type-1 FLC, the proposed type-2 control method achieves faster and more accurate tracking.

Then, the reference signals of both angles are set to $\psi^* = \varphi^* = 0.5$ rad. Results are depicted in Fig. 5.5. In this case, type-1 FLC shows much slower and oscillatory tracking while type-2 FLC demonstrates a higher ability in providing a better transient response. The high nonlinearities of the TRMS coupled with its complex dynamics make accurate control performance difficult to keep in all operating conditions.

It is important to note that the performance of the type-1 FLC can be further improved by conducting an empirical tuning procedure of the rules and the input membership function parameters. Type-1 fuzzy logic systems (FLSs) are known for their ability to compensate for structured and unstructured uncertainties, to a certain degree. However, type-2 fuzzy engines have been credited to be more powerful in compensating for even higher degrees of uncertainties. As such, they also provide more flexibility to alleviate the problems associated to the uncertainties pertaining to the choice of the system’s fuzzy rules and fuzzy membership functions. Conventional type-1 FLSs can be used to identify the behavior of highly nonlinear systems with various types of uncertainties. However, type-1 fuzzy sets cannot fully capture the uncertainties in the system due to membership functions and knowledge base imprecision. Hence, higher types of fuzzy sets have to be considered. Unlike a type-1 fuzzy set where the membership grade is a crisp value, the membership functions of type-2 fuzzy sets are three dimensional functions, with what is known as the set’s footprint of uncertainty (FOU) representing the third dimension. In fact, it is this FOU that provides type-2 FLSs with additional degrees of freedom and make it possible for them to directly model and handle more types of uncertainties with higher magnitudes than their type-1 counterparts.
Figure 5.3: Step response for reference $\psi^* = 0.5$ rad and $\varphi^* = 0$ rad: (a) stabilizing performance, and (b) control inputs (main and tail motors’ input voltages).
Figure 5.4: Step response for reference $\psi^* = 0$ rad and $\varphi^* = 0.5$ rad: (a) stabilizing performance, and (b) control inputs (main and tail motors’ input voltages).
Figure 5.5: Step response for reference $\psi^* = 0.5$ rad and $\varphi^* = 0.5$ rad: (a) stabilizing performance, and (b) control inputs (main and tail motors’ input voltages).
5.5 Conclusion

In this chapter, an interval type-2 fuzzy controller is developed for a TRMS. As such, the naturally inherited high computational complexity of conventional type-2 fuzzy systems is alleviated. A series of tests are carried-out to demonstrate the performance of the proposed control approach. The controller is also compared to its type-1 counterpart in similar operating conditions. Results show the superiority of type-2 FLC in compensating for high-magnitude uncertainties.
Chapter 6

Design and Realization of a Real-Time Control Platform for Quadrotor Unmanned Aerial Vehicles

6.1 Introduction

Quadrotors have become very popular due to their ability to maneuver in both difficult and dangerous conditions and thanks to recent developments in embedded systems, automatic control and artificial intelligence. They have become widely used for many applications such as surveillance, exploration, rescue missions and payload transportation [7]. Reliable positioning and autonomous navigation are fundamental for their use in abundance in everyday real-life applications [39, 37]. Unlike helicopters that use a single main rotor, quadrotors use four rotors making them to have better fault tolerance [23]. However, stabilizing the quadrotor is not an easy task to undertake. They exhibit complex nonlinear and unstable open-loop dynamics. The severe nonlinearities, coupling, varying operating conditions, structured and unstructured uncertainties, and external disturbances are among the typical challenges to be faced.

Similar to aircrafts, quadrotor motion also consists of controlling the pitch, yaw and roll. However, the unique body structure of quadrotors makes the pitch, yaw and roll dynamics strongly coupled [38]. Therefore, controlling them is not trivial. Various control approaches have been proposed for quadrotors [26, 80, 18], including classical, robust and adaptive control laws. Among popular methods, input-output linearization and back-stepping are used for their simplicity. However, linearization does not guarantee the stability in all operating conditions. Moreover, they suffer from sensitivity to parameter variations. So, modeling the system’s dynamics based on presumably accurate mathematical models cannot be ap-
plied efficiently in this case. This raises the urgency to consider alternative approaches for the control of this type of systems to keep up with their increasingly demanding design requirements.

Studies have shown that the design of robust controllers for mathematically ill-defined systems that may be subjected to structured and unstructured uncertainties is made possible with computational intelligence tools, such as artificial neural networks and fuzzy logic controllers [20]. The approximation capabilities have been the main driving force behind the increasing popularity of such methods as they are theoretically capable of uniformly approximating any continuous real function to any degree of accuracy [15]. This has led to the recent advances in the area of intelligent control [10, 13]. Satisfactory performance is achieved with various neural network models for complex systems control [18, 21], providing an alternative to conventional control techniques.

This chapter introduces a real-time control platform for quadrotor UAVs. The control framework is meant to be universal but yet flexible to allow implementation of various control and navigation algorithms. The proposed design approach is modular, which favors versatility. System identification is carried out to determine the system’s parameters. In addition, a wireless communication unit is designed for remote control and monitoring from a ground station graphical user interface, which simplifies diagnostic. The proposed quadrotor control platform is cost effective, and it is a powerful maquette for a variety of controllers. The performance of the developed control platform is shown by simulation and experiment through PID control implementation. The remaining part of the chapter is organized as follows: Section 6.2 outlines the dynamic model of quadrotor UAVs. The real-time control platform is detailed in Section 6.3 and system identification is presented in Section 6.4. The control strategy is presented in Section 6.5. In Section 6.6, simulation and experimental results are reported and discussed. We conclude with a few remarks.

6.2 Dynamics

The quadrotor depicted in Fig. 6.1 consists of a six degree-of-freedom (DOF) body actuated by four propellers [12]. The four rotors provide upwards propulsion as well direction control. The system consists of two opposite rotor pairs, one rotating clockwise while the other rotates counter clockwise for balance. The difference between the two pairs speed generates either positive or negative yaw acceleration. On the other hand, pitch and roll accelerations are achieved by increasing and decreasing opposite rotors. The dynamic mathematical model based on Euler-Lagrange formulation can be described by the
following equations [26]:

\[ \ddot{x} = \frac{1}{m} (\cos \phi \sin \theta \cos \psi + \sin \phi \sin \psi)u_1 \]  

\[ \ddot{y} = \frac{1}{m} (\cos \phi \sin \theta \sin \psi - \sin \phi \cos \psi)u_1 \]  

\[ \ddot{z} = -g + \frac{1}{m} (\cos \phi \cos \theta)u_1 \]  

\[ \ddot{\phi} = \frac{I_y - I_z}{I_x} \frac{\dot{\phi}}{I_x} \psi - \frac{J_r}{I_x^2} \dot{\phi} \Omega_r + \frac{l}{I_x} u_2 \]  

\[ \ddot{\theta} = \frac{I_z - I_x}{I_y} \frac{\dot{\theta}}{I_y} \phi + \frac{J_r}{I_y^2} \dot{\phi} \Omega_r + \frac{l}{I_y} u_3 \]  

\[ \ddot{\psi} = \frac{I_x - I_y}{I_z} \frac{\dot{\psi}}{I_z} \phi + \frac{1}{I_z} u_4 \]  

where,

- \( m \in \mathbb{R} \): mass of the quadrotor
- \( l \in \mathbb{R} \): length from the rotors to the center of mass
- \( g \in \mathbb{R} \): gravitational constant
- \( \phi \in \mathbb{R} \): roll angle of the quadrotor
- \( \theta \in \mathbb{R} \): pitch angle of the quadrotor
- \( \psi \in \mathbb{R} \): yaw angle of the quadrotor
- \( u_i \in \mathbb{R} \): control inputs
- \( J_r \in \mathbb{R} \): moments of inertia of the propeller blades
- \( \Omega_r \in \mathbb{R} \): angular velocity of the propeller blades
- \( I_x, I_y, I_z \in \mathbb{R} \): moments of inertia of the quadrotor

The system has four inputs \((u_1, u_2, u_3, u_4)\) and six outputs \((x, y, z, \phi, \theta, \psi)\). The control input \( u_1 \) provides thrust on the body in the z-axis, \( u_2 \) and \( u_3 \) are the roll and pitch inputs and \( u_4 \) is used for yaw control. These inputs \( u_i \in \mathbb{R} \) can be written in terms of rotor
speeds $\Omega_i \in \mathbb{R}$, $i = 1, \ldots, 4$ [83]:

\[
\begin{align*}
  u_1 &= b(\Omega_1^2 + \Omega_2^2 + \Omega_3^2 + \Omega_4^2) \\
  u_2 &= b(\Omega_2^2 - \Omega_4^2) \\
  u_3 &= b(\Omega_3^2 - \Omega_1^2) \\
  u_4 &= b(\Omega_1^2 - \Omega_2^2 + \Omega_3^2 - \Omega_4^2) \\
  \Omega_r &= \Omega_2 + \Omega_4 - \Omega_1 - \Omega_3
\end{align*}
\] (6.2)

where $b$ and $d$ are the thrust and drag coefficients, respectively.

**Assumption 1** The body of the quadrotor is assumed to be rigid and symmetric along $x$, $y$ and $z$ axes.

**Remark 1** It is noteworthy that the aerodynamic forces and moments are ignored at low speed. These effects are very hard to model, in particular vortex ring state, blade flapping and slip stream of rotors. However, it is reasonable to neglect the aerodynamic effects at low speed for simplicity [97].

![GAUI 330 X-S quad flyer.](image)

**6.3 Real-Time Control Platform Design**

This work aims to develop a quadrotor system capable of autonomous hovering and communication with a control station. For this purpose, various sensors are required to provide the control unit (i.e., microprocessor) with feedback signals through a data acquisition card.
As such, developed feedback control law, localization and navigation algorithms can be implemented in the embedded board and their performance can be evaluated with real-world data. Since the system is also required to have communication capabilities with a ground station, a communication card needs to be installed as well onboard. Moreover, a power interface is necessary between actuators and the embedded board. In this section, a modular architecture, depicted in Fig. 6.2, is proposed to meet the aforementioned requirements, which is divided into three categories:

![Platform architecture](image)

Figure 6.2: Platform architecture.

### 6.3.1 Hardware

While some engineers and researchers design and build their own quadrotor mechanical structure [95, 42, 50], others prefer to use the so many commercially available platforms such as, Dragan flyer, X-UFO and MD4-200. Since mechanical design is out of the scope of this work, GAUI 330 X-S quad flyer (Fig. 6.1) is purchased for this project at a reasonable price to shorten development time.

The performance of feedback control laws depends significantly on accurate knowledge of quadrotor states. However, accurate sensors for quadrotor altitude, acceleration, global position and other relevant data for the control are costly. The designed sensors’ unit makes use of micro-electromechanical systems (MEMS) technology with low-cost sensors.
Micro-electromechanical systems (MEMS), however, results in low precision data which yields a weak drift rejection. This imperfection makes control more challenging. This makes of the platform an adequate benchmark to compare the performance of different kinds of controllers.

Various inertial measurement devices are available on the market such as, MT9-B from Xsens and the 3DM-GX1 from Microstrain. Although expensive, both of them offer a good performance and are widely used in many applications. To keep up with our low-cost requirement, CHR-6dm inertial measurement device from CHRobotics is selected for the sensors’ unit. Similarly, Devantech sonar range finder (SRF-10) is designated for the project. It is the most popular choice due to its high flexibility of configuration and simple interface on an inter-integrated circuit (I2C) bus, providing measurement at 15 Hz rate.

Actuators unit, on the other hand, receives control signals from the control unit to drive actuators and adjust quadrotor position and orientation. This unit is composed of motors and its associate electronics. In this project, four 40 g brushless dc motors and their electronic speed controllers (ESCs) are provided with the GAUI 330x kit. These motors are rated for 11655 RPM nominal speed and their ESCs weight is 9 g and of small size that can support current up to 10A from various battery types. The PWM switching frequency can be set up to 400 Hz, the fact which yields reduced motor vibration and good control performance.

As for the power unit, it provides necessary power for all units. It is recommended to choose a light weight rechargeable battery to minimize the power consumption and increase the flight time. Nickel Cadmium (NiCd), Nickel Metal Hydride (NiMh) and Lithium
Polymer (Li-Po) are among the most popular batteries in drone applications, especially for quadrotors and helicopters. In this work, Lithium-ion Polymer GAUI 3s (LiPo3s) battery is used for its performance. Moreover, its dimension and weight (150 g) are a perfect fit with our prototype. It is 11 V battery with 2000mAh capacity at discharging rate of 20C.

6.3.2 Communication

The quadrotor is able to communicate with a ground station through a communication unit. Therefore, two modules (i.e., sender and receiver) are needed to perform telemetry and control operations. Several wireless protocols exist but Zigbee is the most suitable for our application due to its low power consumption and acceptable transmission speed. Zigbee protocol is a wireless network protocol designed specifically for low data rate sensors and control networks [1]. Among available products, Xbee module communicates at a rate up to 250 Kbps. However, communication with the host controller is done through serial interface. Therefore, faster wireless module is needed to minimize the execution time of the control loop. In this work, Easybee3 module from Mikroelektronika is used for also its compatibility with MRF24J40MA transceiver from microchip. This module has a SPI bus, which allows communication faster than UART bus implemented on the Xbee.

6.3.3 Software

Stabilization, which is achieved by the control unit, is fundamental for a quadrotor system. In this work, dsPIC 128gp710 from microchip is used to implement control laws and acquire sensors data. Moreover, a PCB board is designed to interface the MCU, sensors and built-in ESCs. This card is equipped with 3.3V voltage regulator to power the MCU. Therefore, control and navigation algorithms can be developed and implemented for their experimental validation. Using Labview, a ground station, which is depicted in Fig. 6.3, is developed. It allows bidirectional communication with the quadrotor. As such, quadrotor data is sent to the ground station and displayed in a graphical user interface and remote control signals are sent back for teleoperation. This is useful for control, analysis, monitoring, and system identification. In addition, a PIC18F4520 is connected to a personal computer (PC) through a serial port to read received data from the Zigbee module to be displayed in the GUI. The quadrotor simulator OS4 presented in [6] is used to examine its dynamic behavior. This simulator is modified to include ESCs and motors dynamics. The resultant Simulink model is used for simulation.
6.4 System Identification

Several parameters in the model need to be identified. In this section, quadrotor parameters are identified either by measurements or experiments (Table 6.1) and are then used for control design and simulation. The parameter identification methods are briefly discussed because it is not the focus of the present work. For inertia moments calculation, it is required to identify the dynamic behavior of the quadrotor in rotation around a given axis. Since the body of the quadrotor is symmetric (assumption 1), inertia moments can be represented by a diagonal matrix. On the other hand, the quadrotor is equipped with four nylon propellers driven by four brushless dc motors. In order to control rotational speed of propellers to stabilize the quadrotor, we need to find first the relationship between the rotational speed of each propeller and its generated lift force. Since all motors are considered identical, identification is performed on a single motor for simplicity. Thus, the characteristic of the motors is identified by mounting a permanent magnet on the motor’s rotor and by placing close to it a Hall Effect sensor. Then, an additional weight is added to prevent the structure from being lifted by the vertical force of the propeller. By placing the system on an electronic balance as it is shown in Fig. 6.4, the propeller lift force is measured through differential readings. It is noteworthy that mass and length can be directly measured.

![Figure 6.4: Trust factor experiment testbed.](image)

6.5 Control Strategy

To demonstrate the performance of the developed quadrotor platform, a controller is designed for altitude and attitude stabilization. The model (6.1) is used to write the system
in a state-space form \( \dot{q} = f(q, u) \), where \( u = [u_1, u_2, u_3, u_4]^T \) is the inputs vector and \( q = [\dot{z}, \dot{\phi}, \dot{\theta}, \dot{\psi}]^T \) is the state vector. Therefore, the quadrotor dynamics is written as:

\[
\begin{align*}
\ddot{z} &= -g + \frac{1}{m} (\cos \phi \cos \theta) u_1 \\
\ddot{\phi} &= \frac{I_y - I_z}{I_x} \dot{\psi} - \frac{J_x}{I_x} \dot{\theta} \Omega_r - \frac{l}{I_x} u_2 \\
\ddot{\theta} &= \frac{I_z - I_x}{I_y} \dot{\phi} \dot{\psi} + \frac{J_r}{I_y} \dot{\phi} \Omega_r + \frac{l}{I_y} u_3 \\
\ddot{\psi} &= \frac{I_x - I_y}{I_z} \dot{\phi} \dot{\theta} + \frac{1}{I_z} u_4
\end{align*}
\]

The control objective is to design a control law \( u \in \mathbb{R}^4 \) to force the quadrotor state \( q \in \mathbb{R}^4 \) to track its pre-defined time-dependent desired value \( q_d \in \mathbb{R}^4 \) as \( t \to \infty \) for any initial condition \( x_0 \). In this work, the controller uses \((z, \phi, \theta, \psi) \in \mathbb{R}^4\) as system’s measurable states. For that, let’s define \( e_z = z_d - z \), \( e_\phi = \phi_d - \phi \), \( e_\theta = \theta_d - \theta \), \( e_\psi = \psi_d - \psi \) as state errors. Therefore, PID control is used to track these errors to zero with the following control law:

\[
\begin{align*}
u_1 &= k_{pz} e_z + k_{iz} \int e_z + k_{dz} \frac{d}{dt} e_z \\
u_2 &= k_{p\phi} e_\phi + k_{i\phi} \int e_\phi + k_{d\phi} \frac{d}{dt} e_\phi \\
u_3 &= k_{p\theta} e_\theta + k_{i\theta} \int e_\theta + k_{d\theta} \frac{d}{dt} e_\theta \\
u_4 &= k_{p\psi} e_\psi + k_{i\psi} \int e_\psi + k_{d\psi} \frac{d}{dt} e_\psi
\end{align*}
\]

where \( k_{p\star}, k_{i\star} \) and \( k_{d\star} \) are the proportional, integral and derivative control gains, respectively.

The destabilizing effect of nonlinearities can have negative consequences, such as severe tracking errors, limit cycles, chattering, excessive noise and can even lead to instability. For instance, actuator saturation occurs with a large change in setpoint or when starting the system with significant initial conditions [9]. Consequently, the integral term accumulates a significant error during the rise, which is known as windup. Therefore, the anti-windup algorithm is used to cope with actuators saturation [6]. In this algorithm, \( e \) is the error of the controlled variable, \( x_i \) is the integral action, \( u \) is the control input, \( \epsilon \) is a threshold and \( T_s \) is the sampling time.
Algorithm 1: anti-windup

\begin{algorithm}
\begin{algorithmic}
\State \textbf{begin}
\State \quad \textbf{if} $|e| > \epsilon_1$ \textbf{then}
\State \qquad \textbf{Set} $x_i = x_i - 1$
\State \quad \textbf{else}
\State \qquad \textbf{if} $u < \epsilon_2 \text{ and } x_i < \epsilon_3$ \textbf{then}
\State \qquad \qquad \textbf{Set} $x_i = x_i - 1 + (e \cdot T)$
\State \qquad \textbf{else}
\State \qquad \quad \textbf{if} $(u \cdot x_i) > 0$ \textbf{then}
\State \qquad \qquad \textbf{Set} $x_i = 0$
\end{algorithmic}
\end{algorithm}

6.6 Simulation and Experimental Results

6.6.1 Setup

A simulation and an experiment are carried out on a quadrotor. Table 6.1 summarizes the quadrotor’s physical parameters along with their respective values. PID control coefficients are set to $k_{pz} = 5$, $k_{iz} = 0.3$, $k_{dz} = 0.5$, $k_{p\phi} = k_{p\theta} = k_{p\psi} = 3$, $k_{i\phi} = k_{i\theta} = k_{i\psi} = 0.5$, $k_{d\phi} = k_{d\theta} = k_{d\psi} = 1.5$ and the gravitational constant is set to $g = 9.8 \text{ m/s}^2$. The controller is set to operate at a bandwidth of 200 Hz. For each simulation and experiment, the system’s response is studied taking into account the quadrotor’s angles (roll, pitch, yaw) and altitude.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>0.68</td>
<td>(kg)</td>
</tr>
<tr>
<td>Arm length</td>
<td>0.18</td>
<td>(m)</td>
</tr>
<tr>
<td>Thrust coefficient</td>
<td>$6.9 \cdot 10^{-6}$</td>
<td>(N·s²)</td>
</tr>
<tr>
<td>Drag coefficient</td>
<td>$9.3 \cdot 10^{-8}$</td>
<td>(N·m·s²)</td>
</tr>
<tr>
<td>Motor inertia</td>
<td>$4 \cdot 10^{-6}$</td>
<td>(kg·m²)</td>
</tr>
<tr>
<td>Propeller inertia</td>
<td>$1 \cdot 10^{-5}$</td>
<td>(kg·m²)</td>
</tr>
<tr>
<td>Rotor inertia</td>
<td>$1.4 \cdot 10^{-5}$</td>
<td>(kg·m²)</td>
</tr>
<tr>
<td>Inertia on x axis</td>
<td>$3.5 \cdot 10^{-3}$</td>
<td>(kg·m²)</td>
</tr>
<tr>
<td>Inertia on y axis</td>
<td>$4.2 \cdot 10^{-3}$</td>
<td>(kg·m²)</td>
</tr>
<tr>
<td>Inertia on z axis</td>
<td>$7.5 \cdot 10^{-3}$</td>
<td>(kg·m²)</td>
</tr>
<tr>
<td>Twist pitch</td>
<td>0.07</td>
<td>(rad)</td>
</tr>
<tr>
<td>Pitch of incidence</td>
<td>0.35</td>
<td>(rad)</td>
</tr>
<tr>
<td>Propeller chord</td>
<td>$1.8 \cdot 10^{-2}$</td>
<td>(kg)</td>
</tr>
</tbody>
</table>
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Figure 6.5: Quadrotor platform’s simulation: (a) roll; (b) pitch; (c) yaw; and (d) quadrotor’s altitude.
6.6.2 Simulation Results

A simulation is carried out to study the developed quadrotor platform’s performance. In the first simulation, the aforementioned quadrotor parameter values are used to simulate the system’s dynamics. The desired angles are all set to zero, which corresponds to quadrotor horizontal orientation. However, the altitude is set to 40 cm. The altitude controller is composed of two parts: the first which is a constant gain equal to the quadrotor weight to compensate the gravity effect. The second part is the PID controller. It is noteworthy that the controller output is scaled with the factor of $\cos \phi \cos \theta$, which reduces the coupling effect between roll and pitch angles. As it is shown in Fig. 6.5, the quadrotor’s angles and altitude errors decay gradually before stabilizing within acceptable amplitude. It is important to note the relatively slow convergence on the altitude (i.e., 8 sec) and its oscillations. This is due to the severe nonlinearities associated with quadrotors that cannot be easily compensated by a linear controller.

![Figure 6.6: Assembled structure.](image)

6.6.3 Experimental results

An experiment is conducted on the developed quadrotor platform (Fig. 6.6). The desired angles are all set to zero for quadrotor horizontal orientation and the altitude is set to 50 cm. Experimental results are depicted in Fig. 6.7. As it is observed, the quadrotor’s angles and altitude errors are maintained in the vicinity of zero to obtain a better accuracy for roll and pitch angles. Then, a set of disturbances are introduced manually at $t = 27, 34, 40, 44$ sec for roll angle and at $t = 33, 52, 56$ sec for pitch angle. Although the use of classical
PID control, all perturbations are rejected. Also, altitude control is maintained during disturbance.

Figure 6.7: Quadrotor platform’s experiment: (a) roll; (b) pitch; (c) yaw; and (d) quadrotor’s altitude.

6.7 Conclusion

In this chapter, a universal, yet flexible, real-time control platform is designed for quadrotors. This approach allows implementation of various control and navigation algorithms while wireless remote control and monitoring simplify diagnostic. Moreover, the proposed design approach is modular, which makes it versatile. Selection of variety of sensors, communication devices and control boards is cost effective, and their imperfection provides
researchers with additional control challenges. Therefore, it can be used to show the efficiency of different kinds of controllers as it can be considered as a challenging prototype for many nonlinear control problems. In this work, a complete quadrotor system is realized and tested. PID control is chosen for implementation to evaluate the proposed platform’s performance due its simplicity. Simulation and experimental results show acceptable control performance of the quadrotor’s states (roll, pitch, yaw, altitude). Despite of nonlinearities, the system is successfully stabilized horizontally. A system’s identification technique is presented and carried out to derive the system’s parameters and coefficients which are then used for simulation. Regardless of modeling uncertainties, experimental results highlight the developed simulation model’s accuracy.
Chapter 7

Conclusion and future works

7.1 Conclusion

This thesis is about the synthesis of robust control law for nonlinear multivariable uncertain systems. In fact, classical linear powerful approaches ($H_2/H_\infty$) known for their robustness are applied. Yet the drawbacks are their unsuitability for nonlinear system, in that the performance of these approaches is guaranteed only around separate operating point. Basing on LMN and in order to maintain the obtained performance to a full system operating range, a controllers’ network is introduced to ensure transitions between controllers within the network. The LMNs are used for their adaptive feature and their providing powerful combination of conventional linear control techniques. Nevertheless, LMNs are very challenging model knowledge based control techniques. Alternatively, an intelligent control (model free control) is suggested, where no a priori knowledge of system’s parameters or dynamics is required.

An interval type-2 fuzzy control scheme is proposed. This strategy uses the effect of uncertainty which is modeled at the level of membership functions to achieve accurate tracking and robustness to both structured and unstructured uncertainties, i.e., this control scheme allows for the incorporation of uncertainty in the input membership levels. The proposed interval type-2 fuzzy controller is compared to type-1 fuzzy control, and it has shown that the former are better able to handle uncertainties than the latter.

Quadrotor as a complete universal flexible real-time control platform, which allows implementation of various control and navigation algorithms, is designed and then realized. Control platform is to eventually used to enhance varied types of controllers, as it could be considered as a scale model for many serious nonlinear control problems. Due to its simplicity, PID control is implemented to evaluate the proposed platform’s performance.
Yet, PID is not widely dealt with in the present research because it is not the subject of the foci in this thesis; it is to be let for further future research.

Two types of nonlinear aerodynamic twin rotor multi input multi output (MIMO), the CE-150 and TRMS 33-949 helicopters which are a good example of a highly coupled nonlinear system perturbed by mismatched uncertainty, has been introduced. The models of the systems have been detailed, and Simulation models have been provided. The analysis of these provided models confirm that the systems are multivariable two degree-of-freedom (DOF) and strong cross-coupling. The twin rotor is, therefore, a good example for complex nonlinear multivariable control systems which could not be easily handled by classical control for full range of operating area. This is the reason why new robust controls approaches for full range operation systems are required.

In all the above mentioned robust control techniques, the application of these techniques for the proposed systems (TRMS and CE-150) has given excellent responses when handling uncertainties. In fact, the carried out tests demonstrate that the performance of the proposed control approach LMN and Type 2 FLC provide the desired trajectories of both azimuth and elevation angles which are achieved with satisfactory asymptotic errors. They also ensure the decoupling of the system dynamics and good performance. While the fuzzy approach shows the superiority of type-2 FLC in compensating for high-magnitude uncertainties than Type 1 FLC.

7.2 future works

The thesis writing process has provided me with a certain maturity, and thus raised in my mind some new ideas which might be considered as a platform whereby a new research based on the outcomes could be started.

In fact, myself, I realized after finishing the thesis that it is not enough and even important not to limit the scope of research to the Local Model Network because I have noticed that the Switching mechanism in LMN could be realized by Fuzzy Logic Rules. This is why it is necessary to conduct new research with new directions such as: Fuzzy local model network. Furthermore, intelligent methods are important for they are non model based.

In addition to fuzzy type-2 which was dealt with in present work, an adaptive feature will be useful and advantageous to more handle uncertainties and performance. So, adaptive fuzzy logic interval type-2 control will make a suitable subject for a potential future research avenue.
Implementation of controls methods in real time systems, which were theoretically validated in this thesis through simulation, would be tested experimentally.

Since the developed quadrotor’s platform was validated successfully, a need for the implementation of a robust control design becomes prerequisite, and thus a new research avenue is suggested.
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