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abstract

A new method, probability distribution of diffusivities (time scaled square displacements
between succeeding video frames), was developed to analyze single molecule tracking
(SMT) experiments. This method was then applied to SMT experiments on ultrathin
liquid tetrakis(2-ethylhexoxy)silane (TEHOS) films on Si wafer with 100 nm thermally
grown oxide, and on thin semectic liquid crystal films. Spatial maps of diffusivities from
SMT experiments on 220 nm thick semectic liquid crystal films reveal structure rela-
ted dynamics. The SMT experiments on ultrathin TEHOS films were complemented by
fluorescence correlation spectroscopy (FCS). The observed strongly heterogeneous single
molecule dynamics within those films can be explained by a three-layer model consis-
ting of (i) dye molecules adsorbed to the substrate, (ii) slowly diffusing molecules in the
laterally heterogeneous near-surface region of 1 - 2 molecular diameters, and (iii) freely
diffusing dye molecules in the upper region of the film. FCS and SMT experiments reveal
a strong influence of substrate heterogeneity on SM dynamics. Thereby chemisorption
to substrate surface silanols plays an important role. Vertical mean first passage times
(mfpt) in those films are below 1 µs. This appears as fast component in FCS auto-
correlation curves, which further contain a contribution from lateral diffusion and from
adsorption events. Therefore, the FCS curves are approximated by a tri-component func-
tion, which contains an exponential term related to the mfpt, the correlation function
for translational diffusion and a stretched exponential term for the broad distribution of
adsorption events. Lateral diffusion coefficients obtained by FCS on 10 nm thick TEHOS
films, thereby, are effective diffusion coefficients from dye transients in the focal area.
They strongly depend on the substrate heterogeneity. Variation of the frame times for
the acquisition of SMT experiments in steps of 20 ms from 20 ms to 200 ms revealed a
strong dependence of the corresponding probability distributions of diffusivities on time,
in particular in the range between 20 ms and 100 ms. This points to average dwell times
of the dye molecules in at least one type of the heterogeneous regions (e.g. on and above
silanol clusters) in the range of few tens of milliseconds.

Furthermore, time series of SM spectra from Nile Red in 25 nm thick poly-n-alkyl-
methacrylate (PnAMA) films were studied. In analogy to translational diffusion, spectral
diffusion (shifts in energetic positions of SM spectra) can be studied by probability dis-
tributions of spectral diffusivities, i.e. time scaled square energetic displacements. Simu-
lations were run and analyzed to study contributions from noise and fitting uncertainty
to spectral diffusion. Furthermore the effect of spectral jumps during acquisition of a SM



spectrum was investigated. Probability distributions of spectral diffusivites of Nile Red
probing vitreous PnAMA films reveal a two-level system. In contrast, such probability
distributions obtained from Nile Red within a 25 nm thick poly-n-butylmethacrylate film
around glass transition and in the melt state, display larger spectral jumps. Moreover,
for longer alkyl side chains a solvent shift to higher energies is observed, which supports
the idea of nanophase separation within those polymers.
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1 Introduction

Diffusion is a widely occurring phenomenon in the world surrounding us. Whether we
look at astrophysics, environmentalism, biology, sociology and also in various techni-
cal applications diffusion plays a role. Macroscopic diffusion was in general explained,
when in 1855 Adolf Fick published his now famous second law of diffusion, relating the
temporal gradient of solvent concentration to the second derivative of its spatial distri-
bution [Fick55]. Some years earlier, in 1828, Robert Brown had studied the motion of
pollen grains and various pulverized materials suspended in water with an optical mi-
croscope [Brow28]. The origin of this Brownian Motion remained unexplained until in
1905 Albert Einstein and in 1906 Marian Smoluchowski established the theory of thermal
motion of colliding particles in a liquid [Eins05, Smol06]. Their theory of kinetic motion
of particles has become the foundation for describing diffusion on a microscopic scale.

In recent time the technical improvement led to investigations and technical applica-
tions on the nanometer scale. Numbers of biologists study cell division, e.g. [Loos08],
or the motion of cells as well as that of proteins and other molecules within cells or
cell membranes [Mori07, Petr08]. In the field of bio-mimetics thus obtained insights are
used for technical applications [Diez03]. Furthermore, great efforts are made to fabricate
various types of lab on a chip for fast and cheap analysis, segregation and processing of
molecules, with applications in medicine and nanotechnology, e.g. [Manz90, Hu11]. In
2001 the Royal Society of Chemistry launched a journal named Lab on a Chip, which
actually has an impact factor > 6. Another emerging field of research is alternative
power generation, where e.g. in solar cells light induced separated charges have to ef-
fectively reach the electrodes, which may imply the use of electrolytes [Jia11]. In all
those areas of nanometric research and applications, diffusion no longer occurs within
large volumes of liquids, but is confined into restricted geometries. Then the diffusing
particles or molecules are not only influenced by the properties of the solvent, but also
by interactions with the interfaces in their close vicinity. The latter e.g. are the driving
force for the self-assembly of coating monolayers used in many applications. However,
in most cases the explicit interactions and even more their spatial range are not fully
known.

Numerous experimental studies have addressed the changes in diffusion evoked by con-
fining geometries and interactions with interfaces. Amongst them are ensemble methods
like nuclear magnetic resonance (NMR) studies, e.g. of diffusion of methane in uni-
dimensional channel zeolithes [Kukl96], and of liquid crystal self-diffusion in porous
glass [Vilf07], as well as incoherent quasielastic neutron scattering studies, e.g. of liquid
crystal in porous glass [Lefo08]. Also optical techniques are used for ensemble measure-
ments, e.g. studies of ensemble fluorescence of dye diffusion in thin polymer films [Hall98],
and second harmonic generation and polarized absorption of liquid crystal thin films

11



1 Introduction

on a polyimide substrate [Zakh08], just to name a few recent ones. Further exam-
ples may be found in Diffusion in Condensed Matter, edited by Heitjans and Kärger,
in part II Interfaces [Heit05]. However, ensemble methods only allow for investiga-
tion of average properties. In contrast single molecule (SM) methods enable for the
exploration of local environments and thus complement ensemble methods [Moer03].
Fluorescence correlation spectroscopy (FCS) is widely used in biophysics, e.g. to study
surface binding kinetics [Thom83] or the formation and dynamics of lipid domains in
membranes [Kahy04]. Furthermore, diffusion in nanopores [Hohl07] and in liquid crystal
cells [Kawa08] has also been studied by FCS. The optical detection of single fluorescent
molecules [Nguy87, Moer89, Orri90], led to further extension of exploration methods,
namely single molecule tracking (SMT) and time series of SM fluorescence spectra as
well as of polarization resolved SM fluorescence intensities. A more detailed explanation
of SM methods will be given in the following chapters. SMT e.g. has been applied to
study diffusion in thin liquid films [Schu03, Honc08], in nanopores [Zürn07] and recently
also in thin liquid crystal films [Schu10b, Schu11]. Due to the larger viscosity of polymers,
the properties of thin polymer films are mainly studied by time series of SM fluorescence
spectra [Hou00] and of polarization resolved SM fluorescence intensities [Scho04].

A common feature of diffusion in confining geometries and at interfaces is the ap-
pearance of heterogeneities [Saxt96, Hou00, Schu03, Hac05]. However it is not always
straightforward to discriminate, whether the deviations from homogeneous diffusion are
caused by a mixture from diffusion within heterogeneous regions or are due to anoma-
lous diffusion behavior. An example for the former is diffusion occurring predominantly
in layers with rare exchange between the layers in combination with layer-dependent
diffusion coefficients, which was suggested by Schuster et al. to explain the observed
anisotropies in SMT experiments in thin liquid films [Schu03]. Whereas anomalous dif-
fusion e.g. is caused by the existence of traps at a membrane [Saxt96], since in that case
longer observation times will increase the probability to reach deeper traps [Lube08].
In this context it is important to note that the observed type of diffusion essentially
depends on the observation time: Anomalous behavior arises from non-ergodicity, i.e.
the probe molecule will not sample all heterogeneous regions within observation time.
Then the outcome of an individual measurement varies due to the different composition
of regions sampled during observation time. Yet if, due to rare transition rates between
the heterogeneous regions, the probe molecule will stay within the same region during
observation, the outcome of each individual measurement will be homogeneous diffu-
sion. A large enough set of measurements will then mirror the statistical distribution
of heterogeneous regions within the sample (assuming homogeneously distributed probe
molecules). Nevertheless, if the observation time is long enough for the probe molecule
to sample all regions during an individual measurement (i.e. ergodicity), an effective
diffusion coefficient Deff will be observed.

This work was started with the intention to further characterize the anisotropic
diffusion observed in the preliminary work on ultrathin liquid films by Schuster et
al. [Cich00, Schu02b, Schu02a, Schu03, Schu04]. Manipulation of dye-substrate inter-
actions promised to yield further information on SM dynamics at solid-liquid interfaces.
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Moreover, initial SMT experiments on varying time scales, which were conducted within
the here reported work, clearly revealed a time-dependence of the obtained Dmsd. This
could not be explained by the previously developed model assuming liquid layering with
rare interlayer exchange of SM molecules. Thus, the model for SM dynamics in ultra-
thin liquid films had to be revised and improved. Recent theoretical work by Franosch
et al. [Kamm08] (demonstrating the time dependence of diffusion on clusters) and by
Sokolov et al. [Lube08, Neus09] contributed to the interpretation of the observed time
dependence. SMT experiments usually are analyzed by calculating time-averaged mean
square displacements (msd) along the detected trajectories [Schm95, Schm96, Schü97].
As was shown by Lubelski, Sokolov and Klafter, distributions of diffusion coefficients
Dtraj obtained from time-averaged single trajectories are relatively broad in case of an
anomalous diffusion process, and moreover, the obtained mean values Dmsd of the distri-
butionsDtraj depend essentially on the length of the trajectories [Lube08]. The latter was
explicitly observed by Schuster et al. in the above mentioned experiments [Schu03], thus
hinting to anomalous diffusion. However these Dmsd were not derived from trajectories
of similar lengths, since experimental constraints restrict the gain of long trajectories
necessary for good statistics. Thus a thorough comparison of the Dmsd obtained at
different time lags τ as suggested by Lubelski et al. is not feasible.

For this reason, a new analyzing tool for SMT experiments was developed within this
work with support [Baue09b] from Michael Bauer and Mario Heidernätsch from the the-
ory group of Günter Radons, TU Chemnitz: Probability distributions of diffusivities ddiff

are obtained from SMT experiments and analyzed. This tool is based on preliminary
work of Schmidt et al. [Schü97] and Bräuchle et al. [Hell04c, Jung08], who used probabil-
ity distributions and complementary probability distributions of square displacements r2

of traced molecules, respectively. The diffusivities are time-scaled square displacements
r2 of traced molecules between succeeding frames, i.e. ddiff = r2/(4τ), where the time lag
τ is the frame time (i.e. the inverse frame rate) of the SMT acquisition or a multiple of
it. A detailed explanation of these distributions and their analysis is given in chapter 3.
Several publications already made use of this [Täub09a, Tren09b, Schu10b, Schu11].
This new tool now allows for comparison of diffusion coefficients obtained from ensem-
ble averages at different time lags τ . Complementary probability distributions of square
displacements were also used by Schwartz et al. [Honc09b]. They time-scaled the dif-
fusivities for enabling direct comparison of the diffusion coefficients as slopes of the
distributions plotted in Fig. 4 in [Honc09b]. However, for part (b) of that figure, they
do not give the used time intervals, thus they seem not to be aware of the possible
dependence of these distributions on the used time interval. Furthermore, spatial distri-
butions of diffusivities can be used to reveal spatial structures, e.g. of thin liquid crystal
films [Schu10b], while an analogy of spectral diffusion with spatial diffusion led to the
development of analogous tools to study spectral diffusion [Krau11a].

Outline

This work deals with the characterization of heterogeneous diffusion in confined soft
matter. In particular, heterogeneous diffusion in thin supported films of soft matter
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1 Introduction

was investigated via optical single molecule methods. Thereby, the main focus is on the
characterization of structure related dynamics in ultrathin liquid films. As was men-
tioned above, a new tool, probability distributions of diffusivities, was developed for the
analysis of SMT experiments on ultrathin liquid films. However, the SMT experiments
were restricted to a temporal resolution not faster than fifteen milliseconds. Fluores-
cence correlation spectroscopy (FCS) enables for the investigation of faster diffusion
processes. Hence, FCS was accomplished on ultrathin liquid films to complement the
SMT experiments in respect to higher temporal resolution.

In chapter 2 models for structure related dynamics in confined soft matter are outlined,
i.e. random walks and mean first passage times, liquid layering at interfaces, characteris-
tics of thin polymer films and thin liquid crystal films, as well as wetting and dewetting
at interfaces, and also two models from continuum hydrodynamics describing Brownian
motion of hard spheres close to a wall. Furthermore, an overview of single molecule
methods for investigation of confined soft matter is given.

Chapter 3 gives the theoretical background of single molecule diffusion dynamics. Here
also the new analyzing tools, probability distributions of diffusivities and of spectral
diffusivities are explained.

In chapter 4 the experimental setups used within this work are described as well as
the materials. Also, a comparison of the tracking software employed within this work is
given.

Chapter 5 deals with spectral diffusion. In analogy to translational diffusion, proba-
bility distributions of spectral diffusivities C(dspec) are created and analyzed to describe
spectral diffusion. In the first part of this chapter simulations are accomplished to
demonstrate the use of the C(dspec). Furthermore, implications from spectral jumps
during acquisition of a SM spectrum are studied, as well as contributions from noise and
fitting uncertainty. In the second part, spectral diffusion of Nile Red molecules embed-
ded in 25 nm thin polymer films is analyzed. The investigation of thin films from three
different poly-n-alkyl-methacrylates (PnAMA) (with varied alkyl side chain length) at
different temperatures allows for comparison of the probe molecule mobility above and
below glass transition temperature. Nile Red in particular is used to probe the local po-
larity of its environment, which appears to be influenced by the alkyl side chain length
of the studied polymers.

Chapter 6 contains investigations of thin liquid tetrakis(2-ethylhexoxy)silane (TEHOS)
films. First an overview of reported results on liquid layering from literature is given
and compared to experimental results within this work. Then film thinning SMT ex-
periments are described and discussed. Furthermore, the time dependence of diffusion
observed by SMT experiments is shown and discussed. In both cases of SMT experi-
ments, conventional analysis by msd along trajectories is complemented by analysis of
distributions of diffusivities leading to deeper insights. Then FCS experiments on thin
liquid films complementing the SMT studies are described and discussed.

The last chapter 7 deals with substrate induced spatial structures influencing SM
diffusion in ultrathin liquid TEHOS films and also in thin liquid crystal 4-n-octyl-4’-
cyanobiphenyl (8CB) films. For this, experiments on ultrathin TEHOS films with differ-
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ent substrate pre-treatments were conducted. Also, FCS was conducted on ultrathin
TEHOS films on micro-structured substrates, which were structured by local laser-
induced dehydroxylation of the highly hydroxylated surface. Furthermore, the newly
developed method to study probability distributions furthermore is applied to SM dif-
fusion in thin 8CB films. By this, the analysis of SMT experiments via msd along
trajectories done by Benjamin Schulz [Schu09] was complemented. Moreover, spatial
maps of diffusivities reveal structure related dynamics within those 8CB films.
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2 Confined soft matter

As was mentioned in the introduction, diffusion in confined soft matter plays an impor-
tant role in technical applications and also in bio-medical research. The simplest case
of confinement is that in one dimension, e.g. between planar interfaces with solids. Yet
there is also an increasing interest into studies of confinement in pores, e.g. [Khok07,
Hohl07, Zürn07]. Pores have many promising technical applications in environmental-
ism, e.g. for filtering gaseous output from industrial plants or for CO2 storage [Du11].
However, this work concentrates on basic research by mainly investigating thin films of
an organic liquid. This is extended by the study of thin polymer films. Finally, the
analysis of structure related dynamics is applied to thin liquid crystal films. This chap-
ter thus is organized to first outline some particular features of thin liquid films, then
proceeding to polymers and to liquid crystals. Afterwards models of wetting behavior at
solid-liquid interfaces are presented together with hydrodynamic models. Furthermore,
an overview of single molecule methods applied to study confined soft matter is given.

2.1 Thin films

2.1.1 Liquid layering at interfaces

For about two decades it has been known from ellipsometry studies [Hesl89, Forc93]
as well as from X-ray reflectivites [Yu99] that liquids show layering at solid interfaces.
Fig. 2.1 (right) shows the electron density profile obtained from ultrathin tetrakis(2-
ethylhexoxy)silane (TEHOS) films by X-ray reflectivity according to [Yu99]. In 1993
Forcada and Mate published their investigation on evaporation experiments with ul-
trathin TEHOS films on Si wafers with native oxide [Forc93]. They showed that the
evaporative thinning was not continuous, but oszilated revealing several minima at film
thicknesses of about five molecular diameters down to the last remaining molecular
layer, see Fig. 2.1 (left). Pervious studies by Heslot et al. [Hesl89] on wetting droplets
of TEHOS spread on smooth [111]-Si substrates with native oxide had revealed up to
four molecular layers. Recent mechanical investigations of thin TEHOS films on na-
tive oxide using an AFM also revealed layering in a region of up to 4-8 nm from the
substrate [Pati07].

Thus liquid layering seems to be a widely spread feature at solid-liquid interfaces.
However the extend of this layering depends on several conditions as will be discussed in
section 6.1. Nevertheless it may also be present in polymers, especially above the glass
transition temperature Tg.
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2.1 Thin films

Figure 2.1: (left) Oscillations of evaporation rates depending on film thickness meausred by ellipsome-
try taken from [Forc93]; (right) electron density varations obtained from X-ray reflectivity
taken from [Yu99].

2.1.2 Thin polymer films

In this work the dynamics of amorphous polymers in the vitreous state as well as in the
melt are of interest. Thus some short outlines about structure related dynamics will be
given here. Mechanic properties as viscosity, shear and relaxation of polymer melts and
of solutions of polymers are well obtained from tube models, which were developed by Doi
and Edwards in the late seventies based on considerations from Rouse and Bueche about
chain motions [Sper06]. However tube models still fail to describe polymer dynamics
properly. Earlier in the seventies De Gennes had developed his theory of reptation
of polymer chains, which provides good results for dynamical properties of rubbery
polymers. According to the De Gennes Reptation Theory the self-diffusion coefficient D
of polymer chains in bulk polymer well above glass transition temperature Tg depends
on the molecular weight Mw as [Sper06]

D ∝M−2
w . (2.1)

In the vitreous state, far below Tg no translational self-diffusion is expected - although
there are some hints at possible lateral displacements due to anisotropies of the films
in long term studies on polymethyl methacrylate (PMMA) at 20 K below Tg [Veni99].
Nevertheless, the picture changes when approaching Tg. A parameter for measuring
polymer flexibility is the radius of gyration Rg of polymer chains. R2

g is defined as the
mean square distance away from the center of gravity [Sper06]. Different relationships
hold for spheres, rods and random coils. In general R2

g is a measure of the stiffness of
the respective polymer chain.

Confinement effects

Effects of confinement on the glass transition temperature Tg have been reported from
various experiments, see e.g. [Kedd94a] and are widely discussed, e.g. [Genn00]. In thin
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2 Confined soft matter

films, the direction of the change in Tg depends on the kind of substrate used. Thus
e.g. on gold surfaces the Tg of PMMA decreases with decreasing film thickness, while on
native SiOx an increase of Tg is reported [Kedd94b]. Recently improved data analysis
from X-ray reflectivity enabled Ahn et al. to prove density enhancement within thin
PMMA films at interfaces with Si wafers with native oxide at room temperature, i.e.
well below Tg [Ahn09]. By using different polymers and also mixtures of them, they
could show that this enhancement depends on one hand on electrostatic interactions
(due to polarity) and on the other hand on chemical interactions and H-bonding. In the
case of PMMA, H-bonding exists between the ester oxygen and the surface silanols of
the Si wafers containing native oxide (after cleaning with piranha solution).

Above Tg in polymer films with strong interactions with the solid surface a slow down
of diffusion was observed for films up to 25 Rg thick [Fran96], while the most dramatic
decrease occurred below 3 Rg [Lin99]. For PnAMA ranging from alkyl length 1 (PMMA)
to 8 (poly-n-octyl methacrylate, POMA) deviations from bulk behavior for Tg and the
coefficient of thermal expansion were observed for films thinner than approximately
60 nm [Camp07].

2.1.3 Thin liquid crystal films

Some materials do not show a single transition from solid to liquid, but undergo tran-
sitions to one or several mesomorphic phases in between. Since in those meso-phases
the materials contain liquid-like as well as solid-like properties, they are named liquid
crystals (LC). Although liquid crystals have been known for more than one century now,
thorough investigation of their properties only started in the 1960, when the importance
of potential applications was realized, while also specific scientific tools for their inves-
tigation, like NMR, became available [Genn93, Dunm11]. In liquid crystals usually a
liquid-like order exists at least in one direction of space, while some anisotropy is present.
Some types of liquid crystals also display a crystalline-like order in one or two directions
of space. The direction of the ordering in nematic and smectic-A liquid crystals is de-
scribed by the liquid crystal director n, as is depicted in Fig. 2.2. A significant property
of smectic liquid crystals is their reduced compressibility along the director (layer nor-

n n

Figure 2.2: (left) Nematic phase, (right) smectic-A phase of a liquid crystal together with the resp.
director n.
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2.2 Wetting and hydrodynamics

mal) n, since compression along n or tilt of the layers will lead to a change in the energy
density of the smectic liquid crystal [Genn93].

Confinement effects

An important property of liquid crystals is their long range order in combination with
liquid-like behavior. Thus they naturally are very sensitive to properties and structure
of the surrounding media. This fact e.g. is used in liquid crystal cells, where a brushed
polymer surface induces alignment of the liquid crystal molecules [Scha96]. The high
sensitivity even allows for quantitative analysis of changes in optical appearance of a
supported film of liquid crystal induced by specific binding of biomolecules to surface
binding sites [Skai00], which may be used in medical applications. In thin smectic-A
liquid crystal films contrary boundary conditions at the liquid crystal-air resp. the liq-
uid crystal-solid interface lead to formation of mesoscopic structures such as focal conic
domains (FCD) [Desi06], hemicylinders [Zapp11], coexistence of different film thick-
nesses [Chak10] or instabilities close to transition temperature [Schl02].

2.2 Wetting and hydrodynamics

Wetting phenomena play a fundamental role in everyday life as well as in technical
applications, e.g. sand castles cannot be built out of dry sand [Seem05], there the wetting
water film is needed to keep the sand grains together. On the other hand Teflon™ is
known to prevent adhesion, which led to many industrial applications. Furthermore, as
will be explained below, wetting behavior also is related to nano-hydrodynamics.

2.2.1 Wetting and dewetting

Figure 2.3: Contact angle θ = 67◦ of a TEHOS drop on dehydroxylated 100 nm thermally grown
silicon oxide.

As was mentioned above, the stability of thin liquid films plays an important role in
many technical applications containing solid-liquid interfaces. A quick way to determine
the wetting behavior experimentally, is to measure the contact angle θ of the liquid with
the substrate, e.g. Fig. 2.3 shows a drop of TEHOS on a dehydroxylated 100 nm thick
SiOx thermally grown on crystalline silicon. The dynamic contact angle θ = 67◦ was
determined with an OCA20 (DataPhysics Instruments, Filderstadt, Germany). For a
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2 Confined soft matter

contact angle θ = 0◦ the liquid wets the solid surface completely, while for θ = π the
liquid is non-wetting. In between the behavior of the liquid is termed ”partial wetting.”
In that case the equilibrium contact angle θ is related to a balance of macroscopic forces
termed Young equation, since it was found by Young in 1805 [Seem05]:

cos θ =
σSV − σSL

σLV
, (2.2)

where σSV and σSL are the solid-vapour and solid-liquid interfacial free energies resp.,
and σLV is the liquid-vapour surface tension. Yet Young’s eqn. is defined for interfaces
”between semi-infinite media” and thus ”does not contain specific information about
the (long-range) conjoining and disjoining forces acting on a thin liquid film. In order
to predict stability conditions for a liquid layer, however, it is necessary to take these
forces into account” [Seem05]. The interaction of these forces can be described as the
”effective interface potential, Φ(h), [which] contains short-and long-range interactions
and is defined as the excess free energy per unit area which is necessary to bring two
interacting interfaces from infinity to a certain distance [h] apart” [Seem05], where h
corresponds to the thickness of the liquid layer.

One important part of these interactions are Van der Waals forces, which arise from
polarization fluctuations in the medium and occur in all materials [Seem05, Isra07]. The
Van der Waals interaction of two planar surfaces a distance r apart yields [Seem05,
Isra07]

W (r) = − AH
12πr2

, (2.3)

where W (r) is the energy per unit area and AH is the effective Hamaker constant, which
depends on the involved materials. It is important to note that the Van der Waals
forces are long-range forces, which can act on distances up to 100 nm (due to the 1/r2-
dependence of the potential) [Seem05]. This obviously plays an essential role in confined
liquid crystal films, where the use of different thicknesses of oxide layers on silicon wafers
led to different liquid crystal structures [Schu09, Schu11].

Recently the influence of surface structure on wetting behavior has been discovered,
which also plays an important role in nature, e.g. in plant surface structures [Feng11].
Thus phenomena like super-hydrophobicity and super-hydrophilicity have led to an on-
going field of research [Yosh02, Blos03, Yang06].

With respect to the thin liquid films studied in this work, one aim has been to in-
vestigate the influence of surface hydropathy on diffusion properties. The here used Si
wafers with thermally grown SiOx are known to be hydrophilic [Belg10], whereas silane
monolayers are commonly used to provide hydrophobic surfaces, e.g. [Evme02, Belg10].
However, dewetting of the TEHOS films on octadecyltrichlorosilane (OTS) monolay-
ers [Tren09a] led to the search for a different possibility to study hydrophobic inter-
faces. Surface hydropathy of silicon oxide is related to the number of OH-terminated Si
atoms (i.e. Silanols), which can be modified by temperature treatment, see section 4.2.2
and [Zhur00]. Thus to achieve hydrophilic silicon oxide surfaces, the substrates were
boiled for at least 10 h in water, while tempering at 800◦C reduced the number of surface
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2.2 Wetting and hydrodynamics

silanols, see section 4.2.2 and [Schu10a]. Moreover, with respect to hydropathy struc-
tured SiOx surfaces were generated by the use of laserinduced dehydroxylation [Hart09]
on hydroxylated silicon wafers with 100 nm thermally grown oxide [Schu10a].

2.2.2 Hydrodynamic models

In general, when a liquid flows along a solid surface (i.e. a ”wall”) it will experience
friction at the solid surface. Since (in laminar flow) liquid molecules are able to glide
past each other, this will induce a shear in the liquid. The velocity v will be reduced at
the solid-liquid interface and will increase with distance z from the wall. In a sufficient
distance from the wall the velocity will no longer be affected by the friction. Thus
the shear only occurs in the boundary region close to the wall. The shear rate γ is
the velocity gradient along z and thus defined by γ = ∂v/∂z. Now the question arises,
whether the velocity of the fluid under shear will be zero at the interface or whether some
kind of gliding exists, which gives the fluid a non-zero velocity directly at the interface.
The latter case is termed as slip-boundary condition. The slip length b is defined as the
negative distance from the wall, where the shear will have decayed to zero. However,
continuos motion of a fluid is a macroscopic view, which breaks down on the molecular
level. Nevertheless, the consideration of no-slip or slip boundary condition can often be
used to approximate dynamics even on the nanometer scale [Tren09b, Schu10b].

The above mentioned wetting behavior at solid-liquid interfaces plays an important
role in nanohydrodynamics, because it determines which hydrodynamic model has to be
used [Joly06]. Although there exist experimental deviations, from the theoretical and
analytical point of view it is thought that no-slip occurs on wetting surfaces, while on
nonwetting surfaces the intrinsic slip lengths do not exceed several tens of nanometers.
However, larger slip lengths may be achieved on structured surfaces leading to super-
hydrophobicity [Joly06]. In the following two models of hard spheres close to a wall
will be outlined, corresponding to no-slip boundary condition [Lin00] and slip boundary
condition [Laug05]. The question arises, if the motion of the dye molecules used in
this work to probe ultrathin liquid films can be explained by one of these models from
continuum hydrodynamics.

Brownian motion of hard spheres close to a no-slip boundary

As mentioned above, the no-slip boundary commonly is thought to occur on wetting
surfaces. In particular the no-slip boundary condition should be applied to stable liquid
films on solid substrates, since stable films only form, if the liquid wets the solid. Lin
et al. report on the direct measurement of constrained Brownian motion of isolated
PMMA spheres (diameter 0.93 µm) between two glass walls [Lin00]. They outline a
hydrodynamic model to describe that motion: Far from the wall the sphere experiences
a drag force F = −6πηav (v denotes the velocity of the sphere, η and a are the viscosity of
the fluid and the radius of the sphere, resp.). Then the Stokes-Einstein relation (eqn. 3.6)
describes the diffusion coefficient D. When the sphere is close to a wall the drag force
increases and the diffusion is hindered. Due to the linearity of the Stokes equations, the
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2 Confined soft matter

drag force can be separated into motions parallel and perpendicular to the wall. Both
components are conventionally represented by correction factors λ‖ and λ⊥ multiplying
the drag force in an unbounded liquid [Lin00]. λ‖ and λ⊥ are usually expressed as power
series in (a/z), where z is the distance from the center of the sphere with radius a to
the wall. Lin et al. give first order approximations for both correction factors. λ‖ resp.
λ⊥ appear in the denominator of the Stokes-Einstein relation for the diffusion coefficient
D‖ parallel to the wall, resp. the diffusion coefficient D⊥ perpendicular to the wall.
Thus [Lin00]

D‖(z)
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and [Lin00]
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Actually the higher orders of the Taylor series in eqn. 2.4 and 2.5 can only neglected
for a/z � 1. However Lin et al. showed that for (z/a) > 1.5 the difference between the
first order approximations eqn. 2.4 resp. 2.5 and higher order approximations is < 1%.
Furthermore, taking higher orders of the series into account will lead to an even steeper
increase of the corresponding diffusion coefficients. This has to be kept in mind, when
film thicknesses in the range of the particle size (a/z ≈ 1) will be considered.

Slip boundary condition for Brownian motion of hard spheres

However, as experimentally accessible lengths scaled down, deviations from the no-slip
behavior at wetting boundaries were observed [Laug05]. Lauga and Squires developed a
lengthy general expression for a hard sphere undergoing Brownian motion near a partial-
slip boundary for incompressible fluids [Laug05]. For small slip length (i.e. b� z, where
z is the experimental length scale) they obtain the following corrections to the above
given eqn. 2.4 and 2.5
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As can easily be seen, for vanishing slip b the results for a no-slip surface are recov-
ered [Laug05].

2.3 Single molecule methods for investigation of confined soft
matter

As was already outlined in the introduction, single molecule (SM) methods are suitable
tools to study properties of confined soft matter. In contrast to ensemble methods they
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2.3 Single molecule methods for investigation of confined soft matter

allow for the study of heterogeneous environments, since single molecules probe their lo-
cal environments. In SM experiments, single dye molecules usually are excited by a laser
beam at a certain wavelength. This causes them to fluoresce, which is recorded by a CCD
camera or an APD coupled to a microscope. To be able to record fluorescence signals
from single dye molecules, they have to be highly diluted within the studied material.
The concentrations depend on the particular method, however, typical concentrations
range from 10−11 mol/l to 10−8 mol/l. A short outline of the photophysics of fluorophores
is given below. In general SM methods can be classified into two groups (i) SM methods
recording fluorescence images of the probe molecules, e.g. single molecule tracking (SMT)
experiments, and (ii) SM methods recording SM spectra or fluorescence time traces of
the molecules, e.g. [Vall04, Krau11a]. Although fluorescence correlation spectroscopy
(FCS) fits into neither category, it is commonly also addressed as SM method. However
FCS analyzes the fluorescence fluctuations stemming from highly diluted dye molecules
in the focal volume. Thereby the number of simultaneously monitored fluorophores has
to be small (< 10) [Schw02]. Nevertheless, in case of large labeled biomolecules in fact
single molecules are investigated by FCS.

Another possibility is to categorize SM methods by the type of microscope used for
the experiments, which will be done in section 2.3.2.

2.3.1 Photophysics of fluorophores

Here a short outline of the photophysics of fluorophores will be given, following the pre-
sentation of the topic by Valeur [Vale05]. Thus for more details see [Vale05], from which
also the Perrin-Jablonski diagram shown in Fig. 2.4 is taken. This diagram visualizes
in a simple way the photophysics of a single dye molecule. ”The singlet electronic states
[of the dye molecule] are denoted S0 (fundamental electronic state), S1, S2, ... and the
triplet states, T1, T2, .... Vibrational levels are associated with each electronic state”
[Vale05]. The small spacing of the vibrational levels at room temperature leads to the
broad and structureless shape of most absorption and emission spectra. However some
aromatic hydrocarbones, e.g. perylenes, exhibit vibronic side bands in their spectra,
which is due to the occupation of the resp. energy levels at room temperature and the
so called Franck-Condon factors that determine the relative intensities of the vibronic
bands.

Upon excitation by a photon of suitable wavelength, an electron is shifted from the
electronic ground state S0 of the molecule to an excited state. The molecule then has
several possibilities to return into the ground state, the most important ones of which
are: (i) internal conversion (IC), i.e. non-radiative transition between two electronic
states of the same spin multiplicity; (ii) fluorescence, i.e. the radiative relaxation from
the S1 (in some rare cases also from S2) to the ground state S0, whereby the lifetime
(τ∗) is the characteristic time for the exponential decay of the fluorescence intensity
after excitation; (iii) intersystem crossing (ISC) from the S1 state towards the T1 state,
which occurs on a time scale of 10−7 s to 10−9 s and may therefore be fast enough to
compete with fluorescence de-excitation from the S1 state; and (iv) phosphorescence,
i.e. radiative de-excitation from the T1 state. Similar to the lifetime τ∗ of the S1 state
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2 Confined soft matter

also a lifetime τTr of the T1 state can be derived as characteristic time from the radia-
tive and non-radiative decay of this state. Experimentally τTr may be derived e.g. by
analysis of fluorescence intermittence from single molecules [Voge95] or as characteristic
decay time of fluorescence intensity fluctuations from FCS experiments, see section 3.4.3
and [Wide94]. Triplet lifetimes range from 10−6 s to 1 s depending on the molecule and
the environment (medium, temperature). Thus in SM experiments the de-excitation
pathways involving the T1 state appear as dark intervals, i.e. triplet blinking.

Figure 2.4: Perrin-Jablonski diagram and illustration of the relative positions of absorption, fluores-
cence and phosphorescence spectra, taken from [Vale05].

However, triplet blinking is not the only cause of dark intervals in SM experiments.
In Fig. 2.4 only intra-molecular excitation and de-excitation pathways are depicted.
Additionally the dye molecule may interact with the surrounding matrix not only by
collisions leading to vibrational relaxation, but e.g. by electron transfer or by confor-
mational changes. The latter may also lead to shifts of the fluorescence spectra on
observable timescales, i.e. spectral diffusion, see section 3.5 and chapter 5. Besides the
blinking dye molecules also will undergo (photo-)bleaching [Gens05, Schu07], i.e. ”a gen-
eral term for any photochemical process that causes the molecule to eventually change to
another form and stop absorbing and/or emitting photons. In practice, at room temper-
ature almost all molecules in aqueous solution photobleach after the emission of ≈ 106

photons” [Moer03]. A common idea is that photobleaching occurs from a triplet state of
the fluorophore, e.g. by photo-oxidation. Thus reduction of the presence of oxygen has
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2.3 Single molecule methods for investigation of confined soft matter

proven to minimize the photobleaching [Desc02, Moer03].
The relation of radiative (kr) to non-radiative (knr) de-excitation rates is described

by the (fluorescence) quantum yield ΦF , which is defined as:

ΦF =
kr

kr + knr
= krτ

∗ . (2.8)

Thus the quantum yield ΦF gives the ratio of the number of emitted photons to the
number of absorbed photons. Consequently, dye molecules suitable for SM experiments
are required to have a high ΦF , preferentially close to 1.

Another important quantity concerning the excitation of dye molecules is their ab-
sorption cross section σA, i.e. the effective area of a molecule which is able to capture
a photon from the incident laser beam. In solution, i.e. for freely rotating molecules
an effective cross section can be evaluated, which is proportional to the total frequency
width of the absorption and thus temperature dependent [Moer03]. However the ac-
tual σA depends on the orientation of the dye molecule in respect to the incident laser
beam. In particular for high absorption probability the optical transition dipole of the
dye molecule has to be oriented parallel to the electromagnetic field vector. Since this
transition dipole is different for different transitions (e.g. S1 → S0 resp. T1 → T0), polar-
ization selected excitation and detection can be used to determine the kind of transition
causing the observed fluorescence bands [Cham74]. Furthermore restricting the rota-
tion of the dye molecule can be used to selectively excite specific subselections of dye
molecules in a sample and/or to gain information on the structure and dynamics of the
surrounding matrix [Schu11], see section 7.2.

2.3.2 Single molecule methods

From an experimental point of view, the various single molecule methods for studying
confined soft matter can be grouped according to the type of microscope setup. The
conventional optical microscope is a wide field microscope, where a certain region on the
sample is imaged simultaneously. Other to this, confocal microscopes only record the
fluorescence signal from a tiny spot focussed on the sample. Yet also spatial information
may be obtained by scanning the focal spot over a larger region on the sample. Both
types of microscopes were used within this work. For the sake of completeness, also near
field microscopy will be mentioned briefly.

Near field microscopy

In contrast to the conventional far-field techniques, near field microscopy works below
the diffraction limit of light (which is ≈ λ/2). For this an aperture with a diameter
much smaller than the diffraction limit is used, e.g. a fractured and metal-coated end
of an optical fiber [Moer03] or a nano-fabricated tip. ”If the radiation that propagates
through this small hole is detected in close proximity of this aperture, that is within an
axial distance on the order of the aperture diameter (far below the optical wavelength),
the spot size detected will be that of the sub-wavelength aperture” [Moer03]. With the use
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2 Confined soft matter

of scanning technologies the tip can be scanned along the sample surface at a distance
of a few nanometers. According to Moerner et al. the advantages of scanning near
filed microscopy (SNOM) are (i) lower background due to the reduced sample volume,
(ii) immediate orientation information, and (iii) additional topographic information.
However the drawbacks are weak intensities and the restriction to almost planar sample
surfaces due to the need of the very small working distance [Moer03].

SM methods using wide field microscopes

The fortune of a wide field microscope is the possibility to simultaneously monitor an
extended region of the sample. Typical lateral extensions of wide field images are 10-40
µm. Thus, translational diffusion of small molecules in medium viscous material can
be monitored by recording images series (where a single wide field image commonly
is addressed as frame). SMT experiments then trace the fluorescence images of single
molecules along the time series of frames [Schm96, Schu03, Zürn07, Schu10b]. For more
details see section 3.3 in the following chapter. From SMT experiments information
related to translational diffusion can be obtained, e.g. type of diffusion, diffusion coef-
ficients, statistics of adsorption events, and with the use of temperature variation also
activation energies for diffusive processes [Honc08]. Advanced applications make use
of spectral separation, e.g. to study aggregation of differently labeled biomolecules via
Förster resonance energy transfer (FRET) [Stei09].

Further SM methods using wide field microscopy rely on recording fluorescence time
traces from fixed regions of the sample. In that case translational diffusion is not de-
sirable (if homogeneous illumination and detection over the investigated region can be
assured, a combination with SMT may be possible). The single molecules therefore have
to be immobilized at certain positions of the sample, which can be done by the use of
highly viscous media, e.g. polymers, or by positioning the dyes on a solid substrate within
air. In principle such investigations can also be conducted with a confocal microscope.
However there one molecule has to be studied per acquisition, while the extended area
simultaneously recorded in a wide field microscope allows to obtain a suitable amount
of data for good statistics within a single image series (i.e. video sequence). One such
application is to study blinking statistics of single molecules [Schu05]. An advanced
method here makes use of polarization splitting, i.e. the fluorescence image is split into
two simultaneously recorded images with perpendicular polarization. By crosscorrelating
thus obtained fluorescence traces from matching positions in both images, information
on rotational behavior of the dyes can be derived [Scho04]. One drawback of wide-field
microscopy, however, is the temporal resolution, which in respect to fast processes is
restricted to frame times τframe of few milliseconds only.

SM methods using confocal microscopes

SM methods using confocal microscopes are numerous. Here the fluorescence recording
is restricted to the focal volume of the laser beam, which typically is in the range of fem-
toliters [Schw02]. This can further be reduced by using two-photon excitation [Berl95].
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2.3 Single molecule methods for investigation of confined soft matter

A very common use of confocal microscopy is the above already mentioned fluorescence
correlation spectroscopy, for more details see section 3.4. This is in particular widely
used in Biophysics. Apart from the simple application using one excitation beam and one
detection channel in recent years more sophisticated setups have been developed. E.g.
Enderlein et al. developed a two-focus system, by which diffusion coefficients of Rho-
damines in water could be determined with high accuracy, thus correcting the previously
established value [Dert07]. Furthermore similar to that of wide field microscopes the de-
tection can be separated into several channels for polarization resolved measurements
and/or spectral separation of different species. This in particular allows for applications
using Förster resonance energy transfer. FCS in particular is suitable to study fast
processes which require a temporal resolution in the range of ns up to tens of ms.

Other methods employing confocal microscopes e.g. are single photon counting meth-
ods, which allow for the determination of fluorescence lifetimes of the tracer molecules.
Thus, by using a dye molecule displaying two geometrical conformations with distin-
guishable lifetimes, Vallée et al. probed the free volume in polymer matrices [Vall04]. As
mentioned above, also spectra and time series of spectra from single dye molecules can
be recorded using a confocal microscope. This e.g. allows for studying conformational
dynamics of dye molecules, as long as the involved geometrical changes affect the elec-
tronic configuration of the fluorophore and thus its spectral position [Kowe09, Krau11a].
This in turn may be used for the evaluation of physical properties of the surrounding ma-
trix [Hou00, Kim06]. The dynamics of SM spectra have been named spectral diffusion.
Here in this work the analysis of such spectral diffusion is accomplished via probability
distributions of spectral diffusivities [Krau11a]. For more details see section 3.5 and
chapter 5.

In recent time several super-resolution techniques have been developed, most of which
are based on scanning confocal microscopy, see e.g. [Hell04b, Blow08, Dert10]. Some
of them simply use two types of dye molecules to label their probe molecules together
with two-color excitation and detection to measure distances in the nanometer range.
Others do not work on the single molecule level, but obtain the high resolution by selec-
tively bleaching the fluorophores outside a small spot, e.g. stimulated emission depletion
(STED) uses two-colored excitation and a sophisticated diffraction pattern to obtain
fluorescence from a nanometric central region only [Dyba03].
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matter

3.1 Random walks and mean first passage times

Single particle diffusion very often is analyzed and/or simulated via random walk mod-
els [Schu02b, Kirs07], e.g. in two dimensions a random walker takes steps of a certain
step length and with a selected angle during a distinct time interval. Usually the angle
and either the step length or the time interval are randomized, while the other compo-
nent is fixed. These models are widely used for simulations [Schu02b, Heid09a]. Thus
the simulation program developed by Heidernätsch, which is used in this work in sec-
tion 4.3.2 is based on constant time steps, where particles take steps with randomly
distributed angles and a step length randomly chosen from a Gaussian distribution. The
variance of the latter equals a diffusion coefficient which is set before running the sim-
ulation. Furthermore a dynamic exchange between layers containing different diffusion
coefficients can be simulated as well, then exchange rates between those layers have to
be set [Heid09a].

In many cases of investigation, heterogeneous or even anomalous diffusion is ob-
served [Saxt96, Hac05]. Then very often besides the dynamic exchange described above,
also hindering obstacles have to be implemented into the paths of random walks. Further-
more, random walks on clusters and percolation theory [Höfl06] are used to study diffu-
sion phenomena. Altogether this is a wide field of theoretical research, see e.g. [Kamm08,
Neus09].

3.1.1 Mean first passage times

Subjects as different as biochemical reactions and pathways of animals foraging strategies
can be described by random walk models [Shle07]. One has to know the probability of
arriving at each of the reaction steps/sites to characterize the walk. Nevertheless the
question, how many random steps it will take the walker to reach a certain site for the
first time, cannot be answered easily. Instead of this ”first passage problem” it often
is easier to calculate mean first passage times (mfpt) to an arbitrary site [Shle07]. In
case of the ultrathin liquid crystal films studied in this work, it is interesting to know
the average time it will take a dye molecule to re-adsorb at the solid-liquid interface
again. This problem can be described by a random walk with a reflecting boundary
(at the liquid-air interface) and an adsorbing boundary at the solid-liquid interface. For
the latter different docking probabilities pdock may be considered. In general there exist
analytical solutions for this kind of problem, e.g. McKenzie et al. study mfpt of animal
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Figure 3.1: mfpt for 5 µm2/s ≤ D ≤ 70 µm2/s, film thickness d = 10 nm and docking probability at
the solid-liquid interface pdock = 1.

movement [McKe09]. They reformulate the unbiased random walk using the spatial
displacement ε and the time interval τ . Then the mfpt T (x) of a location x is given
by [McKe09]:

T (x) = τ +
1

2
T (x− ε) +

1

2
T (x+ ε), (3.1)

since the walker located at x has equal probability of jumping a step ε to the left or right.
Using Taylor series expansion and applying the diffusion approximation D = limε,τ→0

ε2

2τ
they obtain the differential equation [McKe09]:

D
∂2

∂x2
T (x) + 1 = 0. (3.2)

McKenzie et al. then use this diffusion equation to study a random walk with starting
position 0 and end position L. Thereby a reflecting boundary is given at the starting
position 0, while at the end position L the walker is adsorbed. Applying a Neumann
condition ∂

∂xT (x) = 0 yields the reflecting boundary, while a Dirichlet boundary con-
dition T (xL) = 0 is used for the adsorbing boundary at L. Then eqn. 3.2 has the
solution [McKe09]:

T (x) = τ +
1

2D
(2Lx− x2). (3.3)

Nevertheless the question about the mfpt of a particle starting at the adsorbing boundary
and re-adsorbing to the boundary, cannot be solved by this eqn. 3.3, since in the above
described model the particle will not even start, because a Dirichlet boundary condition
T (x = 0) = 0 has to be applied for the adsorbing boundary at x = 0.

Therefore, the question of mfpt within ultrathin liquid films here was addressed by a
one-dimensional random walk simulation1, which calculated the mfpt using a Gaussian
distributed random variable with mean zero and variance 2Dτ . The starting position was
set to the adsorbing boundary. Yet in the initial step the adsorbing boundary condition

1M. Heidernätsch provided the simulation program
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3 Single molecule dynamics in confined soft matter

was replaced by a reflecting boundary condition to get the walkers started. By this
a semi-Gaussian distribution of the N walkers next to the absorbing wall was created.
Simulations were run for a number of 50000 walkers and a time step of 10−11 s. Diffusion
coefficients were varied in the range of 5 to 70 µm2/s with film thickness d = 10 nm and
pdock = 1, see Fig. 3.1. As can be seen, for the studied range of diffusion coefficients, the
mfpt for a 10 nm thick film is well below 10−7 s when pdock = 1 is assumed. This result
will be of interest in section 6.4 in combination with the analysis of results from FCS
experiments.

3.2 Diffusion equations

As stated in the introduction, diffusion is a very widely observed phenomenon. In text-
books considerations often start with concentration gradients in inhomogeneous mixtures
of particles [Atki06]. Then the diffusion equation, i.e. Fick’s second law of diffusion:

∂c(r, t)

∂t
= D

∂2c(r, t)

∂r2
, (3.4)

with diffusion coefficient D and concentration c, follows from Fick’s first law of diffusion
relating the particle flux J with the spatial change (r is the vector spanning the spatial
dimensions) in concentration:

J = −D∂c(r, t)
∂r

. (3.5)

In general the diffusion coefficient D is neither constant over space nor over time, but
it rather is given as a time and space dependent diffusion tensor D(t, r). Nevertheless
diffusion coefficients can be considered for many cases, where physical properties spread
according to Fick’s second law, eqn. 3.4. In the following two well known equations will
be given, relating macroscopic diffusion coefficients to properties of the involved particles
and solvents.

3.2.1 Stokes-Einstein relation for translational diffusion

Translational diffusion of a particle in a liquid can be estimated macroscopically using
the Stokes-Einstein relation [Bril91]

D =
kBT

6πηa
, (3.6)

where kB and T are the Boltzmann constant and absolute temperature resp., a is the
hydrodynamic radius of the particle and η is the viscosity of the fluid (for common
liquids η ∝ 1/T ). This equation relates the translational diffusion coefficient D to the
translational Stokes friction γtrans = 6πηa of a sphere with radius a in low viscosity
liquids. Thereby a no-slip boundary condition is applied at the interface of the sphere
with the liquid.
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3.2 Diffusion equations

3.2.2 Debye-Einstein relation for rotational diffusion

Similar to the Stokes-Einstein relation, which relates translational diffusion to macro-
scopic properties of a liquid, also rotational diffusion can be related to such properties.
Thus on a macroscopic scale rotational diffusion can be estimated by the Debye-Einstein
relation [Bril91]

Drot =
kBT

8πηa3
. (3.7)

By this equation the rotational Stokes friction γrot = 8πηa3 of a sphere with radius a
in low viscosity liquids is related to the rotational diffusion coefficient Drot. Also here a
no-slip boundary condition holds at the interface of the sphere with the liquid.

In this work diffusion in confined soft matter is studied by the use of fluorescing probe
molecules. Although the used single dye molecules have sizes in the range of 1 nm, the
above equations can be used to approximate the respective macroscopic diffusion coef-
ficients. However, deviations are expected due to solvent interactions, see e.g. [Jena79]
and Table 4.1 in section 4.2.1. Nevertheless the order of magnitude is obtained quite reli-
ably. Furthermore the translational self-diffusion coefficient obtained from bulk TEHOS
by NMR experiments is only slightly larger than the diffusion coefficient calculated for
R6G using the Stokes-Einstein relation eqn. 3.6, see section 4.2.3. This is due to the
almost similar size of R6G and TEHOS molecules together with the reaction reluctant
property of TEHOS.

3.2.3 Einstein Smoluchowski equation

Since in this work diffusion is studied on a microscopic scale, i.e. motion of single dye
molecules, a relation between single particle motion and macroscopic diffusion coefficients
is needed. In 1905 and in 1906 Einstein and Smoluchowski related one-dimensional
particle motion with a macroscopic diffusion coefficient. Be λx the square root of the
arithmetic mean of the squares of all displacements of particles along the x-axis during
the time interval τ , then according to Einstein [Eins05] it is related to the macroscopic
diffusion coefficient D by:

λx =
√
x̄2 =

√
2Dτ , (3.8)

where x̄2 is the arithmetic mean of all square displacements in the direction of x. Einstein
also gives the three dimensional case to be equal to λx

√
3 [Eins05]. In a generalization

to n dimensions λ2
r is the sum over the r̄2

i , i.e. the msd obtained in the i-th dimension.
Hence, in case of uncorrelated motion in different dimensions, the generalization of
eqn. 3.8 is given by:

λ2
r =

n∑
i=1

r̄2
i = 2

n∑
i=1

Diτ , (3.9)

with diffusion coefficient Di in the i-th dimension. In case of free isotropic diffusion, all
Di have the same value D, leading to

D =
λ2
r

2nτ
. (3.10)
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The definition of λx given by Einstein [Eins05] corresponds to the mean square dis-
placement (msd) averaged over a large sum of diffusing particles. Therefore, eqn. 3.8
relates the macroscopic diffusion coefficient to an ensemble average. In contrast Smolu-
chowski considered the motion of one particle in a surrounding medium. Then the length
of the observation plays a crucial role [Smol06]. Thus the diffusion coefficient can only
be derived from the time average of square displacements along a particle trajectory, if
the observation time is much larger than the length of the individual time steps. Smolu-
chowski considered a particle moving in three dimensions, but the equation easily can
be generalized for n dimensions, leading to

D = lim
τ→∞

msd(τ)

2nτ
, (3.11)

where D is the macroscopic diffusion coefficient, msd(τ) now is the time averaged square
displacement along a trajectory, and τ denotes the time lag of the observation. This
equation is commonly addressed as Einstein-Smoluchowski equation for n dimensions.

Nevertheless one has to keep in mind that both Einstein and Smoluchowski considered
free Brownian motion in an ergodic system. When the ergodicity is broken, the ensemble
average is no longer equal to the time average, i.e. eqn. 3.10 and eqn. 3.11 no longer yield
the same diffusion coefficient [Lube08].

3.2.4 Langevin equation and Fokker-Planck equation

Since the work of Einstein and Smoluchowski leading to the above equation more than a
century has passed now. As the field of statistical physics evolved also new approaches
and mathematical tools have been developed. On the level of a single moving particle
(or a random walker) Langevin equations can be applied to describe the motion, i.e. a
stochastic force is added to the newtonian equation of motion. A Langevin equation for
Brownian motion is given in [Risk96]:

∂v

∂t
+ γv = Γ(t) =

√
kBT ζ(t) , (3.12)

where γ is the damping coefficient and Γ(t) is the fluctuation force per unit mass, which
is called the Langevin force. ζ(t) is white noise, i.e. it is a Gaussian variable with zero
mean and unity variance which is uncorrelated in time (〈ζ(t)ζ(t′)〉 = δ(t− t′)).

However, often the picture of a physical quantity undergoing transitions with ran-
dom processes is preferred. Then Fokker-Planck equations provide a powerful tool to
describe the evolution of the physical quantity [Risk96]. In case of Brownian motion not
the motion of a single particle, but the evolution of the ensemble can be described by
a Fokker-Planck equation. From the transition probability density obtained by solving
the equation, statistical quantities (e.g. the i-th moments of the probability density dis-
tribution) can be derived. Thus on one hand a complete mathematical description of
the evolution of the physical system is given, while on the other hand physical quan-
tities, as the macroscopic diffusion coefficient, will be obtained due to their relation to
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3.3 Single molecule tracking (SMT)

the moments of the probability distribution. This approach is applied in the follow-
ing sections 3.3.7 and 3.5.2, where diffusion coefficients are derived from probability
distributions of diffusivities, i.e. scaled square displacements. A general form of the
Fokker-Planck equation for n variables (e.g. n dimensions) is given in [Risk96]:

∂p(x, t)

∂t
=

− n∑
i=1

∂

∂xi
D

(1)
i (x) +

n∑
i,j=1

∂2

∂xi∂xj
D

(2)
ij (x)

 p(x, t) . (3.13)

The drift vector D
(1)
i and the diffusion tensor D

(2)
ij generally depend on the n variables

(i.e. n components of x), and p(x, t) accordingly is the distribution function of the n
variables. In case of 2 dimensions and zero drift, eqn. 3.13 simplifies to

∂p(x, t)

∂t
=

2∑
i,j=1

∂2

∂xi∂xj
D

(2)
ij (x)p(x, t) . (3.14)

In case of a constant diffusion tensor this is Fick’s second law. In general, the diffusion
tensor may also be time dependent. For this work an interesting case is layered diffusion,
i.e. the diffusion in z is independent from x, but Dx depends on z. Postnikov and Sokolov
developed a model for lateral diffusion in that case [Post11], which will be described in
section 3.3.9.

3.3 Single molecule tracking (SMT)

The development of lasers as light sources and even more important the improvement of
detection sensitivity due to the use of electron multiplying devices enabled the detection
of single fluorescent molecules [Nguy87, Moer89, Orri90]. Highly sensitive CCD cameras
now provide video sequences of single molecules at frame rates up to ≈ 600 frames per
second (fps), while they still yield acceptable signal to noise ratios (snr). For tracking
single emitting molecules at a wide field microscope a reasonable number of pixels on
the CCD chip has to be used simultaneously, e.g. 50 pixel x 50 pixel. This reduces the
speed to ≈ 100 fps. Thus diffusing particles with up to ≈ 10 µm2/s may be tracked with
sufficient quality. Nevertheless this method strongly depends on singling of emitters,
therefore dye molecules have to be highly diluted in the surrounding matrix, i.e. in
approximately nanomolar concentration. The Rayleigh criterion applied to visible light,
yields a possible resolution in the range of 200 to 300 nm (=̂λ/2). Although several
methods have been developed to improve the optical resolution of static or rather slowly
moving structures, e.g. stimulated emission depletion imaging (STED) [Hell04a, Blow08],
this still is not possible for wide field microscopy. Therefore, the singling of emitters is
the crucial feature which enables position accuracies in the range of few nanometers.
Of course this also requires ultraclean sample processing to avoid destruction of the
accuracy by fluorescing dirt.

Within the obtained video sequences spots representing single molecules are searched
and combined into trajectories. For the later several algorithms have been developed.
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3 Single molecule dynamics in confined soft matter

In this work most video sequences were analyzed using the software package tracking.sh,
which originally was developed by Schuster et al. [Schu02b, Schu03]. For this, tracking.sh
was modified, e.g. see section 3.3.2 as well as supplemented with additional features, e.g.
see section 3.3.7. Parallel to this work Heidernätsch in close cooperation developed the
program DSAA, which combines a simulation tool with tracking programs and further
data analysis [Heid09a]. Further details and a comparison of results using the different
tracking programs are given in section 4.3.

A conventional way to obtain diffusion coefficients form SMT experiments is to cal-
culate mean square displacements (msd) along detected trajectories [Qian91, Saxt97b,
Schu03, Zürn07, Arci08, Schu10b].

3.3.1 Position accuracy

Although the Rayleigh criterion determines the optical resolution of the microscope, in
SM experiments the position of the emitting molecule can be determined one order of
magnitude better. Since the dye molecule is more than two orders of magnitude smaller
than the wavelength of the emitted light, it can be considered as point like emitter.
Hence in the microscope image a diffraction limited spot (i.e. an Airy disk), is produced,
which depends on the optics and geometry of the setup and can be described by the
point spread function of the setup. The radial intensity distribution is a first order
Bessel function and can be approximated by a two-dimensional Gaussian [Zhan07].

Nevertheless the quality of fit (from fitting a two-dimensional Gaussian to the detected
spots) strongly depends on the signal to noise ratio (snr). The detection noise using CCD
chips depends on readout noise from digitalization of the analog signal, i.e. clock induced
charge, and on background fluctuations: Diffuse stray light from the environment and
the reflection of excitation light have to be reduced by a careful design of the setup
and the use of adequate filters. Nevertheless so called dark counts occur within the
pixels of the CCD chip due to thermal excitation of electrons. This can be reduced
by cooling the chip. Furthermore the position accuracy rpa depends on the number
of pixels illuminated by a single immobile emitter. However, increasing the number of
illuminated pixels geometrically, will only improve rpa, if at the same time the snr is
kept constant, which can only be achieved by a longer acquisition time. Thus for a given
setup geometry rpa is inversely proportional to the snr [Bobr86, Kubi00]. Within SMT
experiments the position accuracy yields a threshold for detecting mobile molecules.

Determination of position accuracy from msd

Due to the restricted position accuracy rpa, the msd of immobile molecules is constant
over time with a non-zero constant, msd(τ) = ∆y 6= 0, if the trajectory is long enough to
give good averaging statistics. Fig. 3.2 (a) shows an example containing three immobile
(–) and two slowly moving trajectories (· · ·) from an acquisition with frame rate τframe =
1 s. The msd from the immobile trajectories fluctuates around a constant value ∆y.
These fluctuations are mainly caused by the graining of the detected spots due to the
pixel size of the CCD and by low statistics (averages over small data sets only). They
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Figure 3.2: (a) msd plots of several trajectories from (–) immobile molecules and (· · ·) slowly moving
molecules, (b) rpa over the inverse snr for all immobile trajectories detected in one SMT
acquisition, (–) mean slope, (· · ·) mean slope + 2 standard deviations.

will increase for the largest time lags τ over a trajectory (the msd for these τ is built
from few displacements only), as can be seen for the short purple trajectory. The two
dotted trajectories are much longer than the other three, hence their msd display smaller
fluctuations. For all five trajectories ∆y ≈ msd(τ = 0) 6= 0, can be derived from a
linear fit to the msd. The position accuracy can be derived from the ∆y by rpa =

√
∆y

According to Kubitscheck [Kubi00] rpa is inversely proportional to the snr. Thus, the snr
is higher for those trajectories with smaller ∆y. The snr differs for different trajectories,
in particular it is lower for fast diffusing molecules than for immobile ones. Therefore, rpa

obtained for an average snr from immobile and slowly moving molecules (as was initially
implemented in tracking.sh) is a rather rough estimate for the discrimination between
mobile and immobile molecules. Hence, tracking.sh was modified to derive the ∆y form
all detected trajectories which are assigned to immobile or slow molecules. Then the
squareroot of ∆y (i.e. the rpa) is multiplied by the snr obtained for the resp. trajectory.
Fig. 3.2 (b) shows a plot of rpa over the corresponding noise to signal ratio (1/snr) for all
slow and immobile trajectories detected in one SMT acquisition. Afterwards the mean
values of those products (i.e. the slopes in the plot) and their standard deviations are
determined. Thus rpa as a function of the snr is obtained and further applied during
analysis within tracking.sh.

3.3.2 Correction factor for geometrical averaging

Heidernätsch developed a simulation tool for two-dimensional SMT, which provides simu-
lated video sequences similar to those acquired by CCD cameras on experiments [Heid09a].
As mentioned above, the simulation program is part of his DSAA-package. A compar-
ison of the diffusion coefficient set for a simulation of homogeneous diffusion with the
value obtained from analysis of the simulated video sequence revealed a mismatch, i.e.
the latter value was only 2/3 of the initially set diffusion coefficient [Heid09a]. As was
previously shown by Montiel et al. [Mont06], as well as by Savin and Doyle [Savi05],
this mismatch is due to the geometrical averaging over the path of the molecule during
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3 Single molecule dynamics in confined soft matter

camera exposure. The detected spots in the video frames usually are fitted by two-
dimensional Gaussians, as was described above, see section 3.3.1. This yields the mean
position of the diffusing molecule during exposure. Within tracking procedures those
mean positions are connected into a trajectory. Then the distance between succeed-
ing positions is calculated. Depending on the exposure time, this procedure yields a
smaller value than the real diffusion coefficient [Savi05, Mont06]. Montiel et al. give an
approximation in case τexposure ≈ τframe:

Dapparent

D
= 1− τexposure

3τframe
, (3.15)

where τexposure is the exposure time of a single frame and τframe is the frame time, i.e.
the time between to starts of exposure (inverse frame rate). Even frame transfer cameras
need some few milliseconds where the obtained signal is shifted from the exposed part of
the chip to the dark part. Therefore, the frame time is always larger than the exposure
time. Nevertheless within typical SMT experiments τexposure ≈ τframe. Hence eqn. 3.15
can be approximated by Dapparent/D ≈ 2/3, i.e. the ratio observed from simulations by
Heidernätsch. Therefore, the SMT data shown in this work here were corrected either
with Dapparent/D = 2/3 or with eqn. 3.15.

3.3.3 Types of diffusion
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Figure 3.3: (a) msd plots of (· · ·) normal diffusion, (—) diffusion in a cage, (−·) subdiffusion and
(- -) superdiffusion, (b) Experimental trajectories of finite length (light green) 142 steps à
20 ms, (purple) 82 steps, (· · ·) limits of corresponding 95% confidence region for the case of
homogeneous diffusion; (- -) normal diffusion with coefficient Dtraj ≈ 0.6 µm2/s obtained
for each trajectory from analysis by weighted msd according to Saxton [Saxt97a].

Depending on the physical constraints, the msd along a particle trajectory will exhibit
a certain dependence on time. However, the relation between msd and time can be
expressed by the following equation (apart from diffusion restricted to a cage):

msd ∝ τα where 0 < α < 2 . (3.16)
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When the motion of a particle is caused by an external force it will follow a ballistic
trajectory, thus α = 2. If the motion is caused by a stochastic force, e.g. thermal
fluctuations, or if a large enough stochastic force is added to an external force, the motion
will be diffusive. Depending on the timescale of observation there will be crossover
regions [Li10, Puse11]. The duration of the ballistic motion can be estimated to be the
time τp = m/(6πηa), where m and a are the particles’ mass and radius resp., whereas
η is the dynamic viscosity of the liquid [Puse11]. For a silica sphere with diameter
1 µm in water τp ≈ 0.1 µs [Puse11]. In contrast, for a single dye molecule like RhB m
is nine orders of magnitude smaller, while a is only three orders of magnitude smaller
(aRhB ≈ 0.67 nm, see section 6.2.3) yielding τp ≈ 0.1 ps in water.

Furthermore there are several types of diffusive motion depending on the physical
constraints of the motion. Thus we will observe normal diffusion if the motion is caused
by a stochastic force only, i.e. no external force acting on the particles. Then in eqn. 3.16
the exponent α = 1 and the msd plot is of linear shape (dotted line in Fig. 3.3 a). If
also an external force acts on the particles, we will observe superdiffusion (dashed line
in Fig. 3.3 a) and 1 < α ≤ 2. Then for short time lags, the diffusive behavior of the
motion will dominate, while due to the τ2 dependence, on long time scales the ballistic
motion will take over [Qian91].

If diffusion is restricted to a cage, initially, i.e. for small time lags τ , the msd plot has a
linear shape, while it approaches a constant value for larger τ , as can be seen in Fig. 3.3
(a) solid line. If diffusion is hindered by some obstacles or traps, we observe subdiffusion
with 0 < α ≤ 1 [Saxt96], see Fig. 3.3 (a) dash-dotted line. In the presence of obstacles,
diffusion is anomalous at short times and normal at long times with an intermediate
crossover region [Saxt96]. Also a power-law distribution of traps will cause anomalous
diffusion, since the probability for the particle to find an even deeper trap gets higher
for longer waiting time. In the latter case the system is non-ergodic. Then ensemble
averages will differ from time averages along single trajectories [Lube08]. On amorphous
substrates the surface potentials may be continuously distributed within some few orders
of magnitude, causing a power-law distribution of adsorption times in the corresponding
time regime. For example, the silanols on the thermally grown SiOx used in this work
vary in density and in orientation, see section 4.2.2. Thus hydrogen bonds formed with
the dye molecules vary in geometry and therefore also in interaction energy. However, the
width of the corresponding surface potential distribution is limited. Thus on sufficiently
long timescales the dye molecule will sample all traps within the area of observation, i.e.
the system becomes ergodic on long time scales. Then homogeneous diffusion with an
effective diffusion coefficients is observed.

3.3.4 Interface potentials for adsorption events

For the just mentioned adsorption sites for dyes at the substrate several potentials may
play a role, which will be detailed below. However, to calculate the effect on the length
of adsorption duration, the average collision rate for the dyes with the surface has to be
known. This rate can be calculated for gas molecules at known pressure and temperature,
e.g. for N2 at atmospheric pressure and 25◦C it is ≈ 5 ns−1 [Atki06]. In liquids the rate
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will be much larger due to the higher density. Yet, it is difficult to determine the
collision rate with the solid interface, since there density oscillations may occur [Klei98,
Yu99, Jabb07], which strongly depend on the type of surface interactions [Evme06]. For
this reason, determination of adsorption lengths cannot be achieved from calculations
without further knowledge of e.g. the temperature dependence. However, the linear
dependence of the collision rate on temperature may be used to relate interface potentials
to diffusion measurements by temperature variation [Honc08, Honc09a]. The following
types of interactions will contribute to interface potentials at the solid-liquid interface:

Hydrogen bonding: Typical hydrogen bonds have a strength of ≈ 20 kJ/mol [Atki06].
Depending on bonding geometry and on the involved types of atoms the bond
length will vary and thus also the potential strength. The range of the latter
is between ≈ 10 to 40 kJ/mol (≈ 10 to 40 meV for a single bond). On the ther-
mally grown SiOx, the bond lengths will vary in particular due to geometrical con-
straints caused by the amorphous structure of the substrate. Furthermore, some
dye molecules (e.g. Rhodamines) may exhibit twofold hydrogen bonding, leading
to further variation of interface potentials [Honc08].

Electrostatic interactions: The SiOx grown on n-doped Si wafers is slightly negatively
charged. Yet the distribution of e.g. dangling bonds within the SiOx will induce
an interface potential modulation on a molecular scale.

Van der Waals interactions: Polarization fluctuations are known to influence the wet-
ting behavior of liquids on solids [Seem01, Seem05]. As was detailed in section 2.2.1,
the Van der Waals interaction between two planar surfaces has a square depen-
dence on the distance and thus may act on distances up to 100 nm. The potential
furthermore depends on the effective Hamaker constant AH , see eqn. 2.3, which
may be calculated for specific combinations of materials, see e.g. [Tren09a]. How-
ever, to determine adsorption lengths of dye molecules, not only the vertical mod-
ulation of the potential for the system solid-liquid-air has to be known. The dye
molecules themselves will induce modulations on the local potential structure.

3.3.5 Finite length of observation

The above detailed interface potentials will lead to an almost continuos distribution of po-
tentials of adsorption sites and thus to anomalous diffusion on corresponding timescales.
Yet, it may be desirable to obtain effective diffusion coefficients at longer observation
times, where the system is ergodic and thus exhibits homogeneous diffusion. However,
in contrast to theoretical derivations and numerical simulations, experimental investiga-
tions are quite often constrained by limitation of the observable area and by limited time
of observation. In particular, with single molecule (SM) studies observation is limited by
bleaching and blinking of the dye molecules. Tracking experiments are further restricted
due to the limited residence time of the dye molecule within the observed area. Fig. 3.3
(b) shows msd plots of two experimental trajectories with different observation length.
At the simplest level one would like to know whether the underlying diffusion process
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was homogeneous or not. Qian et al. used the statistical variance to select for homo-
geneous diffusion [Qian91]. For a trajectory with a time step length (time lag between
succeeding steps) τ , a total number of steps L and a diffusion coefficient D the variance
of the square displacement at the time lag mτ is given by

Variance(mτ) = (4Dmτ)2(2m2 + 1)/3l(L−m+ 1), m ∈ N . (3.17)

Then the standard deviation σ yields a probability for the given trajectory to stem
from homogeneous diffusion. In Fig. 3.3 (b) for both trajectories the ±2σ dotted lines
are plotted, which (under the assumption of Gaussian distribution) enclose the area of
95% probability for homogeneous diffusion. Thus in case of each trajectory, there is a
95% probability that the trajectory would lie in the area enclosed by the respective two
dotted lines when the motion was caused by homogeneous diffusion. As can be seen, the
longer (green) trajectory lies in the respective area, while the shorter (purple) one does
not and therefore probably does not stem from homogeneous motion. Unfortunately
this estimate does not rule out that a heterogeneous motion would lead to a trajectory
lying within the boundaries. Thus the longer (green) trajectory as well can stem from
heterogeneous diffusion. Nevertheless, this method may be used to test a large enough
set of trajectories on homogeneous diffusion: If more than 5% of the trajectories lie
outside of the area of 95% confidence, the trajectories within the data set will not stem
solely from homogeneous diffusion.

For homogeneous diffusion Saxton developed a method to cope with finite trajectory
length, by using weighted mean square displacements [Saxt97a]. For short, Saxton used
the inverse of the variance calculated by Quian et al., see eqn. 3.17 to weight the corre-
sponding msd values for each time lag. This leads to an enhanced significance of the first
few msd values. Details are also given in [Schu02b], since Schuster used this method to
calculate diffusion coefficients along tracked molecule trajectories within his SMT soft-
ware package tracking.sh, which was used with some modifications and supplements in
this work to analyze SMT data. However, the diffusion coefficient ascribed to the tra-
jectories by this method is a short range diffusion coefficient corresponding to the first
few time lags, as can be seen from the short trajectory (purple) in Fig. 3.3 (b).

Saxton further developed a method to derive an average diffusion coefficient Dmsd

from distributions of diffusion coefficients Dtraj obtained for a set of trajectories, e.g.
from investigation of one sample by SMT [Saxt97a, Schu02b] by fitting the distributions
with the following function:

FL(Dtraj) =
N

DmsdΓ(N)

(
NDtraj

Dmsd

)N−1

exp

(
−NDtraj

Dmsd

)
, (3.18)

where Γ is the Gamma-function, L is the step-length of the trajectories, N = L/εeff

is the effective number of uncorrelated segments, and εeff denotes the effective index
distance, which is 2.6 for uncorrelated segments in accordance to the above described
weighting [Schu02b]. An example is shown in Fig. 3.4 (a), where a distribution of Dtraj

from experimental trajectories with length L ≥ 50 is plotted together with F50(D) for
Dmsd = 0.32 µm2/s (—) resp. 0.54 µm2/s (· · ·). As can be easily seen, F (D) broadens for
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Figure 3.4: (a) Distribution of diffusion coefficients Dtraj together with fits of Dmsd according to
eqn. 3.18: (—) Dmsd = 0.31 µm2/s, (· · ·) Dmsd = 0.54 µm2/s; (b) distribution of Dtraj

obtained from a simulated two-layer system with various mean dwell times according
to [Heid09a].

larger values of Dmsd. This suggests that a broad distribution of Dtraj may be regarded
as a sum of two or more components. But this interpretation of a broad distribution
of Dtraj is only valid, if there is no exchange between those components during the
relevant interval of observation, as will be explained in the following section. This has
to be checked carefully, since in general a broad distribution of thus obtained diffusion
coefficients along trajectories may hint to anomalous diffusion [Lube08].

3.3.6 Implications of heterogeneities on distributions of diffusion coefficients

If distributions of Dmsd deviate from the shape given by eqn. 3.18, then the underlying
diffusion will be heterogeneous. Nevertheless one has to be careful to interpret such
distributions, e.g. as stemming from a set of different diffusion coefficients due to liquid
layering [Schu03], even more since the example given by Schuster et al. mixes trajectories
of different time lengths and thus observation times. According to Lubelski, Sokolov and
Klafter such broad distributions are a hint to ergodicity breaking, where ensemble aver-
ages no longer are similar to time averages [Lube08]. Then ensemble averages obtained
for different time lags should deviate from each other, which theoretically can be used to
describe the system [Baue09b]. For this purpose the SMT software package tracking.sh
was supplemented to yield distributions of diffusivities (scaled square displacements).
The analysis of which is described in the following section.

Nevertheless heterogeneous diffusion can be treated as a sum of several components, as
long as there is no exchange between the components during observation time [Heid09a].
Fig. 3.4 (b) shows distributions of Dtraj obtained from simulations of a two-layer system
with diffusion coefficients D1 = 0.01 µm2/s and D2 = 1 µm2/s for three different mean
dwell times (τdwell, average time, for which a dye molecules stays in the corresponding
layer), which were conducted by Heidernätsch [Heid09a]. The rates for interlayer tran-
sition were kept symmetric (and thus also the mean dwell times). For comparison the
distribution corresponding to diffusion with D2 within a single layer is also shown. The
simulation step width 0.02 s (' τframe in the experiment) and the simulation duration
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of 60 s (τobservation) were kept constant in all cases. Hence all trajectories had a similar
length of n = 60/0.02 = 3000 steps. The Dtraj were obtained by using weighted msd
along the detected trajectories, as was explained above. Table 3.1 sums up the results.

Table 3.1: Distributions of Dtraj from simulations of a two-layer system with different mean dwell times
τdwell according to [Heid09a]:

# layers τdwell [s] τobservation [s] step width [s] comment on distribution

1 – / all 60 0.02 single, around D
2 0.05 60 0.02 single, around Daverage

2 5 60 0.02 broad, unspecific
2 500 60 0.02 separated, around D1 and D2

As is expected due to the finite observation length, the single layer simulation with
D2 = 1 µm2/s leads to a small distribution of the Dtraj around 1 µm2/s. For the two
layer simulation three typical cases can be observed:

τdwell � τobservation yields a single distribution around the average value Daverage =
0.5 µm2/s of D1 and D2. In the here shown case the mean dwell time (0.05 s) is
three orders of magnitude shorter than the overall observation time, see Fig. 3.4
(b, cyan).

τdwell > τobservation leads to two separate distributions around D1 and D2 resp., see
Fig. 3.4 (b, magenta). In that case (τdwell = 500 s) a two-component fit using
eqn. 3.18 for each component will render the real diffusion coefficients D1 and D2.

τdwell ≈ τobservation generates a broad distribution of Dtraj, see Fig. 3.4 (b, red). Then
fitting with eqn. 3.18 or with its extension to multiple components, will render
arbitrary diffusion coefficients. Nevertheless, from this type of distribution some
information may be obtained: The diffusion coefficients derived from analysis of
such distributions via multi-component fits using eqn. 3.18 are smaller than the
largest component of the involved diffusion process and larger than the smallest
component.

In the above given examples, the step width (' τframe) was kept constant. Yet, it
may be varied as well. However, variation of τframe in the experiment will also increase
the observation time, because a sufficient number of time steps is necessary to analyze
detected trajectories. In principle, it would be possible to obtain trajectories of equal
observation length from acquisitions at different τframe. But then the amount of data
obtained at the acquisition for the shorter τframe will be very large and thus difficult to
handle.
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3.3.7 Probability distributions of diffusivities

As was explained, analysis of trajectories using msd has several constraints. In partic-
ular, by averaging over all displacements of a given step length τ information may get
lost, which could be helpful to understand the process causing the motion. A useful
alternative approach therefore is to analyze distributions of displacements or of square
displacements at fixed τ in terms of probabilities [Hell04c]. In general this method will
no longer yield the macroscopic diffusion coefficient of a system, since this is achieved
only in the long time limit according to eqn. 3.11. However, short range diffusion co-
efficients D(τ) can be determined, which monitor the behavior of the system within
τ . Furthermore, by comparing probability distributions of scaled square displacements
(diffusivities ddiff) for different time lags, the time evolution of the system can be deter-
mined. This issue has been published in [Baue09b]:

M. Bauer, M. Heidernätsch, D. Täuber, C. von Borczyskowski and G. Radons. Inves-
tigations of heterogeneous diffusion based on the probability density of scaled squared
displacements observed from single molecules in ultra-thin liquid films. Diffusion Fun-
damentals Journal, Vol. 11, p. 104(14), 2009.

Although the diffusion in ultrathin liquid films is three-dimensional, we can only ob-
serve two dimensional diffusion due to the projection into a plane perpendicular to the
microscope’s direction of observation. Nevertheless we should use a three-dimensional
Fokker-Planck equation to describe the diffusion, because the diffusion is known to
be heterogeneous in z-direction (perpendicular to the solid-liquid interface of the sam-
ple) [Schu04]. Unfortunately there is no practicable way to analyze this type of diffusion
unless some simplifications can be made, e.g. in section 3.3.9 a linear dependence of the
diffusion coefficient Dxy(z) on z is assumed. But as will be shown later in this work, the
experimental data do not support this model. Therefore, the two-dimensional Fokker-
Planck equation will be used here to analyze certain ”snapshots” of the system, i.e.
distributions of the lateral diffusion coefficients at different time lags, and for different
film thicknesses (i.e. ∆z). By comparison of the results, conclusions about the three-
dimensional system can be made. A suitable way thus is to use short range diffusion
coefficients obtained from probability distributions of diffusivities as will be explained
in this section here.

The two-dimensional Fokker-Planck equation for drift-free diffusion is given in eqn. 3.14.
Assuming constant diffusion coefficients (which is not really valid here, but is used for
approximation) and replacing the parameter t for time by the time lag τ , the probability
distribution can be written as [Kirs07]:

p(x, y, τ)∂x∂y =
1√

4πDτ
exp

(
−x

2 + y2

4Dτ

)
∂x∂y . (3.19)

Unless spatial heterogeneities are present, the diffusion can be assumed to be homo-
geneous in the xy-plane. Then the cartesian coordinates can be replaced by spherical
ones, with r2 = x2 + y2. Integration over the angle yields the dependence on distance
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r [Kirs07]:

p(r, τ)∂r =
1

4Dτ
exp

(
− r2

4Dτ

)
r∂r, . (3.20)

Substitution of r2 by u with ∂r
∂u = 1

2r , and taking into account that r = ±
√
u leads

to [Kirs07]:

p(u, τ)∂u =
1

4Dτ
exp

(
− u

4Dτ

)
∂u . (3.21)

Cumulative probability distributions

Now integration from 0 to R2 yields the cumulative probability distribution [Kirs07]:

P (R2, τ) = 1− exp

(
− R2

4Dτ

)
. (3.22)

The complementary cumulative probability distribution C(R2, τ) = 1−P (R2, τ) [Hell04c]
then simply is an exponential decay and thus more easily accessible for fitting experi-
mental data. C(R2, τ) is the probability that a molecule starting at the origin at τ = 0
will by the time τ exceed the circle of radius R:

C(R2, τ) = exp

(
− R2

4Dτ

)
. (3.23)

Scaling

As was explained before, time scaling of the square displacements used with the prob-
ability distributions enables to easily follow a probable temporal evolution within the
system. Thus the Einstein eqn. 3.10 is used for n = 2 to scale the observable, i.e. the
square displacements r2, giving the new scaled observable, the diffusivity ddiff :

ddiff =
r2

4τ
. (3.24)

Insertion into eqn. 3.23 gives:

C(ddiff)τ = exp

(
−ddiff

D

)
, (3.25)

where the probability C(ddiff)τ no longer explicitly depends on τ and thus is denoted with
subscript τ . In case several independent diffusion processes contribute to the distribution
of diffusivities eqn. 3.25 can be modified into a multi-component term:

C(ddiff)τ =
∑
i

ai exp

(
−ddiff

Di

)
with

∑
i

ai = 1 . (3.26)

For example, the simulated two-layer diffusion described in section 3.3.6 with observation
time smaller than the dwell time τdwell can be analyzed properly by a two-component
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term. However, the application of eqn. 3.26 to the case when the τi,dwell are in the
range of the observation time, will not yield the physical diffusion coefficients, but short
range diffusion coefficients Di(τ) describing the behavior of the system during time lag
τ . Nevertheless a comparison of the derived Di(τ) for different time lags τ will show the
temporal evolution of the system and thus provide insight into the contributing physical
processes.

3.3.8 Spotsize analysis

Schuster et al. developed a method to calculate diffusion coefficients from the size of the
smeared out spots in single CCD frames [Schu02a]. For this the average size A0 of the
spots of immobile molecules is determined by two-dimensional Gaussian approximation.
Then the diffusion coefficient can be calculated via

D =
A−A0

cτ
, (3.27)

where A is the spotsize of the diffusing molecule, τ is the exposure time, and c is a
constant, which gives the average deviation of the shape of the spots from an ellipse.
Schuster et al. used simulations to determine c = 1/3. Nevertheless they found a rather
broad distribution for the diffusion coefficients obtained from single spotsizes within their
simulation. The distribution narrowed considerably, when averages over five frames
along detected trajectories were used. The latter was then applied to experimentally
obtained trajectories from a thin TEHOS film on a glass substrate, which rendered
an average diffusion coefficient Dssa = 1.3 ± 0.1 µm2/s. For comparison, the diffusion
coefficient obtained by msd analysis was given by Dmsd = 1.1 ± 0.1 µm2/s [Schu02a].
Since the determination of diffusion coefficients by spotsize analysis does not suffer from
constraints of tracking procedures due to connection of geometrically averaged positions
(see section 3.3.2), and the given Dmsd was not corrected for the latter, the Dssa should
have been 1.5 times the given Dmsd. However, it is only slightly larger. A small error
within calculation of the Dssa certainly is due to the use of the frame time (inverse
frame rate) instead of the real exposure time, which was not known exactly. Typical
frame transfer times are ≈ 1.5 ms for this kind of CCD chip, but it depends also on
the used region of the full chip. Nevertheless an exposure time of 23.5 ms instead of
25 ms will increase Dssa by 6% to 1.4 µm2/s, which still is smaller than 1.5 times the
Dmsd. The more recent camera software Andor Solis™ for the Andor™ cameras also
provides exposure times. Thus by using modern software for data acquisition, diffusion
coefficients may be calculated by the described spotsize analysis using the proper time
lag. Yet, also the other contributions to the deviation of the Dssa from 1.5 times the
Dmsd have to be considered.

So far there is another constraint on using the above described spotsize analysis with
diffusion in ultrathin TEHOS films: As will be shown later in this work, the diffusion in
such films is strongly heterogeneous. Thus the considerations explained in section 3.3.6
have to be taken into account. The calculation of Dmsd using weighted msd according
to section 3.3.5 counts mainly on the first few time lags yielding short range diffusion
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coefficients [Saxt97a]. The observation time can be approximated by the effective seg-
ment length to 2.6 times the inverse frame rate [Schu02b]. Whereas the observation
time for the Dssa is 5 times τexposure. As will be described in section 6.3 slower diffusion
coefficients are expected for longer observation times, which may also account for the
slow value obtained for Dssa after averaging over five frames. Nevertheless distributions
of time scaled single spotsizes may be used similar to the distribution of diffusivities
ddiff to analyze the diffusion. However, they have a stronger dependence on imaging
quality and statistical properties, e.g. the average geometrical position of immobilized
dye molecules in respect to the direction of detection, than the latter.

3.3.9 Model of lateral diffusion in layered films

Postnikov and Sokolov recently developed a model for lateral diffusion in ultrathin lay-
ered films [Post11], which will be outlined here. The model corresponds to a particle
performing diffusion in two dimensions, where the properties of the vertical diffusion
(which here shall be denoted z-direction) do not depend on x, but the diffusion coeffi-
cient in x does depend on z and thus is denoted Dx(z). The probability density p(x, z, t)
then is described by the Fokker-Planck equation corresponding to anisotropic diffusion:

∂p

∂t
= Dx(z)

∂2p

∂x2
+Dz

∂2p

∂z2
. (3.28)

Due to the conditions of the diffusion in the two variables, the solution of the physical
problem has to factorize: p(x, z, t) = px(x, t)pz(z, t), the derivation for this is given
in [Post11]. Since the diffusion in z does not depend on x, the probability density
pz(z, t) is described by:

∂pz
∂t

= Dz
∂2pz
∂z2

, (3.29)

while the probability density px(x, t) is described by an equation containing a time-
dependent diffusion coefficient D(t):

∂px
∂t

= D(t)
∂2px
∂x2

, (3.30)

with

D(t) =

∫ d

0
Dx(z)pz(z, t)dz, (3.31)

where d denotes the thickness of the film. Now Postnikov and Sokolov introduce a new
variable τz =

∫ t
0 D(t)dt which reduces eqn. 3.30 to the simple diffusion equation:

∂px
∂τz

=
∂2px
∂x2

. (3.32)

From this Postnikov and Sokolov conclude that px(x, t) is Gaussian, and that the msd
of the lateral diffusion (in x-direction) equals 2τz.
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They then give two examples, one for a thick film (infinite d) and one for finite d,
both with the assumption of a linear dependence Dx(z) = kz. In the latter case the msd
shows an initial superdiffusion 〈x2〉 ∝ t1.5 and an asymptotic normal diffusion, see Fig.
1 in [Post11]. Nevertheless for the msd obtained within this work, this kind of behavior
was not generally observed, see e.g. Fig. 3.3 (b) in section 3.3.3.

Although Sokolov and Postnikov used a two-dimensional model, it should be applicable
also for the three-dimensional diffusion studied in this work. Then px(x, t) has to be
replaced by pxy(x, y, t) with two independent lateral dimensions x and y. A modification
of eqn. 3.32 for two dimensions therefore has the following form:

∂pxy
∂τ

=
∂2pxy
∂x2

+
∂2pxy
∂y2

. (3.33)

Then pxy still is Gaussian, while its msd equals 4τ .

3.4 Fluorescence correlation spectroscopy (FCS)

Fluorescence correlation spectroscopy (FCS) is a powerful tool to study processes in-
volving fluorescence intensity fluctuations on the level of few (in some cases even single)
molecules. Improved single photon counting detector technologies (avalanche diodes)
and the use of two detection channels moved time resolutions into the picosecond range
[Schw02]. With FCS time traces of the fluorescence signal from a tiny focal region on the
sample are recorded and autocorrelated (or in case of two detection channels crosscorre-
lated). From the autocorrelation characteristic times for the physical processes causing
the fluctuations can be derived. The normalized autocorrelation function is defined
as [Schw02]:

G(τ) =
〈δF (t)δF (t+ τ)〉

〈F (t)〉2
with δF (t) = F (t)− 〈F (t)〉, (3.34)

where F (t) is the fluorescence signal at time t, τ is the time lag, and the fluctuations δF (t)
are defined as the deviations from the temporal average of the signal. If the excitation
power and the effective Volume Veff can be considered as constant, the fluctuations
depend only on changes in local concentration c(r, τ) of the dye, as well as on fluctuations
of the molecular absorption cross section σA and fluctuations of the quantum yield ΦF .
With the overall detection efficiency κ, the spatial distribution of excitation energy
Iex(r), and the optical transfer function S(r) of the setup geometry (determines the
spatial collection efficiency of the setup), the variations may be written [Schw02]:

δF (τ) = κ

∫
V
Iex(r)S(r)δ(σAΦF c(r,τ))dV. (3.35)

In general the detected intensity fluctuations stem from several physical processes, which
range from antibunching (statistics of fluorescence emission) over rotational diffusion and
triplet state blinking to lateral diffusion, see Fig. 3.5 left. As long as the characteristic
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(a)

d
wxy

wz

Figure 3.5: (left) Timescales of various processes monitored by autocorrelation analysis taken from
[Schw02]; (right) FCS detection profile in case of a thin liquid film with thickness d on a
silicon wafer with thermally grown oxide, 2wxy and 2wz are the lateral focus width and
the focus depth, resp.

times of the involved processes deviate from each other by some orders of magnitude, the
parts of the autocorrelation function related to the different processes can be separated.
The relative amplitudes of the different parts are related to the number of dye molecules
taking part in the respective process and to the magnitude of their emission [Schw02].
Nevertheless, it has to be taken into account that fluorescence intensities (and thus their
fluctuations as well) originating from the same species of dye molecules may differ due to
geometrical conditions for the respective process. E.g. adsorbed molecules at the solid-
liquid interface may have a higher fluorescence signal than freely diffusing ones, when
the optical transition dipole of the former is oriented parallel to the field vector of the
exciting light beam. Whereas their fluorescence may also be quenched due to unfavorable
configuration. Thus correlations related to ad-/desorption kinetics may have a strongly
varying amplitude and therefore can show up pronouncedly in the autocorrelation curve
as well as be hidden by other processes, or occur with any amplitude in between those
extremes.

To obtain characteristic times for the involved processes, the nature of the process
and the geometry of the excitation/detection volume has to be taken into account.
Usually the excitation beam is considered to have a two-dimensional Gaussian profile,
which is a sufficient approximation of the diffracted light beam described by the Airy
function [Zhan07]. Thereby the width 2wxy of the profile is determined by the 1/e-decay
of the intensity. In the direction of light propagation the focal depth of the objective
determines the height (= 2wz, see Fig. 3.5 right) of the detection volume for bulk liquids.
However, with ultrathin liquid films the height is restricted to the film thickness d.
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3 Single molecule dynamics in confined soft matter

3.4.1 Translational diffusion

Irrespectively of the specific setup the following relation between the characteristic time
related to translational diffusion τD and the diffusion coefficient D is valid [Elso74,
Schw02]:

D =
w2
xy

4τD
. (3.36)

Since in our case, the film thickness d is much smaller than wz, the two-dimensional
approximation of the normalized autocorrelation function for lateral diffusion has to be
used, which is given by [Arag76]:

GD(τ) =
1

1 + τ/τD
. (3.37)

Otherwise a correction for diffusion in z-direction has to be implemented, see [Arag76].
The above given eqn. holds for homogeneous diffusion. However, in many cases the

translational diffusion is not homogeneous. Instead the mean square displacement (see
section 3.3.3) is not proportional to the time t, but to tα with 0 < α < 1. Then eqn. 3.37
is modified accordingly [Schw02] to

GD,anomal(τ) =
1

1 + (τ/τanomal)α
. (3.38)

The phenomenon of anomalous diffusion is still not completely understood in respect
to FCS measurements. Thus physical insight obtained from fits to anomalous diffusion
behavior may be restricted to the case, where the microscopic origin of the parameters
α and τanomal is known [Hac05]. Furthermore no conventional diffusion coefficient can
be defined in this case [Schw02].

Sometimes it is reasonable to expect two discriminable translational diffusion coef-
ficients. Then instead of using eqn. 3.38 for anomalous diffusion, the following two-
component term may be used [Hac05]:

GD,bi(τ) = A
1

1 + τ/τD1
+ (1−A)

1

1 + τ/τD2
. (3.39)

3.4.2 Rotational diffusion

In solution dye molecules can freely rotate. Since their excitation as well as the detec-
tion of their fluorescence emission depends on the angle of the optical transition dipole
with the incident electromagnetic field, the rotational dynamics appears as fluorescence
fluctuations in the FCS signal. This effect occurs already for circular polarized incident
light, but is enhanced for linear polarized light. The autocorrelation function G′(τ) then
has to be modified by adding an exponential term [Wide99, Schw02]

G(τ) = (1 +AR exp(−τ/τrot))G
′(τ) , (3.40)

where τrot is the characteristic time for rotational diffusion and the amplitude AR de-
pends on the geometry of the experiment including the polarization of the exciting light.
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3.4 Fluorescence correlation spectroscopy (FCS)

3.4.3 Triplet blinking and other fluorescence intermittencies

Another cause of fluorescence fluctuations is triplet blinking, i.e. the excited dye molecule
turns via intersystem crossing (ISC) into the triplet state, see section 2.3.1. In the triplet
state the molecule does not fluoresce but stays dark. Therefore, the triplet lifetime τTr
appears as dark intervals in the fluorescence signal leading to correlation times in the
corresponding time regime, as is depicted in Fig. 3.5 left. As long as the other involved
processes occur on a different time scale, the respective parts of the correlation function
can be separated. In that case an additional term appears in the correlation function,
leading to [Cher09]

G(τ) =

(
1 +

ATr
1−ATr

exp(−τ/τTr)
)
G′(τ) , (3.41)

where ATr is the fraction of dye molecules in the triplet state. Since all the dye molecules
used within this work have a quantum yield close to one, ATr is very small. Therefore,
this term is also very small and can be neglected.

Besides triplet blinking other causes of fluorescence intermittency may exist, e.g. re-
versible electron transfer with the surrounding matrix or spectral shifts in combina-
tion with changes of fluorescence intensity due to conformational changes, see [Kowe09,
Krau11a]. If the contribution to fluorescence fluctuations from such a process is large
enough and if the process occurs on time scales separable from the other processes
contributing to G(τ) a similar expression as eqn. 3.41 with the respective Aprocess and
τprocess may be used.

3.4.4 Reaction kinetics

At solid-liquid interfaces also ad-/desorption events take place. When a dye molecule
adsorbs to the surface, its rotation will be hindered. This in general leads to a change
in fluorescence intensity. However, the signal will be enhanced if the optical transition
dipole of the dye is situated parallel to the field vector of the incident light, whereas the
dye molecules will not be excited if their dipole is oriented perpendicular to the field
vector. Thompson and Axelrod studied surface binding kinetics by total internal reflec-
tion (TIR) fluorescence microscopy with FCS [Thom83]. When the lateral observation
area can be considered large in comparison to the vertical one and to molecular size, the
shape of the fluorescence correlation function G(τ) is determined by a reaction rate RR
for surface binding and a bulk diffusion rate RB

RR =
k

β
and RB = D

/(
β〈C〉
〈A〉

)2

(3.42)

where k is the desorption rate and β is defined as the average fraction of binding sites
that remain free at equilibrium. D is the bulk diffusion coefficient, while 〈A〉 and 〈C〉
are the thermodynamic ensemble average concentrations of freely diffusing molecules
and surface bound molecules, respectively. Using these rates Axelrod and Thompson
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give an extended expression for the autocorrelation function G(τ) related to sorption
kinetics [Thom83]

G(τ) =
G(0)

v
1/2
− − v1/2

+

{v1/2
− w

[
−i(v+RRτ)1/2

]
− v1/2

+ w
[
−i(v−RRτ)1/2

]
} , (3.43)

where

v
1/2
± =

1

2
(RR/RB)1/2[−1± (1− 4RB/RR)1/2] ,

and
w(iη) = eη

2
erfc(η) (η complex) .

The value at time zero thereby is

G(0) =
1

Z

[
1

γ(1− β)
− 1

]
, (3.44)

where Z is the total number of binding sites within the observation area and γ is the
fraction of molecules that are fluorescent labeled (which in case of observation of single
dye molecules of course is equal to 1). This relation for the amplitude G(0) of the
normalized correlation function is related to the particular TIR setup used by Axelrod
and Thompson, where predominantly adsorption kinetics is monitored and fluctuations
from transient molecules can be neglected. erfc is the complementary error function,
which commonly is defined as [Bron08]

erfc(z) = 1− erf(z) = 1− 2√
π

∫ z

0
e−u

2
du . (3.45)

However, due to its complexity this general correlation function for binding kinetics
given in eqn. 3.43 is not suitable for fitting routines. Yet according to Thompson and
Axelrod eqn. 3.43 in the limiting cases of RB � RR (bulk diffusion limit) and RR � RB
(reaction limit) simplifies to

Gdiff(τ) ≈ exp(−RBτ) erfc(
√
RBτ ) (RB � RR) (3.46)

Greact(τ) ≈ exp(−RRτ) (RR � RB) . (3.47)

More general equations treating reaction kinetics at interfaces are also given by Lieto
et al. [Liet03], but they require the knowledge and the variation of dye concentrations,
which hardly is possible here, since the used dyes are only weakly soluble in TEHOS.

With the TIR illumination used by Thompson and Axelrod, the excitation of fluo-
rophores decays exponentially in z-direction restricting the detection to the solid-liquid
interface and its vicinity. In case of the ultrathin films studied in this work the detection
similarly is reduced to a small vertical region (i.e. the film thickness d, see Fig. 3.5 right)
in comparison to the lateral extension (which typically is about 0.6 µm). Therefore, the
considerations of Thompson and Axelrod give a useful approximation for analyzing FCS
experiments on ultrathin liquid films. In the experiment dye concentrations were in the
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3.5 Spectral diffusion

range of 10−6 mol/l to 10−8 mol/l, i.e. the dyes are highly diluted. Thus most binding
sites will remain free and β therefore should not be much smaller than 1. Furthermore
the (charged resp. polar) dye molecules have a higher preference to adsorb to the surface
(preferentially at surface silanols, see section 4.2.2) than to remain in the unpolar liquid.
Thus k is small, leading to a small RR. On the other hand D ≈ 50 µm2/s for R6G and
similarly sized dyes in bulk TEHOS, see section 4.2.3. Yet as mentioned above, 〈C〉 is
larger than 〈A〉, reducing the bulk diffusion rate RB. However, the small film thickness
d leads to mean first passage times for freely diffusing dye molecule in the range of 0.1
µs, see section 3.1.1. Since the rate for freely diffusing molecules is the inverse of this
mean first passage time, it is quite large. Therefore, due to the effect of the confinement
eqn. 3.47 can give an approximation within the analysis of FCS experiments on ultrathin
liquid films.

3.5 Spectral diffusion

Parts of this section have contributed to the following publication [Krau11a]:

S. Krause, P.F. Aramend́ıa, D. Täuber, C. von Borczyskowski. Freezing single molecule
dynamics on interfaces and in polymers. Phys. Chem. Chem. Phys., Vol. 13, p. 1754-
1761, 2011.
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Figure 3.6: (a) Respective energy levels of fluorescent molecule due to interactions with the surrounding
matrix; de-excitation via fluorescence is depicted by colored arrows to visualize the change
in transition energy. In contrast to Fig. 2.4 for simplicity only the resp. S0 and S1 states
are shown; (b) additional changes in the respective energy levels due to internal charge
transfer configuration of Nile Red.

The here used fluorescent dyes contain a chromophor, i.e. an extended π orbital sys-
tem over part of the molecule which can be excited from its energetic ground state by
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3 Single molecule dynamics in confined soft matter

absorption of a photon of suitable wavelength, see section 2.3.1. Thereby, the π orbital
system may rearrange into a different geometry containing a higher energy. The excited
molecule will return to the ground state again after some time. The average time for
this decay is denoted lifetime τ∗ of the excited state, which is typically in the range
of nanoseconds. The energy of the photon is determined by the energetic difference
between the ground state and the excited state [Vale05].

When the dye molecule is embedded in a matrix, the energies of both ground and
excited states are slightly changed due to interaction with the matrix, e.g. by Van der
Waals interactions. Because of the different geometry of the charge distribution in the
respective π orbitals, the interaction with the matrix usually differs for the ground and
for the excited state [Vale05], thus leading to changes in fluorescent wavelengths as well,
see Fig. 3.6 (a). The largest observable shift (∆Emax) in emission wavelength thereby
depends on the potential-landscape (see Fig. 3.7) of both ground and excited states. The
range of the energetic change of fluorescence is influenced by the change in the energy
of the ground state ∆E0 as well as the excited state ∆E∗ (see Fig. 3.6). Consequently
fluorescent dyes often show a solvent shift upon changing the dielectricity of the solvent,
i.e. the absorption and emission peaks are shifted to different wavelengths. In ensemble
measurements in a heterogeneous matrix the interaction with the surrounding matrix
leads to an inhomogeneous broadening of the line widths of the absorption and emission
spectra.

en
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gy
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E2
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Figure 3.7: Potential landscape of the electronic state of a dye molecule (either S0 or S1). Overcoming
the large barrier results in spectral jumps. The fluctuations (smaller, densely distributed
jumps) induced by the potential landscape in the right part have a larger amplitude (ener-
getic range) than those from the left part, caused e.g. by stronger coupling to the matrix.

On the other hand, single molecule (SM) emission spectra directly show the properties
of their local environments. If fluctuations of the surrounding matrix occur on suitable
time scales, e.g. in highly viscous fluids or even in the vitreous state of amorphous
polymers, these fluctuations will induce fluctuations of the energies of the electronic
states of the dye, which can be seen in time series of SM spectra, as shown in Fig. 3.8.
This commonly is denoted as spectral diffusion [Boir99, Baie08, Krau11a]. In certain
cases these small spectral fluctuations are accompanied by some larger spectral jumps.
These jumps occur, when a barrier in the potential landscape of the dyes electronic
state, which leads to a larger spectral shift, is overcome, see Fig. 3.7. In the time series
shown in Fig. 3.8 this happened after 38 s. Here the energy barrier is due to transitions
between a locally excited and an internal charge transfer conformation [Guid10] of the
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3.5 Spectral diffusion

Figure 3.8: (bottom left) Time series of SM emission spectra, (right) corresponding peak positions,
(top) SM spectra at 38 s and at 39 s, obtained from Nile Red in a 25 nm thin PBMA film
at 323 K, (—) and (- -) fits with three Gaussians, resp., faint lines show single components.

fluorescent dye Nile Red. See Fig. 4.3 (d) and (e) for the respective structure formulas.
Since the internal charge transfer state of Nile Red has a larger dipole moment than the
locally excited state [Kaws08], this conformation is favored in polar environments. Due
to the larger dipole moment also the interaction with the surrounding matrix is stronger,
which leads to larger spectral fluctuations, as depicted in Fig. 3.6 (b) as well as in the
right part of the potential landscape shown in Fig. 3.7. This also can be seen in the first
38 s of the time series in Fig. 3.8 in comparison to the smaller amplitude of fluctuations
after the spectral jump.

The frequency of those spectral jumps depends on the transition rates in both direc-
tions. Thereby the transitions usually either occur in the ground state (transition rate
kdown resp. kup depicted in Fig. 3.6 b) or in the excited states (transition rates k∗down
and k∗up in the same figure). The ratio of the respective rates is Boltzmann distributed,
see eqn. 3.48.

kup
kdown

= e
− ∆E
kBT , (3.48)

where ∆E = E2−E1 is the energy difference between the resp. minima next to the bar-
rier, see Fig. 3.7. Thus the ratio of the transition rates depends on the difference between
the two energy levels and on temperature. Furthermore, the rates themselves depend
on the temperature. Higher temperatures will increase the probability for the system to
overcome the barrier and thus increase the transition rates. They also are influenced by
the structure of the surrounding matrix, e.g. in a glassy polymer conformational changes
may be restricted to the size of the free volume, thus limiting the possibility of spectral
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3 Single molecule dynamics in confined soft matter

jumps due to conformational changes of the dye molecule, see [Vall04]. Furthermore, the
detection of spectral jumps depends on the spectral resolution of the setup (which for the
here used setup is about 0.4 nm) and on the temporal resolution. Spectral jumps with a
higher frequency than the acquisition rate of the time series will result in intermediate
spectra showing no spectral diffusion at all. At intermediate rates (and small differences
between the related transition energies), a dense distribution of spectral jumps will be
visible, which here is addressed as ”fluctuations” (e.g. in Fig. 3.7). Spectral jumps with
larger energetic differences will be observed less frequently, because the larger energetic
difference implies also a larger difference between the related electronic states of the
molecule, which according to eqn. 3.48 leads to a smaller transition rate.

The energetic positions of SM spectra are often determined from the positions of their
peaks. These usually are obtained from multi-Gaussian fits to the spectra, as can be
seen in Fig. 3.8 (top).

3.5.1 Analogy to translational diffusion

The accumulation time of the SM spectra, typically 0.5 s to 2 s, determines the temporal
resolution for the spectral fluctuations. Within this temporal resolution the fluctuating
energy levels appear almost continuously distributed around some mean values (besides
some few larger jumps). Thus the spectral fluctuations can be treated in analogy to
translational diffusion. Yet, the range of the spectral fluctuations is limited by the
maximal possible range of shifts in the energy levels of the dye, see ∆Emax in Fig. 3.6
(a). The latter also corresponds to the height differences in the potential landscape
depicted in Fig. 3.7. For this reason, the appropriate analogy is translational diffusion
in a cell, see Fig. 3.3 (a) for the corresponding plot of the msd. However, due to blinking
and bleaching of the dyes, the SM time series are not long enough to use the calculation
of msd for evaluation of spectral diffusion coefficients. Yet in section 3.3.7 a method was
developed to obtain short range diffusion coefficients D(τ) for translational diffusion
within fixed time lags τ . This is a matter of choice, if the behavior of an anomalous
or heterogeneous system at short time scales is of interest, which cannot be achieved
by the determination of long range diffusion coefficients. As explained above, spectral
diffusion is by its nature restricted and therefore no long range diffusion coefficients
can be determined. However, the short range diffusion coefficients derived from the
probability distributions as detailed below, will render useful information about the
behavior of the system dye-matrix.

Additionally the temporal evolution of the spectral diffusion can be investigated. By
changing the acquisition time (i.e. time lag τ), the time dependence of the system in the
range of the studied time lags can be seen: If for two time lags τ1 < τ2 the related diffusion
coefficients are equal, i.e. D(τ1) = D(τ2), the system is likely to behave homogeneous
within [τ1, τ2]. This is similar to the initially linear dependence of the msd on time for
diffusion in a cage, see the corresponding plot in Fig. 3.3 (a). Otherwise for the studied
time lags the system is outside of the homogeneous regime.

Since spectral diffusion describes energetic displacements during time, and energy is
a one dimensional observable, we here have to use the equations for diffusion in one

54



3.5 Spectral diffusion

dimension instead of those for two-dimensional diffusion used in section 3.3.7.

3.5.2 Probability distributions of spectral diffusivities

The Fokker-Planck-Equation for one-dimensional Brownian motion with (linear) drift
coefficient S(x) and diffusion coefficient D(x) is given by [Risk96]

∂

∂τ
p(x, τ) =

(
− ∂

∂x
S(x) +

1

2

∂2

∂x2
D(x)

)
p(x, τ) . (3.49)

For zero drift and a constant diffusion coefficient D(x) = D the distribution of the
transition probability density p(x, τ) can be expressed as [Kirs07]

p(x, τ)∂x =
1√

4πDτ
exp

(
− x2

4Dτ

)
∂x . (3.50)

Now the probability distribution of the squared displacement u = x2, with u ∈ [0,∞],
is obtained by taking into account that it is the sum of p(

√
u, τ)dx and p(−

√
u, τ)dx,

while ∂x
∂u = 1

2
√
u

[Kirs07]

p(u, τ)∂u =
1√

4πDτu
exp

(
− u

4Dτ

)
∂u . (3.51)

Cumulative probability distributions

Integration of eqn 3.51 with boundaries 0 and ∆E2 yields the probability P (∆E2, τ) to
obtain a value x2 ≤ ∆E2 for a given time interval τ [Kirs07] (for definition of erfc resp.
erf see eqn. 3.45)

P (∆E2, τ) =

∆E2∫
0

p(u, τ)∂u = erf

(√
∆E2

4Dτ

)
. (3.52)

For consistency with the two dimensional case, the complementary cumulative probabil-
ity C(∆E2, τ) is used, which is therefore given by

C(∆E2, τ) = 1− P (∆E2, τ) = 1− erf

(√
∆E2

4Dτ

)
= erfc

(√
∆E2

4Dτ

)
. (3.53)

Similarly to the two dimensional case the Einstein equation 3.10 for one dimension is
used to obtain scaled square displacements, i.e. spectral diffusivities dspec

dspec =
∆E2

2τ
. (3.54)

55



3 Single molecule dynamics in confined soft matter

In the experiment the spectral diffusivities dspec result from spectral diffusion during the
acquisition time τ . Using the integration variable s = dspec and ∂u

∂s = 2τ , the probability
distribution in eqn 3.51 can be transformed to

p(s, τ)∂s =
1√

4πD2τ2s
exp

(
− s

2D

)
2τ∂s , (3.55)

where p(s, τ) no longer explicitly depends on τ and thus will be denoted as p(s)τ . Inte-
gration now yields the probability distribution function

P (dspec)τ =

dspec∫
0

p(s)τ∂s = erf

(√
dspec

2D

)
. (3.56)

The complementary probability distribution for spectral diffusion therefore is

C(dspec)τ = 1− erf

(√
dspec

2D

)
. (3.57)

In case if two independent physical processes contribute to the distribution of spectral
diffusion eqn 3.57 can be modified by adding a second term, with a ∈ [0, 1]

C(dspec)τ = 1− a erf

(√
dspec

2D1

)
− (1− a) erf

(√
dspec

2D2

)
. (3.58)

A multi-componet probability distribution of spectral diffusivities is expressed by

C(dspec)τ = 1−
∑
i

ai erf

(√
dspec

2Di

)
where

∑
i

ai = 1 . (3.59)
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4 Experimental setups, materials and
tracking programs

In this chapter the two microscopy setups used for optical investigation and the setup
for laser-induced dehydroxylation will be described. At this point also the writing of the
structures is explained. This is followed by a description of the used materials together
with the cleaning procedure of the substrates and the sample preparation methods.
In particular the hydroxylation and dehydroxylation of the thermal silica substrates is
detailed. The last part describes and compares the used tracking program packages
tracking.sh and DSAA.

4.1 Experimental setups

4.1.1 Wide field microscope

Wide field microscopy has the advance to simultaneously monitor a larger region on the
sample. With the homebuilt setup used here (see Fig. 4.1 a) the illuminated spot is
about 30 µm in diameter. Video sequences were recorded from an ≈ 16 µm x 16 µm
area within the illuminated region. The light source for excitation is an argon-krypton
ion laser (Coherent Innova 70C Spectrum), where the wavelength at 514 nm was used.
To avoid vibrations induced by the laser, the excitation light was coupled into the setup
by a single mode fiber (Thorlabs). An electro optical modulator (EOM) (ConOptics
ADP 370) was used for power stabilization. The incident power on the sample was
in the range of 100 W/cm2 to 400 W/cm2, depending on the used dye and the frame
rate of the video sequence, which ranged from 50 fps to 1 fps (i.e. frame times τframe

of 20 ms to 1 s). A bandpass (515NB3, Omega Optical, FWHM = 3 nm) removed
possible Raman lines from the excitation beam. An achromatic dispersion lens (f =
45 mm) after a pinhole widened the excitation beam to the desired size on the sample.
The objective (Zeiss Epiplan Neofluar, 100x, NA = 0.9) was used in epi-illumination.
Therefore a dichroic mirror (525 DRLP, Omega Optical) was needed to separate the
detection from the excitation. Since dichroic mirrors do not preserve the polarization of
the reflected light, a λ/2 waveplate was used in addition to a λ/4 waveplate to obtain
circular polarization on the sample. For freely diffusing and thus fast rotating dye
molecules this would not be necessary, but in case of surface diffusion, molecules may be
restricted in rotation. Circular polarized excitation ensures that all dye molecules with
optical transition dipoles in the plane parallel to the substrate will be excited equally.
Another achromatic lens (f = 250 mm) was used to focus the detected fluorescence
light onto the CCD chip of the camera. Within this work two different CCD cameras
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Figure 4.1: (a) Wide field microscope setup, (b) confocal microscope setup.

were used: A Pentamax -512EFT, Gen IV Intensifier, Princeton Instruments and an
Andor iXon DU-885K. A long pass filter (ALP 530, Omega Optical) filtered residual
excitation light from the detected fluorescence light. Both cameras are equipped with
frame transfer options. By this, the signal distribution from the exposed part of the
chip is shifted to an equally sized dark chip, which then is read out while the other chip
can be used for new acquisition. This reduces dark times during readout to the shift
time. However, the dark time for the Pentamax camera is not known, and could only
be estimated from information on the implemented CCD chip to be about 1.5 ms. In
contrast, the Andor Solis™ software provides information about actual dark times of the
Andor camera.

4.1.2 Confocal microscope for fluorescence correlation spectroscopy (FCS)

With FCS the fluorescence intensity is collected from a single spot on the sample and
traced over time. Therefore a confocal microscope setup is used, where the illuminat-
ed/detected spot on the sample typically has a diameter of 0.6 µm to 0.8 µm (radial
1/e decay). The most common application of FCS is in biophysics where cells or macro-
scopic molecules are traced within liquid volumes of several micrometer or even millime-
ter height. There the use of a pinhole to remove fluorescence contributions from regions
outside the focal volume is necessary. In contrast, with the investigation of thin films
in this work the film thickness was always smaller than the height of the vertical focus
length, which is approximately 1 µm. This renders the use of a pinhole obsolete. For
this reason, in the homebuilt setup used here (see Fig. 4.1 b, [Schm10]), the fluorescence
light was formed into a parallel beam by the objective and focussed onto the APD (Pi-
coquant MPD, PDM Series, temporal resolution < 50 ps), where the entrance pinhole of
the APD (∅ = 20 µm) was used to remove scattered and diffusive light.

The used light source was a pulsed laser diode (Picoquant LDH-P-C470) with 465 nm
wavelength at the frequency of 40 MHz. A single mode fiber coupled the light to the
setup, where a bandpass (Omega Optical 3rd Millenium, 465±5 nm) was used to remove
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side bands of the excitation light. The parallel beam was focussed onto the sample
by an objective (Zeiss EC Epiplan Neofluar, 100x, NA = 0.9). Thereby the focal spot
can be adjusted automatically [Schm10]. The lateral radius of the focal spot wxy was
determined to be 350 ± 50 nm [Schu09, Schm10]. The detected fluorescence light was
separated from the excitation beam by a dichroic mirror (AHF Analysetechnik AG, 470
nm) and filtered by an additional long pass (Omega Optical 480ALP, 480 nm). The
autocorrelation was done either by a correlator (ALV Laser Vertriebsgesellschaft m.b.H.
ALV5000 Multiple Tau Digital Correlator, with temporal resolution 0.2 µm) or based
on a single module counting card (Becker & Hickl SPC-630) using the program spcm. A
piezo scan stage (Physik Instrumente (PI) , P-517.3CL) was used for lateral positioning
and vertical focussing on the sample. It was controlled by a homewritten program (in
LabVIEW™, [Schm10]) using a counting card (Sheldon Instruments SI-C6xDSP-PCI)
together with an analog module (SI-MOD68xx).

4.1.3 Setup for laser-induced dehydroxylation

Figure 4.2: Setup for laser-induced dehydroxylation, taken from [Schu10a].

The setup used for laser-induced dehydroxylation (see Fig. 4.2) was built by Sebas-
tian Schubert [Schu10a] according to descriptions in literature [Balg06, Hart09]. By
this method the absorption of photons within the underlying silicon layer beneath the
thermal oxide generates hot electrons, which relax via inelastic phonon scattering into
the valence band. Thereby the energy uptake of the crystal structure generates a lo-
cal temperature increase, which leads to thermal dehydroxylation of the substrate sur-
face [Hart09, Schu10a]. The laser power has to be tuned such that the substrate does not
melt, while temperatures above 800°C have to be reached to irreversibly remove surface
silanols. Melting of the substrate can be seen immediately due to the increase in light
scattering [Schu10a]. After processing it can be checked at an optical microscope with
sufficient magnification, e.g. Zeiss LSM 500, as well as by AFM measurements.

The light source, a frequency duplicated Nd:YAG-Laser (Millenia Pro, Spectra Physics)
provides light at 532 nm with a power ranging from 0.23 W to 10 W. The objective is a
(Planachromat 12.5x/0.25, Zeiss) and thus has a magnification of 12.5 and NA = 0.25.
By this the lateral spot diameter in the focus is 2.7 µm. The structures were written by
scanning the sample in x- and y-direction using a piezo stage (Tritor 101 CAP, piezosys-
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tem jena) with an integrated universal serial interface card (EDA 4, piezosystem jena),
which was controlled using the demo-version of EDA 2/3/4/5 Version 1.1610.98.1 Since
this setup does not provide an image of the sample, the focus was set on the sample
with the aid of a screen. 77% of the power output reached the sample surface. Thus
at an power output of 1 W, the power density of the focussed beam on the sample is
14.5 MW/cm2 [Schu10a].

4.2 Materials

4.2.1 Fluorescent dyes for SM studies

Figure 4.3: Chemical structures of dyes used in this work (a) Rhodamine 6G, (b) Rhodamine B, (c)
Oregon Green, (d,e) Nile Red, (f) Terrylene, (g) no-PDI and (h) o-PDI; not to scale.

Single dye molecules can be used with optical microscopy techniques to probe soft
matter on a local scale. By use of an appropriate laser wavelength the dye molecule
is excited from its electronic ground state (S0) to a higher energetic state, as was de-
tailed in section 2.3.1; while the additional explanations in section 3.5 (see Fig 3.6) also
take interactions with the surrounding matrix into account. From the higher energetic
states it can relax by a set of radiative and non-radiative pathways [Vale05]. The ratio

1Robert Schmidt, TU Chemnitz, kindly implemented the program.
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of which determines the quantum yield ΦF of the dye, i.e. the ratio of emitted pho-
tons to absorbed photons, see eqn. 2.8. Dyes used in SM studies typically have high
quantum yields. Furthermore, a high photostability is needed: Due to photo-activation
the dye molecule can reversibly (i.e. blinking, photophysical bleaching) [Cich07, Schu07]
or irreversibly (photochemical bleaching) [Zond04, Schu07] turn into a non-fluorescing
state. For both processes the (lowest) electronic triplet state T1 of the molecule plays
a role, although there are also other possibilities for blinking, e.g. reversible electron
transfer to the surrounding matrix. Usually the conversion from electronic singlet to
triplet states is forbidden, due to different multiplicities of electron spins. But overlap
of the electron wave functions allows the intersystem crossing to some extend [Vale05].
The triplet decay rate for highly photostable dyes is in the range of several kHz to
MHz [Wide94] and therefore the triplet lifetime may play a role in fluorescence correla-
tion spectroscopy [Schw02]. In this work several dyes where used, the structure formulas
of which are shown in Fig. 4.3. Short descriptions of the dyes are given below.

Xanthenes

Rhodamines as well as Oregon Green (OG) are xanthene derivatives, shown in Fig. 4.3 (a)
-(c). Rhodamine 6G (R6G) and Rhodamine B (RhB) are widely used for bio-labeling as
well as for other SM studies. Both dyes are known to form aggregates in aqueous solution,
but those usually are non-fluorescent [Lópe82, Mial91, Mont00]. In case of Rhodamine
B in TEHOS, bulk excitation spectra revealed two fluorescent components with a shift
of 23 nm in absorption and 12 nm in emission [Schu10a]. Thus further investigations
were conducted using R6G, which showed only one fluorescent component [Schu10a].
R6G is cationic, while RhB exists in a zwitterionic and in a cationic from, depending on
the degree of deprotonation. However the observed spectral shifts for the two observed
components of RhB in the bulk experiments in TEHOS are too large to be explained by
partial protolysis. For further considerations see [Schu10a] and references therein. The
rhodamines were obtained from Radiant Dyes, Germany, while OG was purchased from
Invitrogen, Germany.

The triplet lifetimes for RhB in ethylene glycol and R6G in distilled water are 6.0 µs
and 2 µs, respectively, as given by Menzel et al. [Menz98] and Widengren et al. [Wide94].
Jena et al. measured rotational diffusion correlation times of RhB and R6G in differ-
ent alcohols, DMSO (dimethylsulfoxide) and formamide by subnanosecond transient-
dichrosim experiments. They also calculated molecular volumes of the dyes from Van

der Waals increments (VR6G = 414 Å
3
, VRhB = 414 Å

3
and estimated their ellipticity and

a geometrical factor determining the deviation from elliptic shape (both Rhodamines
are considered as oblate ellipsoids with ellipticity=2). Using these parameters they
conducted comparative calculations according to the Debye-Einstein relation eqn. 3.7,
see [Jena79]. Their results are given in Table 4.1 together with the viscosities of the
solvents.

Due to its carboxylic group, Oregon Green is anionic at pH > 6. Below this value
the neutral form coexists. Since the anion has a far higher quantum yield, mainly this
component is detected within SM studies [Gill04].
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Table 4.1: Experimentally obtained rotational diffusion times of RhB and R6G in different solvents
compared to calculations using the Debye-Einstein relation eqn. 3.7 according to Jena et
al. [Jena79].

Solvent τrot(R6G) [ps] τrot(RhB) [ps] η [mPa s]

Ethanol 310±20 260±20 1.2
calculation (Ethanol) 150 142 1.2
Propanol 490±30 460±30 2.2
DMSO 480±30 – 2.2
calculation (Propanol & DMSO) 275 – 2.2
formamide 600±40 – 4.0
pentanol 1090±60 – 4.0
calculation (formamide & pentanol) 500 – 4.0
Decanol 3400±2500 3050±250 13.5
calculation (Decanol) 1690 1595 13.5
Ethylene glycol 3000±200 2800±200 19.5
calculation (Ethylene glycol) 2440 2305 19.5

Perylenes and terrylene

Perylenes have a slightly smaller quantum yield than the xanthenes. Consequently their
triplet lifetime is somewhat longer: Lang et al. give two values for triplet lifetimes of a
perylene-diimide in hexadecene to be 20 µs and 290 µs [Lang05] (ascribed to a splitting
into different T1 sublevels). A fourfold branched and thus spherical shaped perylene di-
imide (no-PDI: N,N’-di-propyl-1,6,7,12-tetra-(4-heptyl-phenoxy)-perylene-3,4,9,10-tetra-
carboxdiimide),2 see Fig. 4.3 (h), was used within TEHOS films as a neutral and thus
less interacting dye in comparison to the rhodamines. No-PDI was also used within
liquid crystal films, because it did not align with the liquid crystal structure. Another
perylene diimide (o-PDI: N,N’-di-hexadecyl-perylene-3,4,9,10-tetracarboxdiimide)2 with
C16 chains substituted at the two nitrogen atoms, see Fig. 4.3 (g), was designed to align
with the nematic liquid crystal director in 8CB, and proved to do so [Schu10b]. Spec-
troscopic studies revealed some degree of aggregation of o-PDI which is consistent with
reports on a similar perylene diimide with C18 chains [Stru00]. For further comparisons
an unsubstituted terrylene was used, see Fig. 4.3 (f). It has a sufficiently high quantum
yield and was used due to its smaller shape and probably less interactions with the sub-
strate. Triplet lifetimes of the terrylene are reported to be 300 µs and 12 ms in a crystal
of p-terphenyl at 1.5 K [Voge95], while at room temperature an upper limit is given
to be 18±2 µs [Kulz99]. The terrylene was purchased from PAH Research Institute,
Greifenberg, Germany.

2no-PDI and o-PDI were synthesized by Harald Graaf, TU Chemnitz.
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Nile Red

Nile Red is known to exhibit a large solvochromatic shift in the UV-visible region, which
is ascribed to the existence of an internal charge transfer process. Nevertheless there
is an ongoing discussion about the strength of the change in dipole moments between
the ground and the excited state and the corresponding geometries [Dutt91, Ghon00,
Kaws08], which also led to some theoretical investigations [Guid10]. Chemical structures
for the locally excited state as well as for the planar internal charge transfer state, as
stated in [Guid10], are shown in Fig. 4.3 (d) and (e), respectively. Alternatively a
twisted internal charge transfer state is discussed in literature [Ghon00]. There the
charge separation is enhanced due to twisting of the diethylamino group. Nevertheless
the latter is less supported by recent calculations [Guid10]. However, due to its sensibility
to solvent polarity Nile Red has been used in SM studies to probe local environments
e.g. of polymers [Hou00, Hou02, Kim06]. In this work it was used to probe the properties
of thin polymer films via the analysis of spectral diffusion of SM spectra. Nile Red was
obtained from Bio Chemika (Sigma for Fluorescence).

4.2.2 Silica substrates

Silica exists in crystalline (e.g. quartz) and in amorphous form. Here in this work
n-doped silicon wafers (specific resistance 1...8 Ωcm), with 100 nm thermally grown
oxide layers were used as substrates (Center for Microtechnologies, ZFM, TU Chemnitz).
The crystalline Si wafers were cut in 100-direction and were polished afterwards. Then
they were oxidized by a dry O2 process, i.e. within an oxygen flux at 1000°C under
addition of few % HCl (to avoid defects [Shir76]). Afterwards the wafers were covered
by a removable protection film and cut into pieces of 10 mm x 20 mm. In that way
fabricated oxides are amorphous. Nevertheless, there exists a residual order as was
shown by X-ray diffraction [Tats04]. This can be explained by the growth process:
According to a model suggested in 1965 by Deal and Grove, the O2 molecules diffuse
through the growing SiO2 layer and react at the Si− SiO2 interface [Tats05]. There the
oxygen atoms are incorporated into the silicon crystal mainly by breaking the Si bonds
perpendicular to the surface, resulting in an elongation of the previous crystal structure
in that direction under addition of some static disorder [Tats04]. By this the silicon
atoms remain sufficiently ordered to scatter X-rays at the lowest-order reflection of the
new, expanded lattice [Munk04]. Density relaxation of fumed silica on (100) silicon
occurs at approximately 1000°C [Tani90]. Thus considerable changes in oxide structure
are expected to occur at this temperature. For this reason, slight modifications of the
substrate surface, as will be described in the following, should be restricted to lower
temperatures.

For investigation of structure formation in thin liquid crystal films also n-doped Si
wafer with native oxide were used (Center for Microtechnologies, ZFM, TU Chemnitz).
Their specific resistance was 1...8 Ωcm) and they similarly were cut in (100) orientation
and polished.
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Silanols on silica surfaces - modification by substrate pre-treatment.

Figure 4.4: Surface silanol number densities depending on annealing temperature (in vacuo) taken
from Zhuralev: (1) average concentration of total surface silanol groups, (2) average con-
centration of free isolated silanol groups, for more details see text and [Zhur00]; reprinted
with permission.

Depending on the fabrication conditions silica surfaces display different amounts of
surface silanoles, i.e. OH groups bound to surface Si atoms. Moreover, at ambient con-
ditions, freshly cut Si surfaces are immediately oxidized, leading to a native oxide layer
of 1.5 nm to 4 nm thickness, which depending on the environmental conditions also con-
tains a certain amount of surface silanoles. Furthermore, water molecules may adsorb
onto the silica surface via H-bonding to the oxygen atoms of the silanoles. However, the
surface silanoles affect the interface properties of silicon/silica surfaces used in technical
applications, e.g. field effect transistors. For this reason early attempts to specify the
amount and types of silanoles were made, using site selective adsorbates, see e.g. Armis-
tead et al. [Armi69]. Later, when IR spectroscopy was established, the types of silanoles
were characterized due to their different bond lengths leading to characteristic vibrations
and thus IR emission lines. However, advanced knowledge was needed to discern also be-
tween surface silanoles and internal OH groups within the silica. Eventually the number
of possible surface silanol groups was determined to be ≈ 4.5 per nm2 [Iler79]. In 2000
Zhuravlev summarized the results in a review article [Zhur00], from which Fig. 4.4 was
taken, showing the temperature dependence of the silanol density specified for the differ-
ent types of silanoles. Depending on the surface structure and environmental conditions,
there are

vincinal (bridged) silanoles which are interconnected by H-bonding, see Fig. 4.5 (a)
including an additional water layer of up to six molecules thickness and (b). The
water layer is fully removed at 200°C [Zhur00], while the vincinal silanoles occur
up to 400°C, see Fig. 4.4 curve (3).

geminal (paired) silanoles i.e. a surface silicon atom is connected to two hydroxyl groups.
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These silanoles are more stable. They exist to a certain amount up to 800°C, see
curve (4) in Fig. 4.4 (c).

isolated silanoles i.e. the distance to neighboring silanoles is too large to form H-bonds,
and there is only one hydroxyl group per surface Si atom, see Fig. 4.5 (d). Iso-
lated silanoles are most stable. During tempering (in vacuo) their number initially
increases up to 400°C, see curve (2) in Fig. 4.4. This is caused by the removal of
hydroxyl groups from vincinal and geminal silanoles, leaving isolated silanoles at
that position. Isolated silanoles can be found on silica surfaces for temperatures
up to 1200°C. However their number decreases with increasing temperature.

siloxane bridges contain no hydroxyl groups, see Fig. 4.5 (e). They are very stable.
Silica tempered at 1000°C mainly is terminated by siloxane bridges (curve (5) in
Fig. 4.4 gives the number density of surface Si atoms free from silanoles, i.e. twice
the number of siloxane bridges, which is depicted in curve (6)).

Of course also geminal silanoles can build H-bonds with other geminal silanoles and/or
with vincinal ones.

(a)

Si SiSi SiSiSi Si Si Si SiSi SiSi
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Figure 4.5: Types of surface termination on silica surfaces (a) vincinal silanoles with additional water
layer, (b) vincinal silanoles only, (c) geminal silanoles, (d) isolated silanole, (e) siloxane
bridges.

While Zhuravlev studied various types of silica gels and porous glasses, Dugas and
Chevalier investigated the surface hydroxylation on fumed and thermal silica [Duga03].
They find that the surface hydroxyl density of thermally grown silica resembles that of
silica gel tempered at 1000°C. Furthermore by boiling the dehdroxylated substrate for
4 h in water, the surface density of silanoles could be almost fully recovered for fumed
silica, while it stayed low (i.e. less than half of the amount of surface silicon atoms)
for thermally grown silica, which had been fabricated at 1000°C. Treatment in piranha
solution yielded similar results for thermally grown silica.

According to Iler, fluorescent dyes preferentially adsorb to surface silanols [Iler79,
Graa07]. This was used by Schubert to compare the local silanol distribution for ther-
mally grown silica substrates after three types of substrate pre-treatment [Schu10a]. The
pre-treatments consisted in (i) tempering at 800°C for 0.5 h in air, (ii) etching in prianha
solution for 1 h at 70°C in ultrasonic bath, and (iii) boiling in water for 20 h. For this
study confocal images were taken on substrates covered by a thin layer of R6G. Those
images show a heterogeneous distribution of fluorescence intensity on a sub-micrometer
scale. The images were then analyzed using WSxM 5.0 [Horc07], in particular by the
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tools provided within the flooding menu. For this the mean intensity and the corre-
sponding standard deviation very evaluated for each image. The intensity threshold
then was set to the mean intensity reduced by one standard deviation. Thus 65% of
the obtained intensity values were selected for the evaluation. After smoothing with a
Gaussian, the local intensity distribution showed interconnected ”islands” (i.e. clusters,
see [Horc07, Gome92]) of varying size and shape. From this distribution then cluster
size and coverage were determined (using a cluster threshold size of 0.05 µm2) [Schu10a].
The results are printed in Table 4.2.

Table 4.2: Local silanole distribution on differently treated thermal SiOx according to [Schu10a].

pre-treatment tempered piranha boiled in water

investigated area [µm2] 110 110 81
# of clusters in area 36 85 22
coverage [%] 46.4 49.4 53.5
average cluster size [µm2] 1.42 0.64 1.97
nearest neighbor distance [µm] 1.75 0.64 0.66

Although these results cannot give absolute values for silanol cluster size and cover-
age (due to the lack of a normalization procedure), they reveal interesting features of
the local silanole distribution. Furthermore they verify the observation of Dugas and
Chevalier [Duga03] that the degree of hydroxylation of thermal SiOx can only be mod-
ified to a small extend, since the coverage ranged from 46.4% for the dehydroxylated
(tempered) substrate to 53.5% for the hydroxylated substrate (boiled in water) only.
Apart from these global aspects, it is interesting to note the differences obtained by
the hydroxylation processes using prianha resp. water. The larger average size of fewer
clusters observed after hydroxylation in boiling water supports the idea that hydrox-
ylation primarily occurs at the edges of existing silanole clusters [Schu10a], where the
bond strength of siloxane bridges is weakened due to the neighboring silanole [Zhur00].
In contrast etching in piranha solution primarily creates new and thus small silanole
clusters [Schu10a]. Yet the growth of these new clusters is restricted by the ongoing
etching process. An interesting question not yet studied therefore is, whether previous
etching has an influence on the silanol distribution obtained by hydroxylation in boiling
water.

Silanol gliding of dyes via H-bonding

Honciuc et al. investigated surfactant diffusion (fluorescently labeled palmitic acid) at
the solid-liquid interface of hexane on fused silica substrates [Honc08]. From temperature
dependent measurements they found a two-fould activation energy of diffusion. Their
suggestion is that the process with the lower activation energy is caused by a kind of
silanol gliding of the palmitic acid molecules: The acid group binds to surface silanols
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via double-H-bonding. On silanol clusters it may break the H-bonds successively to
bind to a neighboring silanol. Since only one H-bond has to be loosed at a time, the
activation energy is lower as for diffusion activation by simultaneously breaking two
H-bonds [Honc08].

The dye molecules used within the SMT and FCS experiments in this work (R6G,
RhB, OG, o-PDI and no-PDI) all possess at least two amino groups or single oxygen
ends (i.e. ketone groups), see section 4.2.1. This also enables for successive H-bonding
on silanol clusters.

Surface roughness measured by AFM

Polished Si wafers typically have a surface roughness below 0.2 nm [Yu99]. The surface
of SiOx thermally grown on a Si wafer has a slightly higher value of ≈ 0.3 nm. In this
work here such Si wafers with 100 nm thermally grown oxide underwent a radical clean-
ing procedure to remove residual dirt before use in SM experiments. Details are given in
the following subsection. To determine the roughness of the substrates, AFM measure-
ments were conducted in nonconductive mode using an AFM from Anfatec Instruments,
Oelsnitz.3 Fig. 4.6 (left) shows an AFM-height image from a substrate treated for 1 h
in piranha solution. The evaluation of the roughness by the widely used software WSxM
5.0 [Horc07] via a fourier transformation yielded an average roughness of 0.6 nm for this
substrate.4

Figure 4.6: AFM height images of Si wafer with 100 nm thermally grown oxide (left) cleaned for 1 h
in piranha solution (right) additionally tempered for 0.5 h at 800°C in air.3,4

As was explained above, to obtain dehydroxylated surfaces the substrates were addi-
tionally tempered at 800°C in air. This leads to an increase of the oxide thickness by
some tens of nanometers. However, the oxide mainly grows at the interface with the
crystalline Si. Thus besides the modification of the silanol density no particular change
on the substrate surface is expected. AFM measurements on a substrate tempered for

3David Poster, then TU Chemnitz, kindly conducted the AFM measurements
4Ines Trenkmann, TU Chemnitz, kindly provided the images and determined the average roughness

using WSxM 5.0 [Horc07].
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0.5 h at 800°C yielded an average roughness of 0.2 nm, the corresponding AFM-height
image is shown in Fig. 4.6 (right).3,4

Substrate cleaning

As was already mentioned, the substrates used for SM experiments had to undergo a
strict cleaning procedure. For this they first were rinsed thoroughly by the alternating
use of acetone and ethanol (both technical grade). Then they were placed for 10 min in
a mixture of ethanol and acetone (both Merck spectroscopic grade) at 50°C in ultrasonic
bath. Afterwards they were rinsed with de-ionized water (Milli-Q, specific resistance
< 18.2 MΩcm, TOC < 4 ppm), and dried within nitrogen flux. Then they were etched
for 0.5 h - 2 h at 70°C in piranha solution, i.e. a 1:1 mixture of H2O2 (Merck, 30%)
and H2SO4 (Merck, 96%) in an ultrasonic bath. Finally they were again rinsed with
de-ionized water and dried by nitrogen flux. The purity of the substrates was checked
at a wide field microscope.

Laser-induced dehydroxylation

Figure 4.7: Image of written structure in reflected light of 514 nm wavelength: (left) complete square
structure taken at a Zeiss LSM 500, (middle) top right corner of the same structure coated
by a 10 nm thick TEHOS film doped with R6G, taken at the above described wide field
microscope; (right) AFM height (top) and phase (bottom) images of a different laser-
written structure taken from [Schu10a].

Before laser-induced dehydroxylation, cleaned Si substrates with 100 nm thermally
grown oxide were boiled for at least 10 h in water to obtain a highly hydroxylated
surface. Lines were then written over 100 µm in x− direction with a periodicity of 3
Hz, a total of 30 periods per line and a triangle voltage with symmetric peak position.
By writing 20 lines with a spacing of 0.5 µm in y− direction a dehydroxylated area
of 100 µm x 20 µm was generated. Structures consisted of alternating dehydroxylated
5 stripes of 20 µm with untreated ones forming a total width of 100 µm. Since the
dehydroxylated structures cannot be seen at an optical microscope [Schu10a], the start
and the end (both at the x = 0) of the dehydroxylated stripes were marked by melted
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holes (at higher laser power), as well as the four corners of the total square structure.
Additionally melted lines were written at the position y = 0 resp. 100 µm.

Fig. 4.7 shows images of such structures: The left image was taken in reflected light
at a Zeiss LSM 500. The dark stripe was written by higher laser power, which resulted
in melting of the substrate. Furthermore the holes indicating the starts and ends of the
stripes can be seen. Fig. 4.7 (middle) shows the top right corner of the same structure.
However there it had been covered by an approximately 10 nm thick TEHOS film, which
was doped with R6G in nanomolar concentration. This image was taken at the above
described homebuilt wide field microscope in reflection with frame time τframe = 100 ms
(for this the longpass filter had been removed). Also there the limiting melted holes
and top line can be seen. Fig. 4.7 (right) shows AFM images5 of two lines written by
Sebastian Schubert with the same setup. The melted line at the right can be seen in the
height image (top) and in the phase image (bottom). However the dehydroxylated line
in the middle only appears in the phase image [Schu10a]. This is due to the different
interaction with the AFM tip in respect to the surrounding substrate surface. The
absence of a height modification is a clear indication that no melting of the substrate
occurred at that line.

4.2.3 Ultrathin liquid TEHOS films

Tetrakis(2-ethylhexoxy)-silane (TEHOS) is an organic liquid with feasible properties for
optical SM studies. The chemical structure is shown in Fig. 4.8 (a). The molecular
formula is C32H68O4Si. TEHOS was obtained from ABCR GmbH, Germany, with grade
97%. Its molar mass is 544.965 g/mol. Abott et al. determined the viscosity to be
6.8 mPas (25°C) [Abbo61]. There are several values given in literature for surface tension:
32 mN/m [Mo06], 25.38 mN/m [Alag99] and 25.9 mN/m [Tren09a]. Since thin TEHOS
films showed dewetting on Si wafers covered with OTS monolayers, Trenkmann also
determined the polar fraction of the surface tension as 1.0 mN/m and the disperse
fraction as 24.9 mN/m [Tren09a].

Figure 4.8: Chemical structures of investigated materials (a) TEHOS, (b) 8CB, (c) poly-n-alkyl-
methacrylates with m=1: PMMA, m=3: PPMA and m=4: PBMA (not to scale).

5The AFM measurements were kindly conducted by Thomas Baumgärtel. AFM images were taken
from [Schu10a].
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Due to the long and branched alkyl chains the molecule conformation is quite flexible,
also intercalation of alkyl chains for neighboring molecules may occur. Thus the spacing
of molecular layering at solid-liquid interfaces is reported to be 10.3± 2.7 Å determined
by AFM measurements and X-ray reflectometry [Pati07, Yu99]. In the interfacial layer
at silica surfaces, the molecules will expose their oxygen groups towards the silica in
favor of forming hydrogen bonds. Therefore all their alkyl chains are oriented to the
same side opposite to the silica. Thus the height of the interfacial TEHOS layer is
only ≈ 0.7 nm in contrast to otherwise ≈ 13 nm, which was obtained from ellipsometry
measurements [Vill96]. The self-diffusion coefficient of bulk TEHOS has been determined
by pulsed field gradient NMR to be 78 µm2/s [Vali07]. Recent FCS measurements using
two-photon excitation yielded approximately 70 µm2/s for diffusion of the dye Coumarin
153 in bulk TEHOS [Pati07], while approximately 55 µm2/s were reported for Alexa 488
(a Rhodamine derivative) in bulk TEHOS [Grab07]. The Stokes-Einstein relation 3.6
with η = 6.8 mPas and a hydrodynamic radius a = 0.45 nm yields D ≈ 70 µm2/s
at 25°C. This hydrodynamic radius is quite small compared to the reported interlayer
spacings noted above. Yet the Stokes-Einstein relation considers a no-slip boundary at
the surface of a hard sphere particle. This certainly is not the case with TEHOS. In
particular its long alkyl chains are able for intermolecular entanglement and thus also
can glide along each other leading to slip boundary condition and a comparatively small
hydrodynamic radius for the use with the Stokes-Einstein relation.

Sample preparation

The substrates were cleaned thoroughly by the procedure described above. Then they
were dip-coated into solutions of TEHOS in hexane (Merck, spectroscopic grade) using
a commercial dip-coater (KSV instruments). They remained for 20 s in the solution and
then were withdrawn at a speed of 5 mm/s. Film thickness was controlled by changing
the concentration of TEHOS in hexane, e.g. a solution of 0.3% TEHOS led to a film
with 10± 1 nm thickness. Investigation of the samples was started after a waiting time
of at least 30 min, to have the hexane evaporate off completely.

Determination of film thickness

The film thickness of ultrathin liquid TEHOS films was measured using a variable angle
spectroscopic ellipsometer (VASE™, J.A. Woollam Co., Inc., covering the spectral range
from 0.73 to 5 eV)6 at the angles of 65°, 70° and 75°. The Cauchy eqation 6.1 for
the wavelength dependence of the dispersion was used for fitting the film thickness of
TEHOS. For more details see section 6.1.2. The Cauchy parameters for TEHOS had
been determined as An = 1.4633 and Bn = 0.0039 using the small wavelength region of
2.1 ± 0.1 eV for the fit.7 The film thickness was then determined from a three-layer fit
to the measurements, which consisted of the thick Si substrate, a SiOx layer and a thin
TEHOS layer. Due to quite similar refraction indices of TEHOS and SiOx, the layer

6Prof. Dr. Dr. h.c. D.R.T. Zahn, TU Chemnitz, kindly allowed the use of the instrument.
7Daniel Lehman, TU Chemnitz, kindly determined the Cauchy parameters for TEHOS.
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thickness of the latter had to be determined beforehand. This was done by using a blank
substrate from the same wafer (which underwent the same cleaning procedure, as the
substrate used for the TEHOS film).

For comparison X-ray reflectivity was used on one sample to determine the thickness
of the TEHOS film.8 The ellipsometry and X-ray reflectometry measurements were
conducted on the same day, starting with the ellipsometry measurement. The obtained
values for the film thickness by X-ray reflectometry were 3.4±0.1 nm resp. 2.6±0.6 nm.
The difference in the results produced by the two methods was probably due to the
area of the film which was examined. In case of X-ray reflectometry the value is an
average over the whole sample, and the error gives the variation in thickness over the
sample, including the edges which will show rather strong derivations due to the dipping
procedure (spare edge where the sample was held by the tweezers). In contrast, the
ellipsometry measurements are conducted using an elliptical spot with 3 mm (short)
axis on the sample perpendicular to the optical axis. Thus the edges of the substrate
can be excluded from the measurements.

4.2.4 Thin films of poly-n-alkyl-methacrylates

Due to its wide range of application, PMMA has been investigated extensively. Thus
multiple physical constants and relations are provided by literature. Kirste et al. inves-
tigated vitreous PMMA of several molecular weights Mw by neutron scattering. They
derived a relation between Mw and the radius of gyration Rg [Kirs75]:

R2
g = 0.096M0.98

w (4.1)

where Rg is the average value corresponding to the distribution of molecular weights
in the polymer. This relation also implies that in the vitreous state all features of
unperturbed coils are present. Investigations of poly-n-alkyl-methacrylates with vary-
ing side chain length reveal increasing chain stiffness for increasing n-alkyl side chain
length [Hero86].

Table 4.3: Physical Data of used polymers PMMA, PPMA and PBMA.

Polymer Mw [g/mol] Tg [K]9 Rg [Å] Vfree [nm2]10

PMMA 350,000 388 16111 0.105
PPMA 150,000 308
PBMA 337,000 298 0.132

8Mirko Kehr, TU Chemnitz, kindly conducted the X-ray measurement and data analysis.
9given by the manufacturer.

10mean hole volume at room temperature according to [Vall04].
11calculated by eqn 4.1.
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Rogers et al. studied the influence of side chain length within poly-n-alkyl-methacrylates
on glass transition and on free volume in the liquid state. They ascribed the decrease
of Tg with increasing side chain length to a corresponding increase of free volume,
which they calculated to be about 15% of the respective specific volume of the poly-
mers [Roge57]. Decades of polymeric research led to more elaborate understanding
of structure and transitions. For lower side chain length poly-n-alkyl-methacrylates
(NC < 6, where NC is the number of the C atoms of the side chains) it was confirmed
that a cooperative α relaxation starts 10 - 20 K above Tg, i.e. certain numbers of poly-
mer chains start to move cooperatively [Bein01]. Furthermore the idea of nanophase
separation evolved: In case of the poly-n-alkyl-methacrylates this results from preferred
separation of the polar backbone from the unpolar alkyl side chains. This effect was con-
firmed by X-ray scattering experiments for side chain NC ≥ 3. Furthermore nanophase
separation explains the coexistence of two glass transition temperatures for all higher
members (NC ≥ 3) of the poly-n-alkyl methacrylate series, where the lower Tg stems
from the alkyl part of the side chains [Bein01].

Sample preparation

Samples of 25 nm as well as of 200 nm thick PMMA, PPMA resp. PBMA were prepared
by spin-coating from a solution in toluene onto Si substrates with 100 nm thermally
grown oxide. The film thickness was controlled by changing the concentration of the
polymer in toluene. Nile Red had been added to the solution before spin-coating in
nanomolar concentration. Afterwards the samples were kept at 50°C and 10−5mbar for
at least 10 h to ensure complete evaporation of the solvent.

4.2.5 Thin liquid crystal 8CB films

The series of alkyl-cyanobiphenyls (nCB) have been thoroughly studied in recent years
[Schl02, Zihe03, Jin05, Vilf07, Lefo08]. Much work was done on pentyl-cyanobiphenyl
(5CB), which is nematic at room temperature and thus easier to handle and to model
than the here used octyl-cyanobiphenyl. In this work the analysis of experiments12

done on thin films of 4-n-octyl-4’-cyanobiphenyl (8CB) by Benjamin Schulz [Schu09]
was complemented by analysis of diffusivities, which also contributed to two publica-
tions [Schu10b, Schu11]. 8CB was obtained from Synthon Chemicals, Wolfen, Germany.
At room temperature 8CB is in the smectic-A phase [Bell92], see Table 4.4 for the transi-
tion temperatures of bulk 8CB. In thin films the phase transitions are likely to be shifted
in temperature, as was reported for confinement in silica aerogel [Bell92]. The chemical
structure of an 8CB molecule is given in Fig. 4.8 (b). The rod-like 8CB molecules contain
a polar section, the cyanobiphenyl part, while the alkyl part is unpolar. Therefore the
molecules align pairwise with their cyanobiphenyl groups face to face, while their alkyl
groups stick out in opposite directions. Thus a smectic-A layer consists of a bilayer of
oppositely oriented 8CB molecules, which leads to a layer thickness of 3.2 nm [Xu00].

12Benjamin Schulz conducted sample preparation and experiments as well as the analysis of SMT ex-
periments by msd and the analysis of FCS experiments [Schu09].
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Table 4.4: Phase transition temperatures of bulk liquid crystal 8CB [Bell92].

transition crystalline/smectic-A smectic-A/nematic nematic/isotropic

T [°C] 21.5 33.7 40.5

The diffusion within 8CB in the smectic-A phase is known to be anisotropic. NMR ex-
periments reveal a self-diffusion coefficient in the range of 28 µm2/s for diffusion parallel
to the liquid crystal director n, and 13 µm2/s for diffusion perpendicular to n [Dvin06].

As was already mentioned in section 2.1.3, liquid crystals (LC) are very sensitive to
interface properties. In particular in thin smectic-A films, contrary boundary condi-
tions at the interfaces lead to frustration and thus to the appearance of mesoscopic
structures, such as focal conic domains (FCD) [Four90] and hemicylinders [Mich06,
Zapp11]. The alignment of the smectic-A 8CB molecules at the interface with air is
homeotropic [Desi06], i.e. the liquid crystal director n (the layer normal) is perpendic-
ular to the interface. In contrary, for Si wafers with native oxide the anchoring of 8CB
molecules is reported to be planar [Jin05]. However at the edge of spreading 8CB
droplets, terraced structures with characteristic spacing have been observed [Xu00],
which imply homeotropic alignment of the 8CB molecules for ultrathin films in that
case. For Si wafers with 100 nm thermally grown oxide up to now no studies of anchor-
ing conditions are known. Yet also in that case planar anchoring of the 8CB molecules
is expected.

Sample preparation

Samples of 4 to 220 nm thick 8CB films on Si wafers with two types of oxide were
prepared12 by spincoating from a solution of 8CB in toluene, as described in [Schu09,
Schu10b]. One type of Si wafers contained only native oxide, whereas the other contained
100 nm thermally grown SiOx. For part of the investigations the samples were heated up
to 35°C into the nematic phase for 0.5 h and then cooled down again, as was described
in [Schu11]. 8CB films with different thickness were prepared. The film thickness was
controlled by the concentraction of 8CB in toluene. Either no-PDI or o-PDI was added
in nanomolar concentration before spincoating.

4.3 Comparison of used tracking software packages tracking.sh
and DSAA

To obtain single molecule trajectories from video sequences taken at a wide field micro-
scope sophisticated tracking programs are needed. First the background intensity has
to be dealt with. Then the fluorescence intensity images, i.e. ”spots,” from the single
dye molecules have to be detected in each frame and traced along the video sequence,
while miss-assignments have to be avoided. Since the single dye molecules are two or-
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ders of magnitude smaller than the fluorescence wavelength, they can be considered as
point-like emitters. Therefore the spots in a video frame are images of the point spread
function of the setup, which are smeared out by the diffusion during exposure of the
frame. Furthermore the detected SM trajectories have to be analyzed, in particular dif-
fusion coefficients Dtraj along the trajectories and distributions of diffusivities have to be
obtained together with some further distributions of interesting quantities, e.g. lengths
of adsorption events and signal to noise ratios.

Within this work two different program packages were used: The program package
tracking.sh was developed by Cichos and Schuster [Schu02b] and was modified within
this work, e.g. to obtain diffusivities. The other package DSAA was developed by Mario
Heidernätsch in close cooperation13 [Heid09a, Heid09b]. The latter package also contains
a simulation tool with which video sequences of diffusing molecules can be modeled. This
simulation tool includes modeling diffusion with vertical layers containing different user-
specified diffusion coefficients and interlayer exchange rates.

In the following first an overview of the main features of both packages will be given.
Then distributions of diffusivities obtained from tracking simulated video sequences (cre-
ated by DSAA) by both packages are compared and discussed. Finally the comparison
is extended to experimentally obtained videos.

4.3.1 Main features

Denoising and spot detection

Denoising of the acquired video images (removal of background intensity, i.e. noise)
is accomplished differently by the two different programs. While tracking.sh simply
calculates an average background for the full image throughout the whole video sequence,
which then is subtracted from the intensities for each pixel, DSAA allows for local
background evaluation on a user-defined-size window around local intensity maxima by
the use of up to two common background filters [Heid09a]. The latter is superior and in
particular suitable for inhomogeneous background distribution.

With tracking.sh the spots are then found as sets of connected pixels with intensities
above a threshold level. The center position of each spot is derived by fitting the intensity
distribution within the interconnected area to a two-dimensional Gaussian. The widths
of the two Gaussians are stored with the center position, giving the area of the spot.
DSAA provides two ways for detecting the SM spots, a ”blob-detector” which will not
be described here, since it was not used, and a ”spot-detector” which checks for local
intensity maxima in a user-defined-size window. There the center position coordinates
are derived from the brightness weighted centroid of the pixels in the window region
around the local intensity maximum [Heid09a].

Furthermore the outcome of denoising and spot detection for a selected set of filters

13A cooperation with the theory group KSND of Prof. Dr. G. Radons, TU Chemnitz, existed within
the project P4 Diffusion and trapping in confined liquid films and at interfaces of DFG-FOR 877
From local constraints to macroscopic transport, and is extended to the new P4 Driven diffusion in
nanoscaled systems in the second funding period.
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and detection parameters by DSAA can be immediately visualized and reconsidered
before progressing to the tracking section of the package.

Tracking the spots

✓  

✓  

(a)
✓  

(b)

rD

Figure 4.9: Criteria for linking spots in succeeding frames used by (a) tracking.sh: Overlapping or
touching spots, (b) DSAA: Distance between center positions is smaller than rD.

The program tracking.sh tracks the spots, by searching in succeeding video frames
for the closest neighbor to the previous position of the spot. For combining two suc-
ceeding spots the criterion has to be fulfilled that the two spots are overlapping or at
least touching each other, see Fig. 4.9 (a). This increases the reliability of the tracking
procedure, but it also has a drawback: Fast moving molecules with respect to the CCD
exposure time will yield large smeared out spots with faint outer regions. Therefore the
area of the spots may not be fully recognized by tracking.sh. Thus the probability for
detecting diffusing molecules decreases with increasing diffusion coefficients leading to
an underestimation of the diffusion within the investigated sample, as will be seen in
the following section on analysis of simulated videos. tracking.sh also provides a way
to cope with short fluorescence intensity intermittencies ”blinking” which occur due to
photophysical processes of the dye molecules [Cich07]: Up to two succeeding frames may
be skipped. As long as the third frame contains a spot fulfilling the tracking criterions,
its position and dimensions will be combined into the trajectory.

A short description of the tracking method developed by Mario Heidernätsch in close
cooperation has been published in [Heid09b]:

M. Heidernätsch, M. Bauer, D. Täuber, G. Radons and C. von Borczyskowski. An ad-
vanced method of tracking temporarily invisible particles in video imaging. Diffusion
Fundamentals Journal, Vol. 11, p. 111(2), 2009.

This tracking method is based on an algorithm developed by Sbalzarini and Koumout-
sakos [Sbal05], which is improved to handle also short fluorescence intermittencies. In
DSAA both tracking algorithms, the newly developed one and the one developed by
Sbalzarini et al. are implemented. Both algorithms obtain the trajectories by an opti-
mization procedure, which calculates the optimal pairing of the whole set of spots de-
tected in succeeding frames via a cost function. Heidernätsch additionally implemented
a user-defined memory length, which is used to calculate the optimized spot linking for
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the corresponding number of succeeding frames in one step, i.e. not only two frames are
considered at one time, but three or four succeeding frames. Thus short blinking events
no longer lead to trajectory ending. Both algorithms need a user-defined estimate of the
diffusion coefficient D. This value then is used to define a circle with radius rD around
each spot within which the algorithms search for matching spots in the succeeding frame,
see Fig. 4.9 (b).

Distributions of diffusivities and msd analysis

Both tracking packages use the method of weighted mean square displacements (msd)
developed by Saxton [Saxt97a] to obtain diffusion coefficients Dtraj along detected tra-
jectories. Distributions of Dtraj are provided for subsets of the detected trajectories.
These subsets are selected according to a user-defined minimum trajectory length and
additionally by an area criterion, i.e. the lateral area covered by the center positions of
the diffusing molecule has to exceed a user-defined number of pixels. The latter was
implemented to sort out immobile molecules and peculiar trajectories. However the
user-defined parameter for the area selection can be set to zero, actually turning off the
criterion.

During this work the dependence of the obtained diffusion coefficients Dtraj on the used
exposure time was realized, see section 6.3. Thus in cooperation with the theory group
of Prof. Dr. G. Radons, TU-Chemnitz,13 an additional tool was developed: Probability
distributions of diffusivities, see section 3.3.7. These probability distributions provide
access to larger data sets thus yielding better statistics than the distributions of Dtraj.
Furthermore by those distributions the observation time is set to the frame time (inverse
frame rate) and so access is provided to the actual temporal resolution of the experiment,
which up to then was obscured by the need for a larger minimum trajectory length within
msd analysis. Diffusivities ddiff are time-scaled square displacements (see section 3.3.7).
Thus they are obtained from tracing spots in succeeding frames. This feature was
implemented into both tracking packages. Thereby within DSAA the memory length has
to be set to the minimum (succeeding frames only) to avoid contributions from blinking
events, where the diffusivities then would be obtained by scaling with the then larger
time step, which due to the time dependence of the diffusion process is not feasible.
Within tracking.sh blinking events are excluded for this reason.

4.3.2 Analysis of simulated video sequences

To test the tracking programs tracking.sh and DSAA simulations where created with
DSAA. For simplicity homogeneous diffusion with a single diffusion coefficient was simu-
lated first. The simulated frame rate was 50 fps. Fig. 4.10 shows the obtained probability
distributions of ddiff together with mono-exponential fits for (a,c) D = 2.5 µm2/s and (b)
D = 5 µm2/s. The solid line denotes the diffusion coefficient used within the simulation.
For tracking using DSAA the estimated diffusion was set to D = 5 µm2/s, which for
(a) resp. (b) exceeded resp. matched the simulated value. As can be seen, the diffusion
coefficient obtained from fitting (· · ·) the probability distributions derived by DSAA
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(•) in both cases exceeds the simulated value, yielding (a) Ddiff = 3.0 µm2/s and (b)
Ddiff = 5.7 µm2/s.

In contrast, probability distributions of ddiff obtained by tracking.sh (�) underesti-
mated the simulated diffusion coefficient. Furthermore those distributions show a kink.
Mono-exponential fits (- -) to the initial straight part yielded (a) Ddiff = 2.0 µm2/s and
(b) Ddiff = 3.8 µm2/s, which is about two thirds resp. three quarters of the simulated
value. As was explained above, tracking.sh only links two spots in succeeding frames,
if the areas covered by them overlap or at least touch each other (Fig. 4.9 a). However
the edges of the smeared out spots from diffusing molecules may be very faint, eventu-
ally their intensity drops below the detection threshold. This issue gets more severe for
faster diffusing molecules. Therefore not all trajectories from fast diffusing molecules
will be detected by tracking.sh leading to the observed kink in the probability distribu-
tion. This was further investigated by changing the size of the spots used within the
simulation. Previously (Fig. 4.10 a and b) the simulations had been created using a
diameter of 0.3 µm for immobile spots. In Fig. 4.10 (c) the diameter of immobile spots
was changed in 0.1 µm steps from 0.2 µm to 0.5 µm. Again the black line denotes
the simulated diffusion coefficient. As can be seen, the result obtained by tracking.sh
considerably improves with increasing spot size (the dashed line again corresponds to
Ddiff = 2.0 µm2/s). For an immobile spot diameter = 0.5 µm a mono-exponential fit
to the obtained probability distribution renders Ddiff = 2.4 µm2/s, which is close to the
simulated value D = 2.5 µm2/s. The simulations created with varied spot sizes also were
analyzed using DSAA. Here no influence of the spot size on the result was expected, since
the tracking algorithm does not use the spot size but only the center positions (Fig. 4.9
b). The obtained distributions matched this expectation and therefore are not shown
here. Although the estimate of 0.3 µm for the diameter of immobile spots was derived
from comparisons with experimental videos, the experimentally occurring spot sizes may
not fully be recovered by the simulations. Changes of the signal to noise ratio from 2
up to 8 within the simulations did not show noticeable effects on tracking performance
with both tracking packages.

Figure 4.10: Probability distributions of ddiff from analysis of simulated video sequences and mono-
exponential fits (a) simulated D = 2.5 µm2/s, (b) simulated D = 5 µm2/s, (a,b) (� and
- -) tracking.sh data resp. fit, (• and · · ·) DSSA data resp. fit, (—) simulated value; (c)
simulated D = 2.5 µm2/s with varied spot size (�) 0.2 µm, (�) 0.3 µm, (N) 0.4 µm, and
(•) 0.5 µm analyzed by tracking.sh.
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Up to here simple homogeneous diffusion was used to test the tracking programs.
However within the experiment, diffusion coefficients will vary by one or two orders of
magnitude. Therefore further simulations were created using a two-layer system with
layer-dependent diffusion coefficients.

Two-layer simulations

Figure 4.11: Probability distributions of ddiff from analysis of (a,b) simulated video sequences and bi-
exponential fits using two-layer simulations with D1 = 1 µm2/s and (a) D2 = 5 µm2/s,
(b) D2 = 10 µm2/s, (c) experimentally obtained video; (a,b,c) (� and - -) tracking.sh
data resp. fit, (• and · · ·) DSSA algorithm Heidernätsch data resp. fit, (� and - ·) DSSA
algorithm Sbalzarini data resp. fit, (—) simulated values.

In the following the performance of both tracking packages was further tested us-
ing two-layer simulations with different diffusion coefficients D1 6= D2 and symmetric
exchange rates between the layers. The diameter of immobile spots again was set to
0.3 µm and the frame rate to 50 fps. This time both algorithms available with DSAA
were compared. As can be seen in Fig. 4.11 (a and b) only slight differences appear
when comparing those algorithms. The Sbalzarini algorithm in both cases yields slightly
higher values, in particular D2 is recovered very well. The results from fitting the proba-
bility distributions of ddiff using eqn. 3.26 for two components are given in Table 4.5. In
contrast to both DSAA algorithms the values obtained using tracking.sh deviate about
20% for the smaller D1, while the faster component D2 is even more poorly reproduced.

Summing up the results obtained from analyzing simulated videos, it can be said
that the DSAA algorithms show a better performance than the tracking.sh in matching
the simulated diffusion coefficients. However the former show a dependence on the
estimated diffusion coefficient used for the tracking. On the other hand, the performance
of tracking.sh strongly depends on the size of the spots, which may not be reproduced
well by the simulated videos. Nevertheless tracking.sh shows a strong tendency to under-
estimate the diffusion coefficients. In the following section both tracking packages will
be applied to experimentally obtained videos.
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Table 4.5: Parameters from fits to probability distributions of ddiff obtained from analysis of bi-layer
simulation.

tracking algorithm A1 Ddiff,1 [µm2/s] A2 Ddiff,2 [µm2/s]

simulated values 0.5 1 0.5 5
tracking.sh 0.45 0.8 0.55 3.6
DSAA Heidernätsch 0.49 0.9 0.51 5.2
DSAA Sbalzarini 0.48 0.9 0.52 5.0

simulated values 0.5 1 0.5 10
tracking.sh 0.62 0.8 0.38 4.5
DSAA Heidernätsch 0.56 0.9 0.44 9.2
DSAA Sbalzarini 0.6 1.1 0.4 10.0

4.3.3 Analysis of experimentally obtained video sequences

The tracking program packages where further applied to the same experimentally ob-
tained video sequence, where the frame rate again was 50 fps. Fig. 4.5 (c) shows prob-
ability distributions of ddiff obtained by analysis using the different algorithms together
with three-exponential fits according to eqn. 3.26 for three components. The DSAA-
Heidernätsch algorithm was used setting D = 1 µm2/s, while for the DSAA-Sbalzarini
algorithm D was set to 5 µm2/s again. The results from the fits are shown in Table 4.6,
while Fig. 4.12 shows corresponding plots of the detected trajectories for tracking.sh
(left) and DSAA-Sbalzarini (right).

Table 4.6: Diffusion coefficients Ddiff,i [µm2/s] from fits to probability distributions of ddiff from anal-
ysis of experimentally obtained video.

tracking algorithm set D Ddiff,0 Ddiff,1 Ddiff,2

tracking.sh — 0.08 0.3 2.4
DSAA Heidernätsch 1 0.09 0.7 2.7
DSAA Sbalzarini 5 0.06 0.8 15

Setting D = 1 µm2/s for DSAA yielded quite similar results for both DSAA algorithms
as obtained by the application of tracking.sh (the results using the Sbalzarini algorithm
with D = 1 µm2/s are not shown here). However when D was set to 5 µm2/s, the results
deviated considerably, yielding a fast component Ddiff,2 = 15 µm2/s. This certainly is
due to false linking, as can be seen in Fig. 4.12 (right), where the detected trajectories
are plotted. The star-like shapes are an indication for false linking, i.e. spots originating
from different dye molecules are linked into one trajectory. These stars occur far more
often with DSAA (not all are marked). In that case the false-linking is quite obvious.
However for smaller diffusion coefficients it may not be discerned by looking at the
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Figure 4.12: Plot of detected trajectories from an experimentally obtained video with frame rate 50
fps analyzed by (left) tracking.sh (plotted on spatial intensity distribution integrated over
all frames), and (right) DSSA-Sbalzarini with estimated D set to 5 µm2/s; dotted circles
highlight star-like shapes indicating false linking.

plotted trajectories. Thus there is a definite need for a good estimate of the diffusion
coefficient to obtain proper results from application of the DSAA algorithms. Yet in
the experiments on diffusion in thin liquid films several different diffusion coefficients
are present, which differ by two orders of magnitude at least, as can be seen from the
analysis with tracking.sh (and from FCS experiments, see section 6.4). Therefore it is not
possible to define a proper diffusion coefficient for the use of DSAA. For this reason the
application of the DSAA package should be restricted to experiments, where the range
of the diffusion coefficients is well known and restricted to one order of magnitude.

4.3.4 Conclusion

The comparison of the tracking program packages DSAA and tracking.sh showed that
the former is superior on the analysis of experiments with known diffusion coefficients.
However, when it is not possible to estimate the diffusion coefficient, or when there are
several diffusion coefficients differing by some orders of magnitude, the results obtained
by applications of DSAA are not reliable. On the other hand tracking.sh underestimates
the diffusion coefficients. This issue gets more severe for fast diffusion in respect to the
frame rate of the video sequence, since then the single diffusing molecules are imaged by
large smeared out spots with faint outer regions. For this reason tracking.sh can only
yield lower limits for the real diffusion coefficients.
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As was already stated in section 2.3 on single molecule methods, the properties of highly
viscous matter, such as polymers in their glassy state, are not accessible by experimen-
tal methods investigating translational diffusion. However, they can be studied using
either polarization resolved microscopy to gain information by rotation dynamics of
tracer molecules [Ruit97, Scho04, Kowe09, Adhi11], or by analyzing fluorescence spectra
obtained from single tracer molecules at a confocal microscope [Hou02, Kim06]. An
advanced method of the latter is to analyze time traces of such SM spectra for spectral
diffusion, i.e. the changes in peak positions and shape of the SM spectra are monitored
over time [Kowe09, Krau11b]. Within this work a new way of statistical analysis of such
spectral diffusion was developed: Probability distributions are created from spectral
diffusivities dspec, i.e. time scaled square displacements of peak positions between suc-
ceeding spectra, see section 3.5. This method has already been published in [Krau11a]:

S. Krause, P.F. Aramend́ıa, D. Täuber and C. von Borczyskowski. Freezing single
molecule dynamics on interfaces and in polymers. Phys. Chem. Chem. Phys., Vol. 13,
pp. 1754–1761, 2011.

Since this method is new, first some simulations are presented in the following sec-
tion 5.1. In particular they show how spectral diffusion originating from a two-level
system (i.e. a fluorophore with two spectral positions) is described by such cumulative
probability distributions of spectral diffusivities and how these distributions are influ-
enced by changes in physical quantities (e.g. the jump rate). Furthermore, the energy
difference between the two spectral positions can be derived from such probability distri-
butions. Usually the jumps between the spectral positions are accompanied by smaller
fluctuations around the main peak positions. These fluctuations contain some experi-
mental noise and contributions from fitting uncertainty, but they additionally monitor
true physical fluctuations, e.g. small changes due to the interactions of the fluorophore
with the surrounding matrix, which lead to slight height modulations in the potential
landscape of the dye, see Fig. 3.7 in section 3.5. As was detailed in the just mentioned
section 3.5, short range spectral diffusion coefficients Dspec can be derived from the
probability distributions of spectral diffusivities. The Dspec provide a new means to
characterize the strength of spectral diffusions and thus yield information on the system
dye-matrix.

Fluorescence emission from single molecules is weak. For this reason a considerable
accumulation time (typically 0.5 or 1 s) is needed to obtain a reasonable signal to noise
ratio for SM spectra. However, spectral jumps may occur on a much faster time scale.
When the fluorophore jumps from one spectral position to another during integration
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time, the recorded spectrum will be a mixture of the spectra corresponding to both
positions. The effect of such mixings on the recorded spectra and on the probability
distributions of dspec will be investigated in section 5.1.2.

In the experimental section 5.2 the new tool will be applied to study spectral diffusion
within thin poly-n-alkyl-methacrylate films. Polymers are widely used e.g. as spacers and
insulators in technical applications. For this the physical properties, e.g. glass transition
temperature and polarity have to be known. However, there is an ongoing discussion
on how these properties may change close to interfaces with solids, which just recently
led to lively discussions in the focussed sessions CPP 13 and CPP 16: Confinement
of Polymers in Nanoscopic Layers - How Much do Properties Change? I resp. II at
the annual spring meeting of the german physics society (DPG) in Dresden [Nunn11].
Here in this work first results were obtained by applying the analysis of probability
distributions of dspec to SM spectra obtained from Nile Red molecules in 25 nm polymer
films. Further experiments on thicker polymer films are currently under investigation1 for
comparing the properties. Yet these first results already show that analysis of probability
distributions of dspec is a promising to tool, which may be able to contribute to the
solution of this issue.

5.1 Simulations

5.1.1 Evaluation of spectral jumps and small fluctuations from probability
distributions of dspec

Two-level systems with varied range of small fluctuations

Figure 5.1: Simulated time traces of spectral jumps and fluctuations (top) and respective probability
distributions of diffusivities (bottom) for (a) no, (b,c) small and (d) large fluctuations. The
energetic difference for the jumps is 21 meV, kup = 0.039 per step, kdown = 0.015 per step.

1Beatriz Aráoz, Universidad de Buenos Aires, currently is analyzing the SM spectra from these exper-
iments
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Depending on the particular system dye-matrix, the ratio between the ranges of fre-
quent spectral fluctuations and occasional jumps may be different. High frequent spectral
fluctuations can only be discriminated from occasionally occurring jumps, if the range
of energetic differences of the fluctuations is smaller than the energy gap for the jumps.
Fig. 5.1 (top) shows simulated time traces of a two-level system for several relations
between the range of fluctuations and the energy gap for the jumps (for better visualiza-
tion the latter was fixed to 21 meV and only the range of the fluctuations was varied).
Thereby the two levels are related to two different transition energies between the in-
volved electronic states of the dye molecule. The respective probability distributions of
diffusivities are shown in the bottom row. For these simulations the jump rates were
chosen to be similar for all four examples (kup = 0.039 per simulation step, kdown = 0.015
per step, resembling higher stabilization of the higher energetic fluorescence, e.g. as with
Nile Red in unpolar environments, see section 3.5). As can be seen, with no or with
only small fluctuations the energy gap stemming from the jumps is clearly visible in the
probability distribution. The ”left-hand branch” (i.e. dspec smaller than the energy gap)
is generated by the spectral fluctuations. For increasing dspec the gap is followed by a
”right-hand branch” (also named ”high energetic branch”), which originates from jumps
modulated by fluctuations. When the range of the fluctuations gets in the range of this
energy gap, the corresponding gap in the probability distribution closes. Eventually even
the kink at the transition from the left-hand branch of fluctuations towards the regime
of the jumps vanishes. Thus larger conformational changes of the dye molecule can
only be observed from spectral diffusion, if the resulting spectral shift is larger than the
fluctuations induced by frequent smaller conformational changes, e.g. due to thermally
induced interactions with the matrix. However, also noise contributes to the fluctuations
and may conceal spectral shifts.

Effect of transition rates on probability distributions

Figure 5.2: Probability distributions of simulated spectral diffusion with different (symmetric) tran-
sition rates: k = 0.01, k = 0.05 and k = 0.1 (from left). Red arrows denote the jump
probability, (- -) fits to the left-hand branch suing eqn. 3.57. In contrast to Fig. 5.1 a
complex distribution of energy levels was used as is described in section 5.1.2.

In the previously shown simulations the jump rates were arbitrarily chosen, in experi-
ment however, the rates are related to the energy gap and to temperature via eqn. 3.48.
Yet, since the probability distributions are built from square energy differences, the di-

83



5 Spectral diffusion

rection of the jumps cannot be evaluated from those distributions. Nevertheless the total
jump rate k = 2kupkdown/(kup + kdown) can be obtained from the diagrams: The proba-
bility value at the starting position of the kink gives the jump rate k, see the arrows in
Fig. 5.2. Besides the ratio of the small fluctuations to the jumps, the general shape of
the distribution is not influenced by changing the jump rate, as can be seen in Fig. 5.2
for three different jump rates. To clearly demonstrate the similar shape, the simulations
shown here where generated using not a simple two-level system but a more complex
distribution of energetic positions, including energetic positions from intermediate spec-
tra, see Fig. 5.6 (a) in section 5.1.2. Thus the high energetic branch (i.e. right part of
the distribution for dspec larger than the value at the kink) shows a complex structure,
as will be detailed in section 5.1.2.

Determination of diffusion coefficients for spectral fluctuations

As mentioned above, the left-hand branches in Fig. 5.2 stem from the fluctuations and
were fitted using eqn. 3.57 (dashed lines), rendering a diffusion coefficient Dfluct = 3,
4 and 5 meV2/s for the rates k = 0.01, 0.05 and 0.1 resp. (and simulated acquisition
time τ = 1 s). Since the fluctuations were simulated as normal distributed random
variable on the interval [−3, 3] meV, the expected spectral diffusion coefficient Dfluct can
be determined by calculating the variance (= first moment) of the distribution, which is
defined by

Var(Y ) =
〈
(Y − Ȳ )2

〉
=

1

X2 −X1

X2∫
X1

(y − Ȳ )2dy , (5.1)

where Y is the normal distributed variable on the interval [X1, X2], and Ȳ is the mean
of the distribution. For the interval [−3, 3] meV eqn. 5.1 yields 3 meV2, rendering
D = 3 meV2/s, since τ = 1 s. The values obtained from the fits are slightly larger than
the calculated value from the normal distribution. This is caused by some small jumps
(energetic ranges in the range of the fluctuations) due to partly small spacing within
the distribution of energy levels used for generating the simulations. As was shown in
Fig. 5.1 (d), jumps cannot be discerned from fluctuations, if the corresponding energy
gap is of similar range as the fluctuations. Of course this additional contribution gets
larger, when the jump rate is increased, thus the values obtained from the fit get slightly
larger in Fig. 5.2 from left to right.

Usually it is of interest to evaluate the energy gaps for the spectral jumps. Thus, in
the following two paragraphs different methods to obtain the energy gaps from proba-
bility distributions of spectral diffusivities are presented, followed by a paragraph on the
evaluation of the energy gaps from probability density distributions of spectral displace-
ments.

Determination of largest energy gap from the range of the spectral diffusivities

Here again a two-level simulation was used together with a three-level simulation to
demonstrate how the largest energy gap can be evaluated from the probability distribu-
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5.1 Simulations

Figure 5.3: Probability distribution of simulated spectral diffusion using a simple two-level (left and
middle) and three-level system (right), with (- -) fits to left branch (middle and right) and
to the complete distribution (left), respectively. Arrows and vertical dashed lines denote
the energy differences of the levels; Xmax is the largest occurring spectral diffusivity.

tions of spectral diffusivities. In contrary to the complex probability distributions shown
in Fig. 5.2 the simulation created from a simple two-level distribution shows no complex
structure, see Fig. 5.3 (left and middle). The range Afluct of the added fluctuations again
was 3 meV. The vertical dashed line and the horizontal arrow denote the dspec resembling
the energy difference between the two levels. It reaches into the middle of the high en-
ergy branch of the distribution. This can be understood as an effect of the fluctuations:
the smallest steps are those were the maximum possible fluctuation increases the lower
energy level and decreases the upper level (E2 − E1 − 2Afluct, where the Ei denote the
mean energetic position of the respective two energy levels). Since those steps are rare,
the slope of the probability distribution is small there, resembling a fast increase in dspec.
More frequent are energy steps which contain ∆E in the range of the difference between
the two underlying energy levels. The steep end of the right branch of the distribution
is limited by the maximum possible energetic shift Emax = E2 − E1 + 2Afluct. Fig. 5.3
(right) shows the distribution obtained using a simple three-level system (i.e. three dif-
ferent transition energies between the involved electronic states). The corresponding
three energy gaps are denoted by horizontal lines and arrows. Again the extension of
the high energetic branch is delimited by the fluctuations. Furthermore, knowing Afluct

and the largest occurring spectral diffusivity Xmax, the largest energy gap ∆E between
the contributing energy levels can be calculated by

(∆E + 2Afluct)
2 = 2τXmax (5.2)

using the definition of dspec given in eqn. 3.54. With Afluct = 3 meV this renders 21 meV
for the two-level system and 38 meV for the three-level system, which is in accordance
with the used energy gaps for creating the distributions. In those simple distributions
eqn. 5.2 can be used to calculate Afluct: In both graphs the small fluctuations branch is
limited by dspec ≈ 20 meV2/s. Setting ∆E = 0 renders ≈ 6 meV = 2Afluct.

Fitting function to probability distributions of dspec including spectral jumps

Usually experimental data display only rare jumps. Thus fitting the high energetic
branch in probability distributions from such data is not possible. Nevertheless in some
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occasions jumps will occur frequent enough for further analysis. Clearly the jumps are
distributed around some mean value b 6= 0, which resembles the energy gap ∆E of
the jumps. Eqn 5.3 is motivated by the notation of the normal distribution function
or Q-function for normal distributions with mean value b 6= 0 and its relation to the
error function [Bron08]. Its mathematical derivation is beyond the scope of this work.
The definition of dspec according to eqn. 3.54 explains how the energy gap b = ∆E is
implemented into eqn. 5.3, k ∈ [0, 1] is the jump rate, b = ∆E must not be negative (i.e.
b ∈ R+

0 ; for a defenition of erf see eqn. 3.45).

C(dspec)τ = (1−k)

(
1− erf

(√
dspec

2D

))
+0.5k

(
1− erf

(√
dspec −

√
2b2/τ

√
2D

))
(5.3)

Fig. 5.3 (left) shows a fit to the jumps according to eqn. 5.3. The used values were
k = 0.02, b = 21 meV, and D = 3.2 meV2/s. The jump rate used within the simulation
was k = 0.025, which is in agreement with the value obtained from the fit. Furthermore,
b matches the energy gap of the simulation and the diffusion coefficient is in agreement
with the spectral diffusion originating from the added fluctuations with Afluct = 3 meV,
as was explained above.

Energy gaps of spectral jumps derived from probability density distribution

In contrary to the determination of the largest

Figure 5.4: Probability density distribu-
tion of simulated three-level
system, inset: magnification of
the distribution of (positive)
jumps and corresponding fits.

energy gap, it is quite difficult to determine the
position of the smaller ones. Here the use of
the probability density distribution of spectral
displacements ∆E may help. Fig. 5.4 shows
the corresponding one for the three-level system
(which had been used also for creating the prob-
ability distribution of dspec in Fig. 5.3 right). In
this probability density distribution according
to eqn. 3.50 the jumps lead to Gaussian shaped
distributions centered at their respective (posi-
tive and negative) mean values. Since this prob-
ability density distribution is dominated by the
peak centered at zero stemming from small fluc-
tuations (including noise), the right part of the
distribution (∆E > 0) is magnified in the inset to visualize the side peaks resulting from
the jumps (the left part is symmetric to the right part). Single Gaussian fits at the
respective positions yielded values of 19 resp. 39 meV. The larger one is in good accor-
dance with the used energy gap of 38.8 eV. Nevertheless it was not possible to conduct
a two Gaussian fit on the interval [0.01, 0.03] eV to resolve the two other energy gaps at
17.8 meV resp. 21.0 meV. Thus close proximity of energy gaps cannot be resolved here
either, but their mean value can be obtained.
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5.1.2 Implications of spectral jumps during acquisition time

Although spectral jumps usually occur on a fast time scale, the obtained spectra within
the experiment depend also on the accumulation time (typically 1 s). Thus a spectral
jump during the interval of acquisition may lead to an intermediate ”mixed” spectrum.
The latter is a superposition of the two contributing spectra, whereby their amplitudes
were multiplied by the ratio of the corresponding fractions of the accumulation time.

Since the main peak positions from Gaussian fits to the spectra are used for further
analysis (see section 3.5), the outcome may severely depend on the contributing fractions
for the mixed spectra. If simple mono-Gaussian shape peaks of equal amplitude and
small peak distance are mixed, the peak positions of the intermediates will perform
a linear transition from one energy level to the other, see Fig. 5.5 (a). But the here
obtained Nile Red spectra contain three to four Gaussians. The fits to mixed spectra of
those render much more complicated distributions of main peak positions. Thus those
mixings should be taken into account within simulations of spectral diffusion. Here, first
intermediates from two Gaussian shaped spectra are studied, before superpositions from
experimentally obtained spectra will be analyzed.

Intermediates of two single Gaussian shaped spectra

To understand the experimentally obtained distributions of spectral fluctuations and
jumps, simulations with different types of superpositions of spectra were conducted.
Two spectra s1 and s2 were gradually mixed2 with a mixing ratio m between 0 and
1, rendering intermediate spectra smix(m) = (1 − m)s1 + ms2+ noise. In a first step
the simplest case was simulated by mixing two artificial single Gaussian shaped spectra,
see Fig. 5.5. All Gaussians had the same line width (FWHM) of 0.1 eV. Proportional
random noise (amplitude 0.05x the signal intensity of the spectrum) was added to the
calculated intermediate spectra. For the first two simulations the energy gap ∆E = 0.02
eV, which is a realistic value for e.g. spectral diffusion due to conformational changes of
a molecule. The other two were simulated with ∆E = 0.1 eV, i.e. a larger gap while
the Gaussians are still overlapping. Each ∆E was simulated either with Gaussians of
similar amplitudes (i.e. similar intensities of the spectra) as well as with amplitude ratio
2 : 1. As can be seen in the distributions of the obtained main peak positions, Fig. 5.5
(third row) rendered from single Gaussian fits3 to the intermediate spectra, in all cases
the distribution can be regarded as continuos. However, the larger ∆E yields higher
probabilities to obtain values close to the peak positions of the two parent spectra s1

and s2 than intermediate ones.

Time traces of spectra were then created from each set of intermediate spectra, by
sequencing energy levels which were randomly picked from the main peak distributions
obtained from fits to the intermediates. Again fluctuations Afluct in the range of 3 meV

2For this a small program was written using the software package proFit™ from Quantum Soft, Switzer-
land.

3The Peaks-function of proFit™ together with Levenberg-Marquardt fit algorithm was used for the fits.
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were added. From those simulated time traces probability distributions of diffusivities
were calculated. Due to the continuous distributions of main peak positions (i.e. energy
levels), the thus obtained probability distributions do not show any gaps, but are con-
tinuos themselves. The larger energy gap ∆E for the distributions shown in Fig. 5.5 (c)
and (d) leads to larger jumps and thus a flattened shape of the transitions in respect to
those with smaller ∆E, as can be seen in Fig. 5.5 (bottom) comparing (a) and (b) with
(c) and (d). Changing the amplitude ratio of the Gaussian spectra from 1 : 1 to 2 : 1
has only minor effects on the shape of the probability distributions.
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Figure 5.5: Superposition spectra (top), peak position (second row), histograms of main peak positions
form fits to those spectra (third row), and probability distributions of simulated spectral
diffusion using the main peak distributions, with transition rate 0.05 (bottom) using two
single Gaussian spectra with (a) ∆E = 0.02 eV and equal amplitude (i.e. equal intensity),
(b) ∆E = 0.02 eV and amplitude ratio 2 : 1, (c) ∆E = 0.1 eV and equal amplitude, (d)
∆E = 0.1 eV and amplitude ratio 2 : 1.

The above simulated time traces resemble fast spectral diffusion, i.e. spectral jumps
occur frequently during acquisition time. In that case it can be considered to obtain
diffusion coefficients from the probability distributions not only for the fluctuations, but
for the jumps as well. However, as can be seen in Fig. 5.5 (bottom row: c and d), these
distributions contain three regions: (i) the left-hand branch at small dspec originating
from the fluctuations, (ii) a region with smaller slope which stems from the jumps,
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and (iii) the high energy branch, which originates from the jumps modulated by the
fluctuations. Thus two-component fits using eqn. 3.58 to those distributions should be
restricted to parts (i) and (ii). However, in case of the smaller energy gap used for the
simulations shown in Fig. 5.5 (a and b), it may be difficult to discern, where region (ii)
ends.

Intermediates of two experimentally obtained spectra
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Figure 5.6: Gradually mixed spectra with marked peak positions of the parent spectra: (· · ·) types A1

and B, (- -) types A2 and C (top), peak positions (second row), histograms of main peak
positions (third row), and probability distribution of simulated spectral diffusion (bottom)
using gradually mixed spectra types (a) A1 and A2, (b) A2 and B and (c) B and C. The
shaded regions highlight mixing ratios m which render problematic main peak positions.

The experimentally obtained Nile Red spectra of Nile Red in 25 nm thin PMMA
films on Si-wafers with thermally grown SiO2 contained three to four peaks, and thus
were fitted by a superposition of three to four Gaussians. As could be seen in Fig. 3.8
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(top) in section 3.5, different types of spectra were obtained. Thereby four typical types
were discerned: Two of them contain main peaks with high intensities at high energies,
they were named A1 and A2, while the other two typical spectra B and C have weaker
intensities and their main peaks appear at lower energies. Thereby the spectra were
classified according to their shape and the range of their main peak wavelength. Fig. 5.7
in the experimental section 5.2 shows typical examples of these for types. However,
also intermediates of them were observed, e.g. both spectra shown in Fig. 3.8 (top) are
intermediates of the types A1 and A2.

To study the implications from experimentally obtained intermediates, in a second
step the typical spectra shown in Fig. 5.7 were used to create superpositions. Fig. 5.6
(top) shows three examples of mixing: a) similarly shaped spectra type A1 and A2; b)
differently shaped spectra A2 and B; and c) similarly shaped spectra B and C. The
created series of superposition spectra were fitted using the Peaks-function of proFit™
with three or four Gaussian peaks and Levenberg-Marquardt fit algorithm. The second
and third row in Fig. 5.6 show plots of the peak positions and histograms of the obtained
main peak positions resp.. The shaded regions in the plots of the peak positions (second
row: b and c) denote mixing rates m at which the fits to the resulting intermediate
spectra yielded energetic positions outside the energy interval determined by the parent
spectra. There the main peaks of the intermediates are a superposition of the main peak
of the lower energetic spectrum with the second peak of the higher energetic spectrum.

Since the energetic distance between the types A1 and A2 spectra is only 0.02 eV, there
is almost a continuous transition of main peak positions on the energy interval spun by
the parent spectra, similar to the case of two Gaussians with differing amplitude and
∆E = 0.02 eV shown in Fig. 5.5 (b). Both A-type spectra contain low energetic shoulders
at their main peaks (see Fig. 5.7). Thus these peaks were fitted by a superposition of
two Gaussians. However, due to the mixing in combination with the added noise the
main peaks of the intermediates are not always resolved properly, e.g. rendering positions
more than 0.01 eV below the energy level of the main peak of the lower energetic parent
spectrum. The absolute deviations in case of intermediates generated from types A2 and
B, resp. from types B and C are of the same order. Yet there the energetic distance
between the resp. spectra is much larger. For the shaded areas in Fig. 5.6 the main
peaks of the intermediates are a superposition of the main peak of the lower energetic
spectrum with the second peak of the higher energetic spectrum, which leads to the
observed energy levels outside the energy interval spun by the main peak positions of
the two parent spectra.

The obtained peak distributions of the intermediates again were used to create time
series of spectra as described before (resembling high transition rates leading to inter-
mediates in almost every interval of acquisition). From those time series the probability
distributions of dspec were calculated. As can be see in Fig. 5.6 (bottom), the probability
distributions in all three cases contain extensions of their high energy branches towards
higher dspec. These are caused by intermediates yielding energetic positions outside the
interval spun by the positions of their parent spectra. Furthermore, the probability dis-
tribution in (a) is continuous in the region corresponding to the energy gap EA1 −EA2,
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while in (b) and (c) gaps appear in the resp. region. This is due to the narrow ener-
getic distance of the A-type spectra, leading to a continuous transition as was explained
above.

5.1.3 Contributions from noise and fitting uncertainty

Experimentally obtained spectra contain some setup noise due to shot noise from the
detector and background events on the CCD chip of the spectrometer. The former will
contribute to the signal proportionally, while the latter causes noise with a constant
amplitude. Additional constant background, mainly due to residual excitation light, can
be easily extracted by subtraction of a baseline which was recorded on a blank sample
and averaged over twenty spectra. Contributions from photon statistics of the dye should
be low, due to the acquisition time of 1 s, whereas contributions from shot noise due to
laser modulations usually occur on longer time scales. A typical value for the amplitude
of the constant setup noise (background events on the CCD) in the experimentally
obtained spectra is 3x106, while the signal varied from 5x106 to 2x108 (arbitrary units).
The proportional noise (due to detector shot noise) was estimated to be below 5% of
the signal. Furthermore, the uncertainty from fitting contributes to the fluctuations.
To estimate the contribution from noise and fitting uncertainty, some simulations were
conducted. For this time series of 100 spectra were created from a given spectrum by
adding random noise with an amplitude of 3x106 and 5% proportional noise. The thus
created spectra were fitted with the relevant Gaussian peaks functions. Then main peak
fluctuations were analyzed in two ways: first the variance of the 100 main peaks was
calculated, and second spectral diffusivities were calculated and analyzed using eqn. 3.57.
For the latter, a time lag of 1 s was implemented, which matches the acquisition time
from experiment. As was detailed in section 5.1.1, the variance divided by the acquisition
time should match the diffusion coefficientDspec obtained from analysis of the probability
distributions of dspec. Simulations were conducted on three different types of spectra:
first a single Gaussian shaped spectrum with amplitude 3x107, i.e. 10 times the constant
noise was used. The other two used spectra were experimentally obtained spectra types
A2 and C, see Fig. 5.7. Before using them, averages over 10 succeeding stable spectra
were calculated to reduce the contribution of noise. The results from the simulations are
shown in Table 5.1.

As can be seen, the diffusion coefficients Dspec obtained from the fits to the probability
distributions match the calculated variances apart from the evaluations on the main
peak of type A2 spectra. The latter spectra contain a main peak with a lower energy
shoulder, see Fig. 5.7. This increases the uncertainty of the fits, which leads to the high
value of ≈ 320 meV2/s for the resp. variance, since shoulders are frequently recognized
as main peaks. The probability distribution for those spectra is better fitted with two
components using eqn. 3.58 instead of 3.57. Then the larger component D2,spec matches
the calculated variance, while the smaller one is of similar range as the Dspec obtained
from analysis of type C spectra and thus can be ascribed to genuine variations of values
obtained from fits to the main peak position. For comparison also the Dspec obtained
from the single component fit using eqn. 3.57 is shown, which is only slightly larger
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Table 5.1: Contributions from noise and fitting uncertainty on spectral diffusion.

type of variance of peak Dspec D2,spec

spectrum
peak

position [meV2] [meV2/s] [meV2/s]

gauss single 0.52 0.55 -
A2 main 326 5.6 -
A2 main 326 2.8 323
A2 second 0.74 0.77 -
C main 5.9 4.6 -

than the Dspec obtained for type C spectra. Thus the evaluation of the contribution
from noise and fitting uncertainty using probability distributions of dspec is superior
to the estimate obtained from calculating the variance of the recovered peak positions.
Furthermore, fluctuations of the second peak (containing no shoulder) of the type A2

spectra were analyzed as well. The obtained Dspec is smaller and comparable to that for
the single Gaussian spectrum. The contribution of setup noise and fitting uncertainty
to the series of type C spectra is about one order of magnitude larger. This is due to
the lower amplitude and the broadening of the peaks in respect to the single Gaussian
shaped and the A-type spectra. As a consequence contributions from fitting uncertainty
and noise to diffusion coefficients Dspec in the range of 2 to 5 meV2/s are realistic for
experimentally obtained spectra of Nile Red. In case of problematic fits caused by the
shoulder of the type A spectra, a contribution in the range of 300 meV2/s is expected.
However, even single component fits to the resp. probability distribution of dspec will
render the correct order of magnitude for these contributions.

Conclusion

Intermediates generated by similarly shaped spectra with energetic distance in the range
of the line widths of their main peaks will render energetic positions almost continuously
distributed on the interval spun by their parent spectra. However, shoulders and side
peaks of the latter may cause intermediates with main peak positions outside of this
energy interval pretending larger spectral diffusion than actually is the case.
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5.2 Experiment

Experimental spectra of Nile Red in 25 nm thin polymer films were obtained with
a laser scanning confocal setup equipped with a cryostat for temperature modifica-
tion [Krau09].4 The recorded spectra were corrected by the calibration curve for the
spectrometer as well as for background signal. To reduce bleaching by interactions
with oxygen [Schu05], the cryo was held at 10−5 mbar. Three different poly-n-alkyl
methacrylates were investigated: PMMA, PBMA (both Sigma Aldrich) and PPMA
(Scientific Polymer). Some specifications are given in Table 4.3. The polymers were
dissolved in toluene (Merck, spectroscopic grade), doped with Nile Red in nanomolar
concentration and spin coated on Si wafers with 100 nm thermally grown oxide (Center
for Microstructures, Chemnitz), see also section 4.2.4 for the sample preparation. To
ensure solvent evaporation, the samples were held at 10−5 mbar at 323 K for at least 10
h before the optical investigation5. All three 25 nm thin polymer films were investigated

Table 5.2: Numbers of SM time series (numbers of single SM spectra in brackets) obtained for the
three 25 nm thin polymer films at different temperatures, together with the corresponding
energy ranges for peak positions (given in eV) used to characterize the different types of
Nile Red spectra

SM series
Polymer

(spectra)
T [K] T/Tg A1 A2 B C

PMMA 27 (1229) 295 0.76 [2.45,2.35] ]2.35,2.25] ]2.25,2.15] ]2.15,1.9]
PPMA 13 (501) 296 0.96 [2.45,2.38] ]2.38,2.33] ]2.33,2.17] ]2.17,1.9]
PBMA 13 (634) 294 0.99 [2.45,2.37] ]2.37,2.25] ]2.25,2.15] ]2.15,1.9]
PBMA 27 (1128) 323 1.08 [2.45,2.39] ]2.39,2.32] ]2.32,2.18] ]2.18,1.9]
PPMA 12 (785) 77 0.25 [2.45,2.35] ]2.35,2.25] ]2.25,2.14] ]2.14,1.9]

at room temperature, which in case of PBMA is close to Tg. The sample containing
PPMA resp. PBMA additionally was studied at 77 K resp. 323 K. All temperatures
were held stable within ±1 degree. To obtain SM spectra from the samples, first a scan
was conducted on an area of 100 µm x 100 µm. Then the focus was set on detected
spots within the overview image and single SM spectra were acquired, to check whether
the fluorescence could be ascribed to Nile Red. If this was the case, series of 60 to 200
succeeding SM spectra were obtained at an acquisition time of 1s per spectrum. Some
dye molecules bleached rather quickly, while others were stable. As was explained in
sections 4.2.1 and 3.5, Nile Red can undergo an internal charge transfer leading to a
shift in the position of the fluorescence maximum. However, also the intensity of the
fluorescence changes. Thereby the higher energetic emission exhibits higher intensities.
Thus Nile Red molecules in that state (A-type spectra, see below) are more likely to

4The spectra were acquired by Beatriz Aráoz, Universidad de Buenos Aires. We thank Stefan Krause,
TU-Chemnitz, for assistance with the setup.

5Sample preparation was done by Beatriz Aráoz, Universidad de Buenos Aires, in Chemnitz.
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5 Spectral diffusion

be detected. For this reason the sets of obtained SM series are not free from subjec-
tive pre-selections for the higher energetic Nile Red spectra. Furthermore, from some
detected spots several series of SM spectra were acquired. Therefore statistical trends
on the ratio of the different types of Nile Red spectra within the resp. polymer films
have to be treated with care. In Table 5.2 the numbers of SM series obtained from each
sample at the resp. temperature is given together with the total amount of valid SM
spectra within those series. The Nile Red spectra were classified into four types (see
Fig. 5.7) according to their shapes and energetic positions. Thereby an influence of used
polymer and temperature on the resp. energetic positions of the different types of Nile
Red spectra was observed. Thus in Table 5.2 also the corresponding energy intervals
for the resp. peak positions are shown. Due to the used longpass filter for removing
excitation light, the spectra were cut at 2.45 eV towards higher energies.

5.2.1 Spectral types and main peak distributions
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Figure 5.7: Typical examples of SM spectra of Nile Red, obtained from a 25 nm thin PMMA film at
295 K, together with (dotted lines) Gaussian fits to 4 peaks (types A1 and A2) and to 3
peaks (types B and C), and their superposition (solid lines).

As was mentioned in the previous section on simulations, the experimentally obtained
SM spectra were characterized into four types A1, A2, B and C according to their
energetic positions and shapes. Fig. 5.7 shows typical examples of those spectral types.
The spectra were fitted by three to four Gaussians using the Peaks-function of proFit™
and Levenberg-Marquardt fit algorithm. From those fits, the main peak positions were
evaluated.6 The obtained distributions are shown in Fig. 5.8 for the five combinations
of polymer film and temperature. Thereby shifts in positions of the spectral types
corresponding to polymer type and temperature can be observed. Thus the energy
ranges for the characterization of the spectral types had been determined from the
observed main peak distributions. These energy ranges are shown in Table 5.2 together
with the numbers of SM series and total numbers of analyzed SM spectra.

6An Apple Script™ program was written for characterizing and analyzing the spectra using the results
from the fits.
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5.2 Experiment

When comparing the main peak distribu-
tion obtained from the PMMA film, Fig. 5.8
(a), with the one from the PBMA film at
room temperature, Fig. 5.8 (c), a shift of
the A1 peak towards higher energies is ob-
vious (compare the leftmost peaks of the
two distributions). This shift actually is
even more pronounced, because the spec-
tra were cut at 2.45 eV by the longpass
filter (to remove excitation light). Thus
lower values were obtained from the Gaus-
sian fits to those peaks with an account-
able cut. Due to the accompanying shoul-
der at the lower energy side of the first
peak, it was not possible to fit only this
side for obtaining the real peak position.
From the PBMA film almost no B type
spectra were obtained. B type spectra (as
well as C type) in contrast to the A type
spectra usually are broad with no sharp in-
tersections between the different peaks, see
Fig. 5.7. Thus the observed spectra with
peaks in the range of 2.37 to 2.25 eV can
be discerned as type A2 from their over-
all shape. Comparing the investigations of
the PBMA film at 294 K (close to Tg) to
those at 323 K (well above Tg) no signifi-
cant energy shifts can be seen. The slight
variations are within statistical accuracy, in
particular since within the experiment at
323 K several SM series were obtained from
the same A1-type dye molecule. In case of
the PPMA film the only recorded A1 type
spectra blinked and then bleached within
the first ten seconds of the series. Even at
77 K this film showed fast bleaching of type
A spectra.
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Figure 5.8: Distributions of main peak positions
of SM spectra obtained from 25 nm
thick films of (a) PMMA at 295 K,
(b) PPMA at 296 K, (c) PBMA at
294 K, (d) PBMA at 323 K, and (e)
PPMA at 77 K.
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Conclusion

In contrast to PMMA for PBMA nanophase separation of polar main chains and alkyl
side chains is expected, see section 4.2.4 and [Bein01]. Thus the dye molecules can be
surrounded by unpolar alkyl chains alone, leading to the observed solvent shift of A-type
molecules in respect to the PMMA film. A further suggestion is that B-type spectra
can be assigned to local environments, where the dye molecule ”sees” polar and unpolar
parts of the polymer. The PBMA film was investigated close to Tg and in its melt state.
Thus a higher mobility of dye molecules and polymer chains is expected. Then Nile Red
molecules will not stay at the nanophase boundaries, but will be integrated into the resp.
regions at their resp. conformation. Thus instead of type B spectra a higher frequency
for spectral jumps is expected. This will be investigated in the following section using
probability distributions of spectral diffusivities. The lack of A-type molecules within
the investigated PPMA film is not understood here. Indeed further experiments on
PPMA films using a different charge of PPMA did show A-type spectra. However, these
investigations have not been fully analyzed yet.

In the following probability distributions of spectral diffusivities will be analyzed to
investigate the dynamics within the 25 nm thick PnAMA films.

5.2.2 Probability distributions of spectral diffusivities

Figure 5.9: Probability distributions of spectral diffusivities of complete data sets (containing all types
of spectra) for (•) PMMA at 295 K, (�) PPMA at 296 K, (H) PPMA at 77 K, (N) PBMA
at 323 K and (�) PBMA at 294 K; (· · ·) fit to PPMA at 296 K using eqn. 5.3.

Spectral jumps

The PPMA film investigated at 77 K did not show any spectral jumps. For all three
samples at room temperature and also for PBMA at 323 K spectral jumps were observed,
as can be seen in Fig. 5.9 showing probability distributions of spectral diffusivities for
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the three polymer films at the resp. temperatures. The spectral diffusivities, i.e. scaled
square displacements between succeeding main peak positions, see eqn. 3.54, had been
calculated from all series of succeeding SM spectra, i.e. no selection for the different
types of spectra was made. The corresponding cumulative probability distributions
were then created from all spectral diffusivities obtained for a particular sample at the
same temperature.

Interestingly the probability distribution of spectral diffusivities obtained from PMMA
as well as that one from PPMA at room temperature is discontinuous in the range
between 2 ·103 and 8 ·103 meV2/s followed by a high energy branch. These distributions
resemble the three-level system shown in Fig. 5.3. However, a two-level system with a
nearly continuos transition of main peak positions from intermediate spectra will lead to
a similar shaped probability distribution. For this reason these two distributions were
fitted using eqn. 5.3, yielding a diffusion coefficient for spectral fluctuations Dspec ≈
40 meV2/s and an energy gap of 22 meV resp. Dspec ≈ 100 meV2/s and an energy gap
of 28 meV for PMMA and PPMA, respectively, see also Table 5.3. These energy gaps are
intermediate between typical energy gaps for transitions between the two A type spectra
(about 20 meV) and transitions between B and C type spectra (about 50 meV). The
range of fluctuations derived from the spectral diffusion coefficients is 12 meV and 20
meV, respectively, and thus well above contributions from noise and fitting uncertainty.
For the fits the jump rates had been set to k = 0.02 and k = 0.1 resp. according
to the values seen in Fig. 5.9 (see section 5.1 Fig. 5.2). Since at room temperature
both polymers are in the glassy state and at least 30°C below Tg, the mobility of the
polymer chains and thus the dye molecules is restricted. Yet the spectral diffusion can
be explained by small conformational changes of the dye molecules within existing holes.
The average hole size = free volume is known to increase with side chain length [Vall04],
which is in accordance with the observed larger energy gap for spectral jumps in case
of PPMA. However, the higher Dspec and the larger energy gap in that case can also
be explained by a solvent shift, since the longer alkyl chains, even leading to nanophase
separation, in PPMA will enable for an increasingly unpolar local environment of the
dye molecule in respect to PMMA.

In contrast, both probability distributions obtained from the PBMA sample do not
resemble a two- or three-level system. In Fig 5.9 some few large jumps can be seen
(up to 0.34 eV), exhibiting a gap towards intermediately sized dspec. The jump rate
can be determined to k ≈ 0.04, which is intermediate between the values obtained for
PPMA and PMMA. However, in case of PPMA the number of studied molecules was
smaller (13 SM series were analyzed), and the PPMA was obtained from a different
company. For this reason the higher jump rate obtained for PPMA may be either
induced by low statistics, unknown differences from fabrication or the smaller molecular
weight (for the latter see Table 4.3). Furthermore, one might expect a higher jump rate
at higher temperature, even because PBMA is in its melt state at 323 K. Yet 294 K is
only 4 degrees below bulk Tg and also there the number of investigated molecules was
smaller than with PBMA at 323 K. Due to the complex structure of the probability
distributions, it was not possible to fit them using eqn. 5.3 for the evaluation of average
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energy gaps. On the other hand diffusion coefficients Dspec obtained from fits using
the multi-component function eqn. 3.59 are only valid, if the spectral displacements are
Gaussian distributed with mean µ = 0. This is likely to be the case for fluctuations.
However, spectral displacements stemming from jumps will rather be distributed with
µ = b > 0 and therefore the second term in eqn. 5.3 has to be used. One could think of
a superposition from differently sized energy gaps. However, due to the complexity of
the function it is no longer accessible for fits.

Spectral fluctuations

In the following the two largest data sets (PMMA at 295 K and PBMA at 323 K) will be
investigated for spectral fluctuations without investigations of spectral jumps. In partic-
ular, with PBMA the high energy branch cannot be fitted by the egn. 5.3 for a two-level
system. For the investigation of the fluctuations a multicomponent function according
to eqn. 3.59 was fitted to the left-hand branches of the probability distributions to de-
termine spectral diffusion coefficients, as can be seen in Fig. 5.10. The local structure
in PnAMA is known to be heterogeneous and Nile Red was chosen to probe this local
structure due to its sensibility to the polarity of its environment [Hou02, Kim06]. Thus
a closer look at the classified spectral types and its comparison for the different data
sets can give more detailed information about local structures. Generally both A type
spectra are assigned to an unpolar local structure, while the B and C type spectra stem
from more polar regions, where the optical transition energy is lowered due to stronger
interactions of the dye molecule with its environment [Hou00]. In the latter case matrix
fluctuations have a larger effect on the energetic position of the optical transition (see
Fig. 3.6, thus leading to a broadening of the respective spectra. This is in agreement
with the narrower line widths of the A type spectra in respect to the broadened peaks of
B and C types, see Fig. 5.7. However, due to contributions from a lower energy shoulder
to the main peaks of A-type spectra, the fitting accuracy is similar for all spectra, as
was shown from simulations in section 5.1.3. Form these simulations the contribution
from setup noise and fitting uncertainty can be estimated to be in the range of 2 to 5
meV2/s.

Figure 5.10: Small diffusivity parts of probability distributions of spectral diffusivities highlighting the
fluctuations for (a) PMMA at 295 K, (- -) three-component fit, (b) PBMA at 323 K, (-
-) two-component fit - using a different scale for dspec; (blue) higher energy subsets, (red)
lower energy subsets.
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To study a mutual influence of the interaction with the local matrix, the two largest
data sets obtained form the resp. polymer film therefore were split into two subsets
according to their spectral positions, i.e. they were sorted into higher energy = ”blue”
(A1 and A2) and lower energy = ”red” (B and C) spectra according to the limits for
main peak energies given in Table 5.7. The plots of the resp. probability distributions
are shown in Fig. 5.10. For both PMMA subsets a freely running fit using the sum of
two error functions according to eqn. 3.58 worked quite well. The obtained D1 values of
2.2 and 3.2 meV2/s (for blue and red subsets respectively) are in the range given from
simulations in section 5.1.3. The obtained D2 values were 31 meV2/s and 47 meV2/s for
the blue resp. red subset. A slightly larger D2 value for the red subset is in agreement
with the predicted occurrence of larger fluctuations of Nile Red in more polar matrices.

In contrary to this the probability distributions stemming from the PBMA film at
323 K could not be fitted well. First of all the obtained values for D1 (corresponding
to noise and fitting uncertainty) from freely running fits were too small in both cases.
When fixing D1 = 2 meV2/s, reasonable values for D2 in the range of 6pm3 x 102

meV2/s were obtained. However, the uncertainty from these fits is too large to determine
differences between the resp. subsets. The higher uncertainty for fitting the PBMA data
is no surprise, since that polymer at 323 K is in its liquid state. Therefore the Nile
Red molecules are able to explore larger regions of the sample during the acquisition
of the spectra. Thus several physical processes contribute to the spectral diffusion: dye
rotation, translational diffusion of the dye and rearrangements of the polymer chains
interacting with it.

Table 5.3: Results from analysis of probability distributions of dspec

D2,blue D2,red D3Polymer T [K] T/Tg ∆E [meV]
[meV2/s] [meV2/s] [meV2/s]

PMMA 295 0.76 22 31± 1 47± 1 (5± 1) x 102

PPMA 296 0.96 28 ≈ 1 x 102

PBMA 294 0.99
PBMA 323 1.08 (6± 3) x 102

Since for PMMA in the range of 200 meV2/s < dspec < 400 meV2/s a further almost
continuous component can be seen in Fig. 5.10, the fluctuations in that case were addi-
tionally fitted by a three-component function according to eqn. 3.59, see (- -) in Fig. 5.10
(a). This rendered D3 = (5± 1) x102meV2/s, i.e. of similar range as the D2 values ob-
tained for PPMA (from fit to the complete distribution, see above) and for PBMA. For
BBMA in Fig. 5.10 (b) an even faster component is visibly, however this already is the
transition to the high energy regime of spectral jumps and thus may not be fitted similar
to the dense spectral fluctuations). Table 5.3 sums up the results from the fits. As can
be seen, a spectral diffusion coefficient of magnitude 102 to 103 meV2/s is present in
all analyzed probability distributions, and thus is a common property of the spectral
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diffusion of Nile Red within the studied polymers at the corresponding temperatures.
Yet, as was shown in section 5.1.2, intermediates generated from spectral jumps during
acquisition of the SM spectrum, may pretend additional energy gaps in the range of
0.01 to 0.02 eV, and thus contribute to the spectral diffusion in the range of a few 100
meV2/s (at an acquisition time τ = 1 s). Thus the observed diffusion coefficient in the
order of 102 meV2/s may be related to these mimicked spectral jumps due to incorrect
energetic positions attributed to intermediates.

Moreover a single Gaussian distributed component is a rough approximation for the
observed spectral fluctuations. Thus the fluctuations are likely to originate from a su-
perposition of several possible small conformational changes, as will be induced by an
undulated potential structure similar to that shown in Fig. 3.7 at both sides of the energy
barrier.

5.3 Conclusion and outlook

Probability distributions of spectral diffusivities are a promising tool to analyze spectral
diffusion. As was shown by simulations, contributions from noise and fitting uncertainty
are in the range of 2 to 5 meV2/s. However, if the SM spectra contain shoulders or
side peaks, intermediates originating from spectral jumps during acquisition of a SM
spectrum may lead to incorrectly attributed spectral positions in the range of 0.01 eV
and thus mimic larger spectral jumps than actually are the case. A spectral diffusion
coefficient in the order of 102 meV2/s thus may be generated from these incorrectly
evaluated intermediates (for acquisition time τ = 1 s).

The probability distributions of spectral diffusivities obtained form a 25 nm thick
PPMA resp. PMMA film, resemble a two-level system and thus could be fitted with the
function combining spectral fluctuations and jumps given in eqn. 5.3. Both polymers at
room temperature are in the vitreous state. The slightly larger energy gap obtained for
PPMA (28 meV in respect to 22 meV) can be related to the larger free volume due to
the longer side chains of PPMA, or to a stabilization of the unpolar state of Nile Red.
However, form the investigated PPMA film only very few A-type spectra were obtained
in contrast to the investigated PMMA sample. Thus the observed larger energy gap
may be simply caused by the larger energetic distance between B and C type spectra
in respect to that between A1 and A2 types. Since further investigations on a different
charge of PPMA yielded higher numbers of A-type spectra, the analysis of these newer
experiments may contribute to the clarification of this issue. No large spectral jumps for
the polymer films in the vitreous state were observed. This implies that either the free
volume is too small for the conformational changes accompanying the internal charge
transfer of Nile Red, or that no such changes occur since the Nile Red molecules are
immobilized within local environments of distinct polarity.

The sensitivity of this new tool could be manifested at the analysis of fluctuations from
selected subsets of the spectral diffusivities achieved from the PMMA film: The spectral
diffusion coefficient obtained from the subset experiencing an unpolar environment (A-
type spectra) was slightly smaller than the one obtained from the polar subset (31 ± 1
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and 47 ± 1 meV 2/s, resp.). This is in agreement with the expectation of a stronger
coupling of the dyes’ energetic states to matrix fluctuations for a polar environment.

In contrast to the samples containing PMMA and PPMA the 25 nm thick PBMA film
was studied close to the bulk Tg of PBMA (4 K below) and in its melt state. In both
experiments large spectral jumps related to internal charge transfer of Nile Red molecules
could be observed. However, their number was not large enough for statistical analysis
using the probability distributions. Fits to the fluctuations in case of the PBMA film
at 323 K using a two-component function for spectral diffusion did not render reliable
diffusion coefficients, but only a rough estimate of their range. However, in the melt
state of the polymer the dye molecules cannot only undergo conformational changes, but
they will rotate and even exhibit translational diffusion, thus exploring different local
environments. For this reason a contribution of several physical processes to the spectral
diffusion is expected, which may only be separated within the probability distribution, if
each one induces Gaussian distributed spectral displacements, leading to a superposition
of single Gaussians. Yet this is not necessarily the case.

Furthermore, the obtained main peak distributions from the investigated polymer films
support the idea of nanophase separation [Bein01] in case of PBMA, since for the latter
the A-type spectra were shifted towards higher energies in respect to those obtained
from the PMMA film. This resembles a solvent shift due to stronger stabilization of the
spectra within unpolar regions of the PBMA induced by the aggregation of the alkyl
side chains.

The analyzed experimental data qualitatively match the predictions from polymer
science and previous studies on poly-n-alkyl methacrylates. Nevertheless more experi-
mental investigations are needed to explore the influence of Mw and temperature, as well
as of the side chain length. Further theoretical considerations may even lead to quan-
titative relations between spectral diffusion and physical properties of the investigated
polymers.
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6 Ultrathin liquid films

6.1 Liquid layering at solid interfaces

In chapter 2 the observation of liquid layering at interfaces with solids has already
been mentioned. However, the extent of layering may differ for different materials and
environments. In the following a short overview on literature will be given, which shows
that the extent of layering primarily depends on the kind of liquid, but it further can be
influenced by relative humidity, temperature and surface roughness.

However, the influence of the kind of solid substrate on liquid layering has not been
investigated yet. Instead, several studies implicitly presume similar conditions for differ-
ent substrates, when results from different experimental methods have to be compared,
see e.g. Patil et al. [Pati07]. In section 2.2.1 on wetting phenomena the Van der Waals
interaction between two planar surfaces is given in eqn. 2.3, which includes the material
related effective Hamaker constant AH . Due to the 1/r2-dependence of the potential
the Van der Waals forces can act on distances up to 100 nm [Seem05], thus influencing
the wetting behavior of thin liquid films. Therefore it is reasonable to expect an influ-
ence on layering within these films, too. Trenkmann used an approximation given by Is-
raelachvili [Isra07] to calculate AH for the systems SiOx/TEHOS/air and Si/TEHOS/air
to be −0.25e−20 J and −22.3e−20 J, respectively [Tren09a]. Thus the Van der Waals
potentials are two orders of magnitude weaker in case of substrates with 100 nm oxide
layer in respect to those substrates with native oxide, where the contribution from the
thin SiOx layer is negligible compared to the long-range interaction of the silicon.

As will be shown in the experimental part 6.1.2 of this section, experimental results
obtained within this work using Si wafers with 100 nm thick thermally grown oxide
differ from those reported in literature using Si wafers with native oxide. This hints to
an influence of the kind of substrate on the extent of layering. Therefore, the following
overview on reports from literature is grouped in respect to the used solid substrates.

6.1.1 Selected reports on liquid layering

Si wafers with native oxide

Villette et al. [Vill96] studied the influence of relative humidity (RH) on wetting behavior
of poly(dimethylsiloxanes) with trimethyl (PDMS) or hydroxyl (PDMS-OH) ends, a
nonionic siloxane poly(ethylene oxide) surfactant and TEHOS on Si-wafers with a 17 Å
thick (native) oxide layer. For rendering hydrophilic surfaces they swept the substrate
for 20 min by a flow of oxygen saturated with water, while a hydrophobic surface was
obtained by exposure to hexamethyldisilazane for 24 h at room temperature. While
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neither PDMS nor PDMS-OH showed any impact of RH on wetting grafted, hydrophobic
surfaces, the spreading rate of PDMS on the hydrophilic substrate clearly increased
with increasing RH. Simultaneously the drop profile changed in favor to the growth of
the first layer at the expense of the others. The nonionic siloxane did not wet any of
the surfaces, and TEHOS did not wet grafted hydrophobic surfaces. On hydrophilic
substrates TEHOS showed a complex dependence on RH: Up to a RH of about 82% the
spreading rate increased, above 85% relative humidity only a monolayer spreaded. The
authors ascribe this to a special conformation of the TEHOS molecule in the first layer,
which makes it appear hydrophobic towards upper layers.

Further studies revealed the dependence of the layering on surface roughness [Yu99],
where the study of electron density variations showed that the layering vanished at an
interface length of about 2.4 Å, and on impurities [Yu99, Yu00]. Doerr et al. investigated
the dependence on the shape of the liquid molecules. Thus they demonstrated that Van
der Waals interactions are responsible for the ordering at amorphous substrates like na-
tive SiO2, which implies the dependence on molecular shape [Doer00]. This was also con-
firmed by the suppression of density oscillations when the molecular weight of PDMS was
increased [Evme01]. Similar results were obtained for polyfunctional poly(methylhydro-
dimethyl)siloxane copolymers (PMDMS) on Si-wafers with native oxide. X-ray data for
both types of molecules revealed a low electron density region in direct vicinity of the
surface. Increasing direct interactions of PMDMS by increasing the fraction of MeHSiO
groups led to an increase of the amplitude of that density dip, while the further shape
of the profile was independent of the fraction of Si − H groups in the PMDMS. On
hydrophobic substrates only this first density dip was observed, while there were no
further density oscillations [Evme02]. Furthermore, simulations for the liquid-vapor in-
terface [Chac01] predicted that surface layering will appear below about 0.2 Tc, where
Tc is the critical temperature, even under high surface roughness. This was confirmed
by Mo et al. using substrates with surface roughness > 20 Å and TEHOS [Mo06].

Mica substrate

Mukhopadhyay et al. used a surface force apparatus consisting of cylindrically shaped
mica sheets together with FCS to study diffusion within confined octamethylcyclote-
trasiloxane (OMCTS) using coumarin 153 as fluorescent probe [Mukh02]. At a distance
of 0.7 times the ratio of contact they obtained an autocorrelation function, which clearly
showed at least four different decay times, which led to diffusion coefficients of 0.1 µm2/s,
0.7 µm2/s, 2.9 µm2/s and 40 µm2/s.

Quartz cover slip substrates

Fluorescent experiments cannot be done on Si wafers with oxide layers below 50 nm due
to fluorescence quenching and interference effects [Bras04]. Thus Patil et al. used quartz
cover slip substrates for their FCS measurements in contrast to the use of Si wafers
with native oxide for their above mentioned mechanical measurements [Pati07]. Using
coumarin 153 as fluorescent probe they found a dependence of their obtained diffusion
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coefficient on film thickness (range 14 - 22 nm), when using a single component autocor-
relation function. Their data could be fitted well with two diffusing species, rendering
Dfast = 10 µm2/s and Dslow = 0.2 µm2/s. Grabowski et al. conducted temperature de-
pendent FCS measurements on a 15 nm thick TEHOS film on a quartz cover slip (and on
a 10 nm thin hexadecene film) using Alexa 488 and R6G as fluorescent probes [Grab07].
Although the data clearly display heterogeneous diffusion, they used a single species
autocorrelation function for determining temperature dependent diffusion coefficients.
From those they derived diffusion activation energies of 0.2 - 0.3 eV/molecule. The
respective bulk values were about three times smaller (0.07 - 0.1 eV/molecule). Also
optical investigations of tracer diffusion within ultrathin TEHOS films and percursor
layers of wetting TEHOS droplets [Schu03, Schu04] by Schuster et al. were done on
quartz cover slips. As mentioned earlier in this work, the results of Schuster et al. were
interpreted assuming several liquid layers with rare interlayer exchange. However, the
observed broad distributions of diffusion coefficients obtained from msd along trajecto-
ries in combination with the power-law distributed adsorption events [Schu03] according
to Sokolov et al. [Lube08] are a clear sign for anomalous diffusion and thus may not be
interpreted in terms of liquid layering without further evidence.

6.1.2 Experimental
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Figure 6.1: Film thinning rates depending on film thickness (left) on Si substrate with native ox-
ide [Forc93]; (right) on Si substrate with 100 nm SiOx, series of measurements on different
samples are denoted by different symbols.

Thin films of TEHOS were prepared on Si wafers with 100 nm thermally grown oxide
as described in chapter 4.2.3. The film thickness was studied by ellipsometry using
a variable angle spectroscopic ellipsometer1 (VASE™, J.A. Woollam Co., Lincoln, NE,
USA) in reflection at the three angles 65°, 70° and 75° over the wavelength range of 0.73 to
5 eV. Several TEHOS films were investigated in long time observations, i.e. measurements

1The ellipsometer kindly was provided by Prof. Dr. D.R. Zahn, TU-Chemnitz.
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6.1 Liquid layering at solid interfaces

on the same sample were repeated after 24 to 72 hours within a period of up to 30 days.
The samples were stored under ambient conditions. The obtained ellipsometry angles Ψ
and ∆ were fitted to a three-layer model using the software WVASE32™. The silicon and
the SiOx layer where modeled using optical constants from the materials library of the
program, while for fitting the TEHOS layer the ordinary Cauchy equation [Cauc30, Li04]
for the wavelength dependent refraction index n(λ) was used up to second order:

n(λ) = An +
Bn
λ2

+O(4) . (6.1)

The Cauchy coefficients An = 1.4633 and Bn = 0.0039 for TEHOS had been deter-
mined by Daniel Lehmann from fits to ellipsometry measurements on an ≈ 100 nm thick
TEHOS film in the visible range at 2.1± 0.1 eV. Since the refraction index of TEHOS is
very similar to that of SiOx, the thickness of the TEHOS layer could only be determined
in dependence of a given thickness of the SiOx layer. The latter had been determined
beforehand from a similarly treated blank substrate (i.e. without TEHOS film) from the
same wafer. Nevertheless, this method rendered the thickness of the SiOx layer within
an accuracy of ±1 nm, thus yielding different offsets for the long time observations
of thinning TEHOS films. This offset can be determined from the residual thickness
obtained after the evaporation of the TEHOS film, i.e. the obtained thicknesses then
centered around this offset within an accuracy of ±2 nm. For better visualization the
series of measurements presented in Fig. 6.1 (right) were therefore corrected for this
offset to the value of 6 Å, which matches the smallest film thickness reported by Forcada
et al., see Fig. 6.1 (left). This residual film thickness of 6 nm according to Forcada et al.
remained stable for weeks. It can be explained by incomplete evaporation leaving a
residual monolayer of TEHOS on the sample, where the TEHOS molecules are oriented
with their oxygen towards the substrate in favor of hydrogen bond formation [Vill96].

As can easily be seen in Fig. 6.1 by comparing the left and the right diagram, the
film thinning behavior observed within this work deviates from the values obtained by
Forcada et al. Within this work the ellipsometry measurements were aimed primarily
to obtain film thicknesses for samples used within diffusion experiments. Nevertheless,
a comparison with film thinning of samples not used for diffusion measurements was
conducted to ensure that there was no influence on thinning rates from the use of the
samples for diffusion measurements. Due to less thorough investigation, a variation of
the obtained thinning rates around the average values obtained by Forcada et al. would
have been expected in case of similar thinning rates. Instead, the thinning rates obtained
here are considerably higher. For the lowest layer, the evaporation rate is only slightly
larger, and a minimum of evaporation may be seen at d about 12 Å pointing to some
extend of layering. Yet for thicker films, the deviation of the observed evaporation rate
from those reported by Forcada et al. is even more pronounced. In particular, the average
thinning rate reaches the value of 0.1 Å/h already at a film thickness of approximately
15 Å, while 0.1 Å/h are reported by Forcada et al. only for a film thickness larger than
50 Å. According to Vilette et al. [Vill96] the interfacial TEHOS layer at silica surfaces is
about 7 Å due to orientation of the TEHOS molecules with their oxygen groups towards
the silica. Thus a film thickness of 15 Å is intermediate between one and two TEHOS
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6 Ultrathin liquid films

layers. The observed higher evaporation rates may therefore point to weaker layering,
with only one or two observable liquid layers in case of the here used substrates.

However, there may also be a contribution from surface roughness on the observed
differences in evaporation rates. AFM measurements of the Si substrates with 100 nm
thermally grown SiOx (after the cleaning procedure of the substrates) yield an aver-
age roughness of about 6 Å when analyzed by WSxM 5.0 [Horc07], see section 4.2.2.
Preliminary AFM measurements had yielded smaller values (about 3 Å). This rough-
ness is twice the range where Yu et al. observed decay of the liquid layering, see above
and [Yu00]. But Yu et al. had derived the surface roughness from X-ray experiments
and not by AFM, which may lead to different values. Furthermore, as was noted above,
there is also a temperature dependence on the amount of layering [Mo06]. Therefore a
comparative study with similar experimental conditions has to be conducted on both
types of substrates to discern whether the substrate material influences liquid layering or
whether the here observed differences are due to other conditions, e.g. relative humidity
or surface roughness.

6.1.3 Conclusion

The here observed thinning rates are considerably larger than those reported by Forcada
et al. on a 4 to 5 nm thick TEHOS film on a Si wafer with native oxide. This difference
may point to an influence of the kind of substrate on layering. However, also the surface
roughness on substrates containing thick thermal oxide usually is larger than that of
polished Si wafers with native oxide. In particular after the here used cleaning procedure
by etching in Piranha solution, AFM measurements yielded an average roughness of
approximately 6 Å, which is about twice the value (about 2.4 Å) for which Yu et al.
report decay of layering. Furthermore, there are literature reports on an influence of
temperature and of relative humidity on layering and wetting behavior of TEHOS films
on Si wafers with native oxide [Mo06, Vill96]. Thus a comparative study with carefully
observed experimental conditions is needed to study a possible influence of the kind of
substrate on liquid layering. Nevertheless, the larger evaporation rate in case of the here
used TEHOS films points to weaker layering, with only one or two observable liquid
layers.
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Figure 6.2: Long time observation of RhB in thinning TEHOS film. Distribution of Dtraj for (left) all
detected trajectories with time length ≥ 0.6 s, (right) trajectories exceeding a lateral area
of 1.3 µm2 (and time length ≥ 0.3 s).

Part of this section has been published in [Täub09a], [Täub09b] and in [Baue09a]:

D. Täuber, M. Heidernätsch, M. Bauer, G. Radons, J. Schuster and C. von Borczyskowski.
Single molecule tracking of the molecular mobility in thinning liquid films on thermally
grown SiO2. Diffusion Fundamentals Journal, Vol. 11, p. 107(11), 2009.

D. Täuber, M. Heidernätsch, M. Bauer, G. Radons, J. Schuster and C. von Borczyskowski.
Discriminination between static and dynamic heterogeneities in single dye diffusion in
ultrathin liquid films. Diffusion Fundamentals Journal, Vol. 11, p. 76(2), 2009.

M. Bauer, M. Heidernätsch, D. Täuber, J. Schuster, C. von Borczyskowski and G.
Radons. Investigations of static and dynamic heterogeneities in ultra-thin liquid films
via scaled squared displacements of single molecule diffusion. Diffusion Fundamentals
Journal, Vol. 11, p. 70(2), 2009.
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6 Ultrathin liquid films

However, in these publications the SMT data had not been corrected for geometrical
averaging according to section 3.3.2, which has been done now by multiplication with
a factor 3/2 according to eqn. 3.15. To gain insight into the effect of the confinement,
long time observations were conducted on ultrathin TEHOS films on Si substrates with
100 nm thermally grown SiOx. The samples had been prepared according to the pro-
cedure described in section 4.2.3. RhB was used as probing dye molecule. Due to the
evaporation rate of ≈ 0.3 Å/h (see section 6.1.2), the investigated TEHOS film thinned
from initially 11.1±1 nm to 3.2±1 nm over a period of 294 h. Video sequences of 5 000
frames each were recorded at the wide field microscope using the Andor™ iXon DU 885
CCD camera at a frame rate f = 50 fps. For each measurement 10 video sequences were
acquired resulting in 50 000 frames in total. The software package tracking.sh was used
to track the fluorescing molecules within the videos and to calculate diffusion coefficients
Dtraj via weighted mean square displacements along the trajectories as well as to obtain
probability distributions of diffusivities ddiff .

6.2.1 Diffusion coefficients obtained from msd

Fig. 6.2 shows the obtained distributions of
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Figure 6.3: MedianDmsd of distributions of
Dtraj in Fig. 6.2 left (circles)
and right (squares).

Dtraj. For the left part all trajectories with
step length ≥ 30 (' 0.6 s total time length)
were used. As can be seen, the number of de-
tected trajectories decreases after 125 h. Fur-
thermore, there is an initial slight shift of the
median towards larger values, peaking at 125 h
(d = 5.3 nm), see Fig. 6.3 (circles). Afterwards
the median decreases again and the distribution
narrows. The right part of Fig. 6.2 shows a dif-
ferent subset of the detected trajectories. Here
only those trajectories had been selected, which
exceeded a lateral area of 1.3 µm2, while their
time length varies from 0.3 s (' 15 frames) to
29.4 s (' 1470 frames). Thus mainly immobile molecules were excluded from the sub-
set, which puts the focus on mobile trajectories. Here the shift of the median values
(Fig. 6.3 squares) and the change in the width of the distribution over time is even more
pronounced. Dtraj varies between 0.1 µm2/s and 6 µm2/s resulting in broad distribu-
tions which, according to Lubelski et al., points towards anomalous diffusion [Lube08].
Hydrodynamic considerations suggest the dependence of the diffusion coefficient on the
distance to the solid-liquid interface, see section 2.2.2. Thus causing diffusion hetero-
geneity by a dynamic exchange between vertical regions of the sample. However, also
static heterogeneities due to lateral interface inhomogeneities (e.g. adsorption sites) of
the sample may contribute to the observed diffusion heterogeneity [Täub09b, Baue09a].

Furthermore, the observed distribution of Dtraj depends on the 7−294 h waiting time
after sample preparation. Within the first 50 h the distributions of Dtraj broaden and
their medians shift to larger values. The reason for this initial increase of dye mobility
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6.2 Film thinning studied by SMT

within the thin TEHOS films is not clear. Literature investigations on silanes and gela-
tion experiments [Schu10a] hint to a slow chemical modification of the interface leading
to a chemisorbed monolayer of TEHOS [Tren09b], which would shield absorption sides
for the dye molecules at the interface. According to observations in our lab this pro-
cess ends or slows considerably after ≈ 50 h. Then the decrease of mobility due to the
narrowing film thickness takes over. Yet, the derivation of diffusion coefficients by msd
along trajectories is a strongly averaging method. Hence, no information is available,
whether the decrease of mobility is due to a layered structure of the film, where different
diffusion coefficients can be ascribed to the layers, or whether the dye molecules simply
concentrate in the vicinity of the substrate. In the latter case they would be consid-
erably slowed down in the layer(s) closest to the substrate, while the diffusion in the
upper regions of the film still might be bulk-like. Here the investigation of probability
distributions of diffusivities ddiff provides further insight.

6.2.2 Diffusion coefficients obtained from probability distributions of
diffusivities

Figure 6.4: Cumulative probability distributions for decreasing film thickness: (a) 4.9 nm, (b) 4.4 nm,
(c) 4.1 nm, (d) 3.5 nm, and (e) 3.2 nm. Dashed lines show a bi-exponential fit, for which
the values of D1 and D2 are noted.

Fig. 6.4 shows probability distributions of ddiff for the last five measurements (d =
4.9 nm to 3.2 nm), where the corresponding distributions of Dtraj narrow (see Fig. 6.2)
and their median decreases. Due to experimental conditions, the amount of detected
immobile molecules varies for each video sequence. Using the complete data sets there-
fore leads to strong variations in the initial part of the distributions, hampering direct
comparisons. Thus data from immobile molecules were excluded before further analy-
sis, using the relation between position accuracy rpa and snr explained in section 3.3.1.
To ensure removal of 95% of the immobile ddiff , the threshold for rpa∗ snr was set to
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Figure 6.5: (a) Diffusion coefficients D1 (open symbols) and D2 (filled symbols) from bi-exponential
fits to each distribution C(ddiff)τ=20ms in Fig. 6.4. Mean values of D1 as well as of D2

are connected by lines. (b) Mean values of relative amplitude a2 for those fits. Error bars
denote standard deviations.

the mean value + 2 standard deviations. Thus also some ddiff from slowly moving dye
molecules were excluded. Therefore, the reduced distributions were fitted with a bi-
exponential function according to eqn. 3.26, without the requirement of a1 + a2 = 1.
This results in two diffusion coefficients D1 and D2 (determined for τ = 20 ms) reveal-
ing a heterogeneity of the system at least at times in the range of 20 ms. Fig. 6.5 (a)
shows D1 and D2 as a function of film thickness. For each set of recordings the values
obtained from the ten video sequences (each one consisting of 5 000 frames) are shown.
The lines connect the corresponding mean values. In Fig. 6.5 (b) the relative (mean)
amplitudes a2 are shown as a function of film thickness.

Since immobile molecules were excluded from the C(ddiff)τ , the observation of two
diffusion coefficients cannot be explained by the process of ad-/desorption at the interface
and an otherwise homogeneous diffusion in the liquid, but the liquid films contain at least
two distinguishable physical diffusion coefficients which here are named Dslow and Dfast.
The frame time (τframe = 20 ms) is short enough to reveal this heterogeneity. Within
longer frame time, the dye would have enough time to sample all regions, thus displaying
homogeneous diffusion with an effective diffusion coefficient Deff . However, D1 cannot
be addressed as Dslow and D2 as Dfast unless it can be shown that the average dwell
times within the corresponding regions are larger than τframe, see section 3.3.6. The
investigations addressing this question will be reported in section 6.3.

Nevertheless, the observedD1 andD2 are characteristic compositions of the underlying
physical processes within τframe. Dfast could be bulk diffusion, unless there are further
confinement effects slowing the diffusion even in the upper region of the film which
was lost by evaporation. Dslow could either be some kind of surface diffusion, where
the molecule may glide on the surface e.g. via silanol bridging [Honc08], or a slowdown
of diffusion in the liquid layer(s) close to the solid interface [Schu03]. Both will be
addressed here as near-surface diffusion. Yet, an interpretation of the slower component
D1 with respect to the near-surface diffusion is not straightforward, since D1 is directly
correlated with the threshold set for immobile molecules. At this fast frame rate (f =
1/τframe = 50 fps) it is not possible to distinguish between very slow diffusion and

110



6.2 Film thinning studied by SMT

0 3 6 9 12 15 18 21 24
–0.04

0.00

0.04

0.08

ddiff [µm2/s]

re
sid
ua
ls

(a)

4.9 nm

0 3 6 9 12 15 18 21 24
–0.04

0.00

0.04

0.08

ddiff [µm2/s]

re
sid
ua
ls

(b)

3.2 nm

Figure 6.6: Fitting residuals for two comparative sets of bi-exponential fits for (a) 4.9 nm (Fig. 6.4.a),
and (b) 3.2 nm (Fig. 6.4.e) thick films.

complete immobility. Thus, by variation of the threshold for mobile molecules due to
experimentally caused variations of position accuracy rpa and snr, a varying amount
of slowly diffusing molecules will be excluded from the probability distribution, thus
causing the fluctuations of D1 seen in Fig. 6.5 (a).

One important result is the nearly constant average value for D2 = (4.5± 0.2) µm2/s
during film thinning from 4.9 nm to 3.2 nm. The slight increase at 3.2 nm stems from two
less quality fits which yielded somewhat unreasonable high values for D2. But the overall
quality of the bi-exponential fits did only slightly deviate from those for 4.9 nm, as can be
seen from the corresponding plots of their residuals in Fig.6.6 (a) and (b). Nevertheless,
this shows that there is no pronounced difference between the diffusion coefficients Dfast

in the upper layer of the 3.2 nm thin film and in the upper region present in the 4.9 nm
thin film, which was lost during evaporation. According to the molecular size of TEHOS
(see section 4.2.3), and assuming liquid layering, the 3.2 nm thick film only contains three
complete molecular layers and an incomplete fourth one, whereas at 4.9 nm thickness the
film would contain five complete molecular layers. Therefore, there can be only minor
changes within the values of the diffusion coefficients of the third to fifth molecular layer,
if layering was present in the upper region of TEHOS films on 100 nm SiOx at all.

The diffusion coefficient of Alexa 488 (a rhodamine derivate) in bulk TEHOS has been
reported to be approximately 55 µm2/s, see section 4.2.3 and [Grab07]. For the here
used RhB a similar bulk diffusion value is expected. However, this is much larger, than
the observed value D2 = 4.5±0.5 µm2/s. Therefore, either there is a further confinement
effect, which leads to a slower value for Dfast = D2, or the mean dwell time in the upper
region is considerably slower than τframe (= 20 ms). Also static sample heterogeneity due
to heterogeneous distribution of surface silanols at the substrate surface (see section 4.2.2
and 7.1) may cause the appearance of two discernible diffusion coefficients in SMT
experiments. This cannot be discriminated from the here reported thinning experiment
alone and will be addressed in the following sections and in the following chapter.

Furthermore, as can be seen in Fig. 6.5 (b), the amplitude a2 of the faster component
D2 decreases with decreasing film thickness, which shows that the concentration of dye
molecules tends to become higher within the related region of slowed diffusion. Thus
the change in shape of the distributions of Dtraj of the 5 thinnest films in Fig. 6.2 (a)
and (b) is not due to a loss of layers containing faster diffusion coefficients, but due
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6 Ultrathin liquid films

to a higher probability of finding the molecules in the region of slowed motion. Previ-
ous measurements of films with a thickness below 2 nm revealed hardly any trajectory
which fulfilled the threshold criteria (area > 1.3µ m2/s) that has been applied for the
trajectories used for the distributions shown in Fig. 6.2 (a). This might either be ex-
plained by a pronounced slowdown of the diffusion within the two molecular diameters
closest to the substrate, or it also could be due to a higher adsorption probability (and
thus reduction of mobility) at the solid-liquid interface. The insights gained from the
film thinning experiment detailed above point towards an explanation of the diffusion
in ultrathin TEHOS on Si substrates with thick thermally grown oxide by a three-layer
model, which will be presented in the following.

6.2.3 Three-layer model for SM dynamics at the interface TEHOS/SiOx

free 
diffusion

near-surface 
diffusion

adsorption

z

x

y
chemi-
sorption

Figure 6.7: (left) Three-layer model for SM dynamics at the interface TEHOS/SiOx, (black region)
SiOx, (blue+light blue) TEHOS, (right) substrate induced lateral heterogeneity of SM
diffusion.

The observations from the above detailed film thinning experiment can be explained
by a three-layer model for the SM dynamics at the interface TEHOS/SiOx as shown in
Fig. 6.7 (left). The model consists of

(i) an interfacial layer, where dye molecules are adsorbed at the SiOx surface and thus
are immobilized.

(ii) a near-surface layer, where dye molecules diffuse slowly. This can be a kind of sur-
face gliding via H-bonding at surface silanols as suggested by Honciuc et al. [Honc08]
or simply a slowdown of diffusion due to attractive interface potentials, e.g. electro-
static attraction or due to long range Van der Waals forces, see section 2.2.1. Yet,
this near-surface layer probably is not homogeneous: The amorphous thermally
grown SiOx is covered by irregularly distributed and clustered surface silanols [Iler79,
Zhur00, Schu10a], and see section 4.2.2. Hence, the slow near-surface diffusion may
be restricted to silanol clusters, while the dye molecules diffuse fast on the interja-
cent regions of siloxane bridges, see Fig. 6.7 (right). This will further be discussed
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6.2 Film thinning studied by SMT

in section 7.1. The observed diffusion coefficients D1 and D2 from SMT experi-
ments then depend on the relation between the dwell times in the corresponding
regions and the frame time.

(iii) a third layer, where dye molecules can diffuse freely. This third layer spans the
remaining film thickness. However, this not necessarily equals bulk diffusion. There
might be a modulation of the diffusion coefficients depending on the distance to the
near-surface layer according to hydrodynamic considerations for a particle at a no-
slip or partial-slip boundary, see section 2.2.2 for the corresponding hydrodynamic
models. This issue will be evaluated in the following.

The geometrical shape of the rhodamines can be approximated by oblate spheroids,

see section 4.2.1 and [Jena79]. Jena et al. obtained a molecular volume VRhB = 414 Å
3

for Rhodamine B. To obtain an approximation of the hydrodynamic radius, the molecule
will be treated as sphere. This rough approximation yields 6.7 Å for the radius of a RhB
molecule. The hydrodynamic radius however, also depends on possible interactions with
the surrounding solvent. RhB is a zwitterionic molecule, yet TEHOS is an unpolar sol-
vent with branched alkyl chains shielding the oxygen atoms from interactions. Thus
no increase of the hydrodynamic radius due to a solvent shell is expected. Further-
more, RhB dimers usually are non-fluorescent [Schu10a, Lópe82] and thus will not be
detected in the SM experiments. The TEHOS molecules are of similar size as the RhB
molecules. For bulk TEHOS a self-diffusion coefficient D = 78 µm2/s was obtained from
NMR measurements [Vali07]. Using the Stokes-Einstein relation, eqn. 3.6, this renders
a hydrodynamic radius for the TEHOS molecules of 4 Å, which is considerably small,
since the size of TEHOS molecules is reported to be within 0.6 to 1.4 nm in diameter
(= 2a), see section 4.2.3. However, the Stokes-Einstein relation considers particles as
hard spheres with no-slip boundary at their interface with the solvent. Thus it is a rather
rough estimate for the TEHOS molecules, which may intercalate with their alkyl chains
and thus also glide past each other (resembling partial slip at intermolecular contact).
Setting the above obtained values for TEHOS into relation with a hydrodynamic radius
for RhB of 0.67 nm when using the Stokes-Einstein relation eqn. 3.6 yields D is approx-
imately 50 µm2/s. However, also in case of RhB the requirement of no-slip boundary
at the surface of a hard sphere particle for the application of the Stokes-Einstein rela-
tion is only a rough approximation. Yet a hydrodynamic radius of RhB molecules can
be estimated to be between the 0.4 nm derived for the TEHOS molecules (using the
Stokes-Einstein relation), and 1 nm. Therefore, further considerations at first will be
made using the experimentally obtained bulk diffusion coefficient of TEHOS together
with a = 0.4 nm, as well as using a = 1 nm and the corresponding D = 32 µm2/s
calculated via the Stokes-Einstein relation.2

Fig. 6.8 (a) shows reduced diffusion coefficients D‖ and D⊥ for the diffusion of hard

2In previous considerations the latter value was used for diffusion of rhodamine molecules in bulk
TEHOS [Schu02b, Schu03]. However, this was based on a comparison with the diffusion coefficient of
R6G in water obtained from FCS experiments, which meanwhile is known to be erroneous [Dert07].
The corrected value is one third larger, which agrees with D ≈ 50 µm2/s.
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spheres parallel and perpendicular to a wall obtained from the hydrodynamic no-slip
boundary model described in section 2.2.2. The red curves were calculated for a =
0.4 nm, while the blue ones were obtained setting a = 1 nm. D‖ (solid lines) was
calculated using eqn. 2.4, while for D⊥ (dashed lines) eqn. 2.5 was used. The bulk
diffusion coefficients (dotted lines) were obtained from the Stokes-Einstein relation using
the viscosity of TEHOS η = 6.8 mPas and were plotted for comparison. As can be seen,
theD‖ in both cases are already much larger than 4.5 µm2/s at a distance z = 2 nm to the
interface. However, the fast component D2 obtained from the probability distributions
of diffusivities in the above reported film thinning experiment is 4.5 ± 0.5 µm2/s for
all investigated film thicknesses. One possibility to explain this discrepancy would be a
kind of solvation shell, i.e. solvent molecules arrange in a special way around the solute
molecule and thus accompany its motion. Usually this is due to strong solvent/solute
interactions e.g. hydrogen bonding or counterions shielding a charged particle. Fig. 6.8
(b) shows the corresponding plots of D‖ assuming a = 1.5 nm (—) and a = 5 nm (-··).
Only in the latter case a considerably small diffusion coefficient to meet the observed
value of D2 is obtained. However, the interactions between the charged RhB molecules
and the unpolar TEHOS molecules are not likely to be strong enough to cause such a
large solvation shell. Furthermore, a partial-slip boundary at the solid/liquid interface
would lead to even larger diffusion coefficients D‖ and thus cannot be used to solve this
issue. The here discussed hydrodynamic models use a no-slip or partial-slip boundary at
the solid-liquid interface and a linear dependence of the Stokes Drag on the distance z to
the interface. As was shown above, these models cannot contribute to the evaluation of
a possible slight dependence of the diffusion coefficient D2 on z within the upper layer.
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Figure 6.8: Dependence on interface distance z of diffusion coefficients calculated from hydrodynamic
no-slip model: (a) D‖ (—) and D⊥ (- -) for particle with hydrodynamic radius a = 0.4 nm
(red) and a = 1 nm (blue), bulk diffusion coefficients (· · ·); (b) D‖ for a = 1.5 nm (—) and
a = 5 nm (-··).

Yet there are two general ways to explain the considerable small value of about 5 µm2/s
observed for D2: On the one hand there might be additional attractive surface forces
acting on the dye molecules, e.g. for the charged dyes electrostatic interactions with the
SiOx may be considered. However, also a non-charged dye was used for investigation,
yielding similar diffusion coefficients, see the results from SM experiments containing a
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perylene diimide (no-PDI) in the next section. Moreover, the long range Van der Waals
interactions discussed in respect to wetting behavior (see section 2.2.1 and [Seem05])
may also be taken into account for the slowdown of the diffusion within thin films. On
the other hand, as was already mentioned previously, the D2 obtained from the analysis
of diffusivities not necessarily have to match the diffusion coefficients for free diffusion
in the above detailed three-layer model. If the dwell time of the dye molecules in the
upper region of the film is considerably shorter as the frame time τframe used within
the experiment, the observed diffusion coefficients will be effective diffusion coefficients
only. Thus the comparatively slow D2 in respect to the bulk diffusion coefficients are
possibly caused by the strong confinement within the ultrathin TEHOS films forcing the
dye molecules to enter the near-surface region with high frequency. In that case a time
dependence of the probability distributions of ddiff should be observed. Explanations
of the observed values for D1 and D2 may further consider the influence of the lateral
substrate heterogeneity. Also then a time dependence related to the dwell times in
the corresponding regions is expected. Thus experiments with varied frame rates f =
1/τframe are likely to provide more information on this issue. This will be the subject of
the next section.

6.2.4 Conclusion

Probability distributions of diffusivities obtained from SMT at τframe = 20 ms with an
optical wide field microscope provide a powerful tool to study the heterogeneities of
molecular motion in ultrathin (d ≤ 10 nm) films at solid-liquid interfaces. Film thin-
ning experiments show that no significant slowdown of the diffusion occurs within the
distance from five to three molecular diameters from the solid-liquid interface. By this
analysis of diffusivities, two discernible diffusion coefficients D1 and D2 are obtained,
which do not change upon film thinning. Yet, their amplitudes change in favor of the slow
component. This points towards an increased dye concentration in the corresponding
region of slow motion within the thin TEHOS films. Thus the change of the distribu-
tions of diffusion coefficients calculated from weighted mean square displacements along
trajectories (Dtraj) can be explained by the increased presence of probe molecules in the
region related to the slow component of diffusion. This finding leads to the suggestion
that single dye diffusion in ultrathin TEHOS films on Si substrates with thick thermally
grown SiOx can be explained by a three-layer model containing (i) immobile adsorbed
molecules at the interface (ii) a near-surface region with slowly diffusing molecules, and
(iii) freely diffusing molecules in the remaining upper regions of the film. However, the
lateral extension of the near-surface layer most probably is inhomogeneous, due to the
influence from substrate heterogeneity. In particular, the suggested ”silanol-gliding” by
Honciuc et al. [Honc08], will be restricted to the silanol clusters on the substrate surface.
Moreover, this experiment cannot resolve, whether there is still a slight dependence of
the diffusion coefficient in the upper layer on the distance z to the substrate, or not.
This issue can only be resolved by access to much shorter observation times.

Nevertheless, studies of the time dependence of the probability distributions of diffu-
sivities by variation of τframe will contribute to the clarification of the question, if the
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obtained values for D1 and D2 can be ascribed to diffusion in two heterogeneous regions.
In case of dwell times τdwell in the heterogeneous regions in the range of τframe, a time
dependence of D1 and D2 will be observed, while the obtained values are intermediates
of such heterogeneous diffusion. Thus, the following section will concentrate on such
experiments. Yet, there is likely to be also an influence from spatial heterogeneities of
the substrate surface (see section 4.2.2) on SM dynamics.This question will be addressed
in section 7.1. Furthermore, variations of the dye-substrate interactions are likely to re-
veal more information about the nature and the magnitude of the slow diffusion in the
near surface region. For this reason, differently charged dye molecules were used in the
experiments which are reported in the following sections.

6.3 Time dependence of diffusion studied by SMT

In the previous section, studies of a mutable time dependence of diffusion coefficients ob-
tained from SMT experiments were suggested to further clarify the cause of the observed
heterogeneous diffusion. Moreover, a time dependence of these diffusion coefficients is
expected, since broad distributions of diffusion coefficients obtained from msd along tra-
jectories hint to anomalous diffusion [Lube08] at least in the investigated time regime.
As shown in the previous section and in the work of Schuster et al. [Schu03, Schu04], the
distributions of Dtraj obtained from SMT experiments on ultrathin TEHOS films are too
broad for homogeneous diffusion. One feature leading to anomalous diffusion are power-
law distributed traps [Lube08]. In SMT experiments, this question can be addressed
by analyzing adsorption events along single molecule trajectories. For the thin TEHOS
films studied in this work adsorption events are power-law distributed at least over two
orders of magnitude in time, as can be seen in the next chapter 7 in section 7.1.2, where
adsorption events were investigated depending on the substrate pre-treatment. Power-
law distributed adsorption events were reported also by Schuster et al. for thin TEHOS
films on quartz cover slips. There, the broad distribution of Dtraj was interpreted to
correlate with layer dependent diffusion coefficients, although a dependence of the dis-
tribution on trajectory length and thus on observation time was shown [Schu03]. Yet this
broad distribution may be explained by the power-law distributed adsorption sites in the
investigated time regime, and thus layer dependent diffusion can neither be evidenced
nor dismissed by the reported investigations alone.

However, the film thinning experiment described in the previous section suggests the
existence of two vertical layers with different diffusion coefficients (and a third immobile
component). According to the model of Postnikov et al. [Post11], see section 3.3.9, this
generates a time dependence of the lateral diffusion coefficients. This time dependence
was observed experimentally, comparing video sequences with frame times of 20 ms
and 100 ms. While the Dtraj obtained from approximately 10 nm thick films with
τframe = 100 ms ranged between 0.2 µm2/s and 0.4 µm2/s, for τframe = 20 ms the Dtraj

was found to be ≈ 1 µm2/s. Previously Schuster et al. had found Dtraj = 1 µm2/s for
a 4 nm thick film and Dmsd = 1.9 µm2/s for a 17 nm thick film on quartz cover slips
with τframe = 25 ms [Schu03]. In section 6.3.1 therefore, single molecule trajectories
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6.3 Time dependence of diffusion studied by SMT

obtained at different frame times are compared. Furthermore, in section 6.3.2 the time
dependence is addressed by analysis of diffusivities for 10 different frame times, ranging
from 20 ms to 200 ms.

6.3.1 Mapping of trajectories for two different frame times
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Figure 6.9: Two examples for mapping of trajectories from sequences with (–) τframe = 20 ms, and (··)
τframe = 100 ms (integrated over 5 frames à 20 ms); (a,c) diffusivities along trajectories
plotted over the macroscopic time t; (b,d) spatial mapping plotted on intensity distribution
from integration of complete video sequence, white corresponds to bright regions.

Due to slightly differing experimental conditions, there are some constraints in com-
paring video sequences taken at different frame times. This was circumvented by artifi-
cially increasing the frame times for a recorded video sequence: Within a sequence taken
at τframe = 20 ms the recorded intensities were consecutively added up for each pixel
from five frames into a new frame, thus increasing τframe to 100 ms for the artificially
created video sequence. Both videos were then analyzed using the package tracking.sh.
For some trajectories in the original sequence matching trajectories in the integrated
video sequence were found. Fig. 6.9 (a,b) shows one trajectory detected in the inte-
grated video sequence together with five trajectories from the original sequence, which
each match a part of the former trajectory. Between frames 1730 and 1770 a period of
immobilization is recorded within both video sequences. The fluctuations of ddiff seen
with the trajectory related to τframe = 20 ms are due to the position accuracy rpa, which
leads to a threshold value for immobile molecules of about 0.08 µm2/s. The larger signal
at τframe = 100 ms, leads to an improved (smaller) rpa, because the snr will increase
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with the larger signal and rpa is inversely proportional to snr [Bobr86, Kubi00] (and see
section 3.3.1). Scaling by τframe, further reduces the fluctuations of ddiff in case of larger
τframe. As can be seen, the diffusivities along the trajectory found in the sequence with
the larger τframe are mostly averages of the diffusivites obtained along the trajectories
with the faster τframe. However, some fast parts (large diffusivities) of the later are ex-
cluded in the former. This is even more pronounced in the second example, see Fig. 6.9
(b,d), where two trajectories from the integrated video sequence were matched by three
trajectories from the original sequence. At about frame 1925 the trajectory from the
faster sequence shows large diffusivities, up to 6.5 µm2/s. This fast motion could not be
traced within the slower sequence, therefore the detected trajectory from the latter ends
at that point. This is in accordance with the observation achieved from the analyzation
of simulated video sequences with the software package tracking.sh, which show that the
diffusion coefficients obtained by tracking.sh tend to underestimate the real ones (see
section 4.3).

Thus the time dependence of the diffusion coefficients which was observed by the use of
different frame times, on the one hand is due to an intrinsic time dependence caused by
the diffusion heterogeneity, but on the other hand it is also influenced by the limitation
of SMT techniques with respect to the detection of fast diffusion. Nevertheless, the
analysis of SMT experiments via msd along trajectories is a strongly averaging method,
whereas probability distributions of diffusivites provide more details about diffusion
heterogeneity. For this reason, the time dependence can be studied more thoroughly
by the use of probability distributions of diffusivites which will be done in the following.

6.3.2 Time dependence of diffusion evaluated from analysis of diffusivities

Theoretical considerations for the time dependence of heterogeneous diffusion explained
in this section have been published in [Baue09b]:

M. Bauer, M. Heidernätsch, D. Täuber, C. von Borczyskowski and G. Radons. Inves-
tigations of heterogeneous diffusion based on the probability density of scaled squared
displacements observed from single molecules in ultra-thin liquid films. Diffusion Fun-
damentals Journal, Vol. 11, p. 104(14), 2009.

Although the anomalous behavior of SM diffusion in ultrathin TEHOS films can be
seen within trajectory analysis, the qualitative evaluation of the time dependence us-
ing msd along trajectories is limited. For this method trajectories of sufficient length
are necessary. However, their number decreases with the increase of the frame time
for a given observation length (total time length of the video). On the other hand,
the observation time is limited by bleaching events. Furthermore, dye molecules may
leave the detection area during acquisition, thus inducing trajectory ends, which is more
likely for longer time intervals. Yet, with distributions of diffusivities the effect of lower
statistics will be less pronounced, because there the data sets obtained from a given
observation time are much larger. Furthermore, probability distributions of diffusivities
directly display the heterogeneous diffusion, as was shown in the previous section 6.2 on
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6.3 Time dependence of diffusion studied by SMT

film thinning, while the Dtraj assigned to trajectories only yield time averaged effective
diffusion coefficients. Therefore, in the following probability distributions of diffusivities
for videos with different frame times will be compared. For this on the one hand videos
were obtained at experimentally varied frame times, whereas on the other hand videos
with artificially increased frame times were created for the analysis.

As shown in the previous section 6.2 on film thinning, SM dynamics in ultrathin liquid
TEHOS films can be described by a three-layer model, where the layers are ascribed to
(i) immobile molecules with a diffusion coefficient related to the position accuracy, (ii)
near surface diffusion with diffusion coefficient Dslow, and (iii) freely diffusing molecules
with diffusion coefficient Dfast. Whereby Dfast is related to bulk diffusion or to some
modulation of the latter according to models from continuum hydrodynamics. From the
film thinning experiment, two discernible diffusion coefficients D1 and D2 were obtained.
However, the fast component, D2 cannot be bulk diffusion, because bulk diffusion is
one order of magnitude larger, see section 4.2.3 and [Grab07]. Yet, exchange rates
between the corresponding regions on the sample, which are in the range of the video
frame time τframe, will cause non-ergodicity of SM dynamics in that time interval. This
will effect diffusion coefficients derived via trajectory analysis as well as via analysis
of diffusivities, see section 3.3.6: Depending on the relation between the dwell times
within the different regions and the observation time, either the Dslow and Dfast of
the heterogeneous diffusion can be resolved, or time dependent short range diffusion
coefficients Di(τ) will be observed, or, in the long time limit, effective diffusion coefficient
Di,eff will be obtained. Thereby, the mean dwell times τi,dwell within the different regions
are defined by

τi,dwell =

∑
j

fji

−1

, (6.2)

where fij is the exchange rate from region j into region i. This means, the mean
dwell time in region i is the inverse of the sum of the exchange rates from i into all
the other regions. Yet, the occurring dwell times typically are distributed around the
mean dwell time τi,dwell. In the experiment, the question, whether the different diffusion
components can be separated within experimental error, depends on the one hand on
the relation between observation time and the actual distribution of dwell times. For a
mathematically exact solution, the observation time has to be shorter than the shortest
occurring dwell time. Yet, within the experiment, it may be sufficient, if the observation
time is shorter than e.g. 95% of the dwell times or a suitable other quantity of them. On
the other hand, the question is influenced by the magnitude of the difference between the
involved diffusion coefficients. Thus, for a large difference between the involved diffusion
coefficients, already some few shorter dwell times than the observation time, will lead to
a notable deviation of the obtained diffusion coefficients from the values of the diffusion
coefficients related to the involved regions. However, if the difference between the region-
dependent diffusion coefficients is small, these deviations may be below the experimental
error, unless a larger amount of the dwell times is shorter than the observation time.

If the observed system is at equilibrium, a stationary distribution of the dye molecules
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will be achieved. Thereby, the probability to find a dye molecule in a distinct region
is related to the transition rates into the region and out of the region. In case of only
two heterogeneous regions, the system can be described by a master equation describ-
ing a two-state Markov process, for further information see [Baue09b, Risk96]. Then,
equilibrium probabilities pi to find the dye in region i are given as

pi =
fij

fij + fji
. (6.3)

Also for systems involving more than two heterogeneous regions, the equilibrium prob-
abilities can be calculated, if the matrix of the transitions between all regions is known.
In the long time limit of the observation time, the effective diffusion coefficient Deff of
the system can be calculated from the pi and the corresponding diffusion coefficients Di:

Deff =
∑
i

piDi , (6.4)

which is a weighted sum of the diffusion coefficients related to the involved heterogeneous
regions. However, further theoretical considerations are necessary to clarify, how Deff is
approached by the system with increasing observation time. Also it has to be further
investigated, how the diffusion coefficients derived from multi-exponential fits to the
probability distributions of diffusivities are related to the diffusion coefficients in the
heterogeneous regions, and to Deff .

It has been shown above that SM dynamics in ultrathin TEHOS films on 100 nm thick
thermally grown SiOx displays a time dependence within SMT experiments at frame
times between 20 ms and 100 ms. However, to fully analyze this time dependence, further
theoretical considerations are necessary. Nevertheless, the following study of the time
dependence of the three diffusion coefficients D0, D1 and D2 derived from tri-exponential
fits to probability distributions of diffusivities can contribute to the understanding: The
obtained results can be used to model realistic conditions for the underlying physical
process for simulations to test new theoretical considerations. In case of D1 and D2

general considerations about the range of the involved diffusion coefficients and the
corresponding dwell times and equilibrium probabilities can be derived. In particular,
comparisons with results from investigation via FCS (see section 6.4) and from SMT
experiments with varied conditions (e.g. changing the hydroxylation of the substrate
surface, see section 7.1) will provide insights into the nature of the heterogeneous regions.
The interpretation of the slowest component D0 is more complicated, since in that case
the transition between slow motion and immobility is overlaid by the time dependence
of the position accuracy rpa. Due to larger sampling time for fluorescence intensities,
the snr for immobile molecules increases with increasing τframe, which leads to a higher
rpa. In the section on film thinning, the ddiff corresponding to immobile molecules were
excluded by use of the average relation between rpa and snr. Whereby rpa was derived
from the msd along trajectories related to immobile molecules (see the explanation in
section 3.3.1). However, this had a strong influence on the obtained values for D1. For
this reason, probability distributions of all ddiff will be investigated in the following.
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6.3 Time dependence of diffusion studied by SMT

Experimentally varied frame time

Figure 6.10: Probability distributions of diffusivities obtained from (a) R6G, (b) Oregon Green; in ul-
trathin TEHOS films with experimentally varied frame times; (c) and (d) time dependent
diffusion coefficients obtained from tri-exponential fits to the distributions given in (a)
and (b), (�) D0 for immobile molecules, (•) D1 and (�) D2; fitting uncertainties for D2

are denoted by error bars, and are smaller than symbols otherwise.

Fig. 6.10 shows the probability distributions of ddiff for an ultrathin TEHOS film
containing (a) R6G and (b) Oregon Green, obtained at experimentally varied frame times
τframe (from SMT experiments using the PentaMax camera). Within these distributions
a trend to smaller probabilities for large ddiff at larger τ (i.e. smaller frame rate f) can
be seen. However, the experimental conditions for each acquisition are slightly modified
by the varying amount of immobile molecules in the detection area and due to sample
heterogeneity (see section 7.1 in the following chapter). The former will only change
the amplitudes of the respective components within the distribution, while the latter
directly affects the values of diffusion coefficients obtained from fits. In Fig. 6.10 (c and
d) the diffusion coefficients are shown which were achieved by fitting the probability
distributions in (a) and (b) with a tri-exponential function according to eqn. 3.26. The
error bars for D2 denote only fitting uncertainties and not the range of variations due
to modifications of experimental conditions. For D0 and for D1 these error bars are
smaller than the symbols. Interestingly, the two probability distributions derived from
Oregon Green at τframe = 15 ms and τframe = 20 ms almost match each other, while
with R6G a strong deviation at the corresponding frame times is seen. This may point
to longer mean dwell times in case of Oregon Green. However, the experimental error
at τframe = 15 ms is quite large, in particular due to the unknown dark time of the CCD
camera, which only could be estimated to be 1.5 ms (see section 4.1.1). Furthermore, it
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can be seen that all three components decrease with increasing τframe. The decrease of
D0 is related to improved position accuracy with increasing τframe. Yet, the decrease of
the two other components D1 and D2 points to even smaller Deff in the long time limit.
As was explained above, the expected time dependence of these diffusion coefficients
is not yet clear. In a two-level system, a transition from the two physical diffusion
coefficients Dslow and Dfast to the long time limit Deff will take place, see section 3.3.6.
FCS experiments described in the following section 6.4 show that Dfast is larger than
10 µm2/s for R6G in approximately 10 nm thick TEHOS films on 100 nm SiOx. The
fastest observed D2 here is about 2.7 µm2/s. This implies that D2 is not approaching
Dfast within the here studied time regime. Moreover, the change of all Di decreases
with increasing τframe. Yet, at τframe = 100 ms there is still no transition to a mono-
exponential decay of the probability distributions, as would be expected for the long time
limit. This implies that at least some of the dwell times of the dyes in the heterogeneous
regions are within the range of the studied τframe. Yet, the experimental uncertainties
together with the sample heterogeneity are quite large. Hence, they conceal assumed
differences originating from the different properties of R6G and Oregon Green (which are
cationic and anionic, respectively, see section 4.2.1). For this reason, in the following the
evolution of C(ddiff)τ for artificially varied τframe will be analyzed to reduce contributions
to the error from varying experimental conditions.

Artificially varied frame time

Figure 6.11: Probability distributions of diffusivities obtained from ultrathin TEHOS films containing
(a) RhB d = 6 nm, (b) R6G d = 5 nm, (c) no-PDI d = 6 nm, (d) RhB d = 8 nm, (e) R6G
d = 10 nm, and (f) no-PDI d = 9 nm; with τframe = 20 ms (red) and artificially varied
τframe = 40 ms, 60 ms, 100 ms, 160 ms, and 200 ms, increasing τframe marked by arrow in
(a) has similar direction in all diagrams; (- -) tri-exponential fits to the C(ddiff)τ=200 ms,
respectively.

Further experiments originally had been conducted on films containing either RhB,
R6G or no-PDI to study the dependence of single dye diffusion in ultrathin TEHOS films
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on the properties of dyes. Yet with trajectory analysis only minor differences could be
seen. The videos obtained from these experiments were suitable for studying the time
dependence of SM diffusion within ultrathin TEHOS films by artificially increasing the
frame times. For each dye TEHOS films of two different thicknesses had been prepared.
All samples were investigated within 2 to 7 h after preparation (to exclude contribu-
tions from aging). For all six samples video sequences were acquired at τframe = 20 ms
(i.e. frame rate f= 50 fps). 10 video sequences containing 5 000 frames were obtained
from each sample, giving a total of 50 000 frames per sample. For analysis, τframe was
artificially increased in ten steps, by integrating over 2, 3, 4, up to 10 succeeding frames
for each experimentally obtained video. Thereby new video sequences with τframe = 40,
60, 80, up to 200 ms were created, which all contain the same particular SM motion
as the original videos with τframe = 20 ms. In that way the total numbers of frames
were reduced. However, for τframe = 200 ms there was still a total of 5 000 frames
per sample, which is sufficient for analysis via probability distributions of ddiff . Yet
the reduction of the number of frames is not the only restriction of this method. The
increase in τframe also leads to a higher number of single molecules per frame. SMT
only works with highly diluted dye molecules. Thus this method is limited to about
10 integration steps, otherwise there will appear too many dye molecules in a single
frame. Theoretical considerations suggest the investigation of slower frame rates by a
different method, which simply considers displacements not between succeeding frames
but between every ith frame. The fortune of this method would be similar numbers of
frames for the investigation of all frame rates and no problems with overcrowded frames.
However, then tracking.sh will no longer be applicable to detect the displacements and
also the implications from geometrical averaging will leave the approximation regime of
τframe ≈ τexposure (see section 3.3.2) rendering the evaluation of diffusion coefficients more
complicated and less reliable. Thus, the perviously detailed method had to be used for
evaluation of diffusivities at different frame rates from the same experimentally acquired
video sequence. Fig. 6.11 shows the obtained probability distributions of ddiff for all six
samples together with tri-exponential fits (according to eqn. 3.26) to the distributions
corresponding to τframe = 200 ms (dashed lines). Similar to the distributions from the
experimentally varied frame rates, also here the probability for larger ddiff decreases
with increasing τframe = (see the arrow in Fig. 6.11 (a), a similar relation holds for the
other diagrams too). Further results will be discussed in the following using fits to these
distributions.

The distributions shown in Fig. 6.11 were fitted with a tri-exponential function ac-
cording to eqn. 3.26 using OriginPro8G™ (OriginLab Corporation, MA, USA) where the
fits were weighted by the variance. The results are shown in Fig. 6.12. For the Di(τ), a
semi-log scale was chosen to visualize possible exponential decays. From those fits the
following results are derived:

Position accuracy and immobile molecules related to D0: The slowest component D0

is strongly related to the position accuracy rpa. For this component a linear relation
between Di(τ) and log(τ) representing an exponential decay of Di(τ) can be seen
for 20 ms ≤ τ ≤ 80 ms (Fig. 6.12 a). The values of rpa decrease with increasing
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Figure 6.12: Diffusion coefficients (a) D0(τ), (b) D1(τ), (c) D2(τ), and corresponding amplitudes (d)
a0, (f) a1, (e) a2, obtained from tri-exponential fits to probability distributions shown in
Fig. 6.11. (�) RhB d = 6 nm, (N) RhB d = 8 nm, (•) R6G d = 5 nm, (�) R6G d = 10
nm, (H) no-PDI d = 6 nm, and (∗) no-PDI d = 9 nm, solid lines are for eyes guide, (- -)
mono-exponential fit to D0(τ) from RhB d = 6 nm.

acquisition time (i.e. increasingly improved position accuracy), mainly due to the
fact that the snr increases with the increasing signal at longer acquisition. This is
related to setup geometry: For larger acquisition time, also adjacent pixels of the
CCD chip will be illuminated above the background threshold. This will improve
the determination of the center position from the two-dimensional Gaussian fits.
Thereby, this effect is stronger, when only few pixels are illuminated, while it
will saturate at large numbers of illuminated pixels. For comparison, the position
accuracy rpa was evaluated from the msd of immobile and slowly moving dye
molecules for the acquisitions from the samples R6G d = 5 nm and no-PDI d =
6 nm, according to the method described in section 3.3.1. A diffusion coefficient D0

for immobile molecules can be evaluated from rpa via the Einstein-Smoluchowski
equation (3.11) for two dimensions leading to

D0(τ) =
r2

pa

4τ
. (6.5)

Fig. 6.13 (a) shows a comparison of the D0(τ) from the analysis of ddiff with the
D0(τ) derived from rpa via eqn. 6.5 for the 5 nm thin TEHOS film doped with
R6G and the 6 nm TEHOS film doped with no-PDI. For τ ≤ 60 ms, the values
are similar within experimental error and fitting accuracy. The total error for D0

from the analysis of ddiff is approximately 10%. In contrast, for D0 obtained via
analysis of msd the error increases with τ . For the determination of D0 by the
latter method, the snr is averaged over each trajectory. However, the distribution
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of snr obtained for detected spots broadens with increasing τ , as can be seen in
Fig.6.13 (b,c). Thereby, the distribution of snr obtained from no-PDI is broader
than that obtained from R6G, while its mean is smaller for R6G. The reason for
this difference is not clear. A higher rotational mobility of adsorbed R6G molecules
as well as more frequent fluorescence intermittences (blinking) for R6G are possible
causes. Yet, all used dyes have quantum yields close to one and thus should show
equally few blinking events.
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Figure 6.13: (a) Comparison of diffusion coefficients D0(τ) obtained from analysis of ddiff (solid sym-
bols) and from analysis of msd (open symbols) for R6G d = 5 nm and no-PDI d = 6 nm,
(b,c) corresponding normalized distributions of snr of single detected spots from immo-
bilized dye molecules at τframe = 20 ms, 100 ms and 200 ms.

Nevertheless, there may be also an influence on the time dependence of D0(τ) from
the exchange between mobility and immobility. In particular, short excursions
into bulk-like diffusion should contribute to the value of D0. This agrees with
the observation of the smallest D0 for no-PDI, because the perylene is more than
twice the size of the rhodamines, see Fig. 4.3. According to the Stokes-Einstein
relation eqn. 3.6, the translational diffusion coefficient scales inversely with the
hydrodynamic radius of the molecule. Thus, by this relation a bulk diffusion
coefficient for no-PDI of about half the magnitude of the one for the rhodamines
is expected, i.e. about 20 µm2/s. Also slow near-surface diffusion may contribute
to the temporal evolution of D0. Similarly to the evaluation of D0 from analysis
of ddiff , the evaluation of D0 via analysis of msd is influenced by mutable periods
of diffusion. Periods of mobilization could also explain the broadening of the
distributions of snr with τframe: The snr of truly immobile molecules will increase
with τframe, while their ratio within the distribution will decrease in favor for
molecules undergoing one or more periods of mobilization. Thus, the smaller D0

in case of no-PDI may also be caused by lower desorption-rates (causing larger
mean values of adsorption duration).

The curves of D0(τ) plottet in Fig. 6.12 (a) for the different samples are almost
parallel with only slight vertical shifts, apart from the one obtained from the 8 nm
thick film containing RhB, which shows a slightly shallower decay. However, the
decays are still similar within the fitting accuracy (error bars are not shown for
better visuality. The error from fitting is about 10%). Furthermore, the curves are
grouped in respect to the used dyes: For both samples containing no-PDI (blue
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curves) the smallest D0(τ) are obtained, while those for the samples containing
RhB are larger than the others. This agrees with the larger mean snr for no-PDI
than for R6G. Since the position accuracy is related to the signal to noise ratio
(snr), see 3.3.1. Yet, the total difference here is small, rendering almost similar
detection probabilities for the SMT from all three dye molecules (however, the
restricted detectability of fast diffusion with SMT will lead to additional differences
in detection probabilities, see below).

Fits to D0(τ) using a mono-exponential decay to a constant value (see the dashed
line in Fig. 6.12) yield characteristic times of about 40 ms for the decay. However, it
is not yet clear, whether this characteristic time can be related to a mean adsorption
time. For this, more theoretical investigation on the time dependence of the Di is
necessary.

Detection losses: A noticeable result is the time dependence seen in the amplitudes a0

and a1: The amplitudes a0 for the component D0(τ) from the tri-exponential fit to
the C(ddiff)τ are constant in case of the no-PDI samples, while the a0 increase on
the first 100 ms from approximately 60% to about 70% for the samples containing
rhodamines. This increase in a0 is accompanied by a decrease in a1. In case
of slowly diffusing molecules, the opposite effect would be expected: As can be
seen from the time dependence of D0(τ), a molecule diffusing with 0.04 µm2/s at
τ = 20 ms will be considered immobile, while at τ = 100 ms the mobility can be
detected. Yet, the amplitudes for each fit are related to each other by the condition∑

i ai = 1 (see eqn. 3.26). a2 is one order of magnitude smaller, and therefore does
not contribute much to the sum. For this reason, the increase of a0 is related
to the decrease of a1 observed on the same timescale. Indeed, the decrease of
a1 can be explained by a decrease of detected molecules, which is caused by the
loss of fast moving molecules, similar to the example shown in Fig. 6.9 (c and d)
between frame numbers 1920 and 1940 (yellow trajectory). This is only seen in
SMT experiments containing rhodamines, while for no-PDI the values of a0 and
a1 remain constant with increasing τ . This discrepancy can be explained by a
combination of the slightly superior detection probability for no-PDI (see previous
item), and the larger size of no-PDI leading to a smaller diffusion coefficient for
the perylene.

Diffusion coefficients D1(τ) and D2(τ) and dwell times: With D1(τ) and D2(τ), no
linear parts are seen in the semi-log plot within the investigated time regime.
This shows that D1 and D2 display a strong time dependence, which is not mono-
exponential in the studied time regime. In particular, a strong time dependence
is seen within 20 ms≤ τ ≤100 ms and within 20 ms≤ τ ≤40 ms for D1 and D2,
respectively. As was explained in section. 3.3.6, the diffusion coefficients related
to heterogeneous regions of the sample can only be separated, if the observation
time is shorter than the dwell times within these regions. This is not the case here.
Nevertheless, the observed strong time dependence leads to the assumption that
at least the mean dwell time for one of the heterogenous regions is in the range of
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6.3 Time dependence of diffusion studied by SMT

about 20 ms. However, further theoretical investigations are necessary to clarify
the relations between mean dwell times and the observed diffusion coefficients from
diffusivity analysis.

From Fig. 6.12 (b and c) it can further be seen that the values of D1 and D2 (and
also D0) obtained for no-PDI tend to be smaller than those for the rhodamines,
apart from D2 for the 6 nm thick TEHOS film containing RhB at τ > 40 ms.
Thereby the values obtained from both samples containing no-PDI are almost sim-
ilar, whereas the largest deviation between the two different samples for each dye
is observed for RhB. As was explained in the previous item, with the rhodamines
the detection of fast diffusion decreases with the increase of τ for τ ≤ 100 ms.
Hence, the stronger variation observed for the rhodamines can be explained by
the in that case larger bulk diffusion coefficient of about 55 µm2/s, in respect to
about 20 µm2/s for no-PDI. This on the one hand leads to a better detectability
of the corresponding SM diffusion. On the other hand, the smaller bulk diffusion
coefficient for no-PDI seems to cause the smaller D1 and D2 observed for no-PDI.
However, the difference between the diffusion coefficients observed for the different
dyes is small. For D2 it is within the estimated error of about 10% from fitting
accuracy. For D1 the difference is slightly larger than this error at least between
no-PDI and RhB for 20 ms ≤ τ ≤ 100 ms. The assumption therefore is that a
smaller bulk diffusion coefficient leads to smaller values for D1 and D2 (and per-
haps also influences D0, as detailed above), while the total difference is obscured
by the decreased detection of fast SM diffusion for increasing τ , and by differences
in rpac.

Because of the observed anomalous diffusion in the time regime of tens of ms, the
two diffusion coefficients Dslow and Dfast ascribed to the heterogeneous regions of ultra-
thin TEHOS films can only be evaluated from experiments gaining access to timescales
at least one order of magnitude faster than the SMT experiments. This also affects
trajectory analysis. According to Saxton [Saxt97a] the Dtraj obtained from trajectory
analysis by weighted msd represent short range diffusion coefficients with an effective
time length of 2.6 time steps [Saxt97a, Schu02b]. For τframe = 25 ms this leads to 65
ms. Therefore, a broad distribution of Dtraj is observed, according to the explanation
given in section 3.3.6. This was demonstrated in previous experiments at about that
frame time, see section 6.2 and [Schu03]. The diffusion coefficients Dmsd gained from
fitting these distributions of Dtraj according to a multiple-component version of eqn. 3.18
thus cannot reveal layer dependent diffusion coefficients. Instead, they are short range
diffusion coefficients similar to the Di,diff obtained from probability distributions of diffu-
sivities. However, the analysis via msd uses averages over the trajectory lengths. Hence,
the Dmsd additionally are influenced by the time length (= trajectory length) used for
building the averages. Due to the small long time limit Deff , averaging over longer time
length will lead to smaller Dmsd. The reported selection of subsets according to minimum
trajectory length [Schu03], demonstrates this time dependence of Dmsd.
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6.3.3 Conclusion

The temporal evolution of probability distributions of diffusivities obtained from a set of
measurements on the same sample was studied over one order of magnitude in time. This
gives further evidence for the restricted detection of fast diffusing rhodamine molecules,
as was already found in section 4.3.2. Moreover, a higher detection efficiency for no-PDI
could be seen. The latter may be related to the larger size and thus smaller (bulk)
diffusion coefficient of no-PDI, as well as to lower desorption rates for the perylene. Tri-
exponential functions were used for fitting the distributions of diffusivities. This reveals
a strong dependence on time in particular for 20 ms ≤ τ ≤ 100 ms for the medium
component D1. Which points to frequent exchange of dye molecules between the het-
erogeneous regions of the ultrathin TEHOS films within these time intervals. However,
further theoretical considerations are necessary to evaluate interregional exchange rates,
and to relate the diffusion coefficients Di(τ) derived from tri-exponential fits of the
probability distributions of ddiff to the diffusion coefficients within these heterogeneous
regions as well as to the effective diffusion coefficient in the long time limit.

So far, to evaluate the diffusion coefficients related to the heterogeneous regions, ex-
perimental access to timescales at least one order of magnitude shorter is required. This
access can be provided by fluorescence correlation spectroscopy (FCS) [Wöll09, Schu10b].
Therefore, in the next section experiments using FCS on ultrathin TEHOS films will be
reported.
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6.4 Fluorescence correlation spectroscopy

Fluorescence correlation spectroscopy (FCS) allows for the investigation of fluorescent
probe molecule diffusion and other processes discernible by fluorescence fluctuations
within the focal volume, see section 3.4. The accessible timescale thereby ranges from
nanoseconds to seconds [Schw02, Wöll09]. Thus it is suitable to complement the insights
on SM diffusion gained from the previously described SMT experiments with respect to
faster timescales. In particular, with SMT experiments the diffusion coefficients for near-
surface diffusion and free diffusion in the upper film region cannot be resolved, due to
anomalous diffusion on the corresponding timescale. For this reason, FCS experiments
were accomplished on ultrathin liquid TEHOS films

6.4.1 Experimental
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Figure 6.14: Autocorrelation curves and fits for 10 nm TEHOS films: (a - c) R6G, concentrations
ranging from (a) ≈ 10−6 to (c) ≈ 10−8 mol/l; (d) OG with c ≈ 10−7 mol/l; (··) bi-
exponential fits, (- -) two-component fits containing an exponent and a stretched exponent
according to eqn. 6.11.

FCS experiments were conducted on 10± 1 nm thick TEHOS films on Si wafers with
100 nm thermally grown oxide. Samples were prepared according to the description in
section 4.2.3. The samples were investigated within 1 to 6 hours after preparation. Flu-
orescent dyes (R6G, RhB, Oregon Green and no-PDI, see 4.2.1) where added to TEHOS
in concentrations of about 10−6 mol/l to about 10−8 mol/l before dissolution in hexane.
Excitation power ranged from 0.6 µW to 20 µW at the sample, which due to the small
excitation area of about 0.3 µm2 leads to values of 0.2 kW/cm2 to 0.7 kW/cm2. All sam-
ples showed initial bleaching after the start of excitation. However, with R6G and with
Oregon Green stable count rates could be achieved after excitation of 5 min. Thus, each
spot on the sample was excited for 5 min before starting measurements, to avoid bleach-
ing during the measurement. With RhB and with Perylene stable rates hardly could be

129



6 Ultrathin liquid films

achieved. Yet it is not clear why these two dyes behaved so differently, since the pho-
tostability is almost similar for all four dyes. For this reason, samples containing RhB
and no-PDI were excluded from further considerations. Fluorescence intensities were
recorded for 300 s and autocorrelated using the correlator ALV5000, where the shortest
time lag is 0.2 µs. To avoid contributions from afterpulsing, the first two to three data
points of the autocorrelation curves where excluded from fits [Schw02]. Fig. 6.14 shows
autocorrelation curves obtained from four different samples. As was already mentioned,
with R6G (Fig. 6.14 a-c) and with OG (Fig. 6.14 d) stable conditions could be achieved.
The variation in dye concentration leads to a change in the amplitude of the autocorre-
lation curve in the range between approximately 1 µs and 1 s, as can be seen from the
samples containing R6G in different concentrations in Fig. 6.14 (a-c). The average frac-
tion β of (substrate surface-)binding sites that remain free at equilibrium depends on the
total dye concentration. It will decrease with increasing dye concentration. According
to Axelrod and Thompson [Thom83], this does affect the reaction rate RR for surface
binding and the bulk diffusion rate RB, see eqn. 3.42. Also a decrease of the amplitude
of G(τ) related to sorption kinetics is expected, see eqn. 3.44 and [Thom83]. However,
in contrary to the setup used by Axelrod et al., with the setup used here the amplitude
of G(τ) is also influenced by lateral transients from diffusing dye molecules. The num-
ber of the latter will increase with increasing concentration. Thus, the increase of the
amplitude of G(τ) observed for 1 µs < τ < 1 s is related to an increase of fluctuations
due to lateral transients of the focal area by dye molecules. For the lowest concentration
c ≈ 10−8 mol/l, the amplitude gets very low, rendering also low reliability for any fits
within the corresponding time interval. Furthermore, from the sample containing OG
very similar autocorrelation curves were obtained as from the sample containing R6G in
the corresponding concentration. This points to only minor influence of the type of dye
charge on diffusion dynamics (R6G is cationic, while OG exists in an anionic and in a
neutral state, see section 4.2.1).

6.4.2 Results and discussion

Separation of FCS autocorrelation curves into fast and slow parts

In Fig. 6.14 (a-c) autocorrelation curves for three samples containing R6G in three
concentrations differing by about one magnitude each are shown. The curves contain
two regions: (i) a fast decay with correlation times in the range below 1 µs, which will
be denoted as Gfast(τ), and (ii) a flat decay reaching over three to four decades into
seconds, in the following denoted as Gslow(τ).

According to the argumentation in section 3.4, Gslow(τ) should contain the reaction
rate RR (i.e. rate of ad-/desorption at the surface). However, since both adsorbed
molecules and diffusing molecules are fluorescent and the diffusing molecules are strongly
confined in z-direction by the film thickness, the simplified eqn. 3.47 will give only a rough
approximation. On the other hand, it is not possible to determine reaction rates, which
would be necessary to be able to use more sophisticated equations, e.g. given in [Liet03].
To calculate reaction rates as suggested by Lieto et al., the dye concentration has to be
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known and should then be varied to obtain the reaction rates from the linear dependences
on concentration. However, due to the low solubility of the dyes in TEHOS, the dye
concentration can only be roughly estimated, e.g. from counting fluorescence spots in
wide-field experiments.

In principle there are two possible contributions for correlations in the range below µs
(i.e. for Gfast(τ)): (i) rotational diffusion of freely diffusing molecules and (ii) passages of
freely diffusing dye molecules between adsorption events (contributions from afterpuls-
ing were excluded by skipping the first two to three data points [Schw02]). The third
possibility, triplet lifetimes and other fluorescence intermittences, can be ruled out: As
described in section 4.2.1, the quantum yield of the used dyes is close to one, leading
to a very small ratio of dye molecules in the triplet state. According to eqn. 3.41 con-
tributions to the correlation curve from triplet blinking therefore are expected to have
a very low amplitude. However, the amplitude of Gfast(τ) is much higher than that
of Gslow(τ), thus it cannot be caused by triplet blinking. Similar considerations apply
to other fluorescence intermittences. In the following τFD (freely diffusing) will denote
correlation times corresponding to the fast decay in the range below 1 µs, while τD (for
lateral diffusion) and τR (reacting, i.e. adsorption rate) will be used for the correlation
times in the slowly decaying part of the autocorrelation curves.

Rotational diffusion In section 4.2.1 also rotation times of R6G and RhB in various
liquids are shown, see Table 4.1. The viscosity of bulk TEHOS is 6.8 mPas and
thus well in the range of the viscosities of the liquids listed there. Therefore,
rotational correlation times for the rhodamines in TEHOS are expected to be in
the range of ns or slightly below. E.g. for R6G in dimethylsulfoxide (DMSO) τrot

is 480 ± 30 ps, while the viscosity is 2.2 mPas. Propanol has a similar viscosity
and only slightly smaller τrot. The indirect proportionality of Drot and η given by
the Debye-Einstein relation, eqn. 3.7, together with the indirect proportionality
of Drot and τrot yields a linear dependence between τrot and η. Thus using the
R6G/DMSO values and the viscosity of TEHOS renders τrot ≈ 1.5 ns for R6G
in bulk TEHOS. This is two orders of magnitude faster than the fast component
τFD obtained from the FCS experiments described above. However, hydrodynamic
considerations (see section 2.2.2) together with estimations of intermolecular forces
at solid-liquid interfaces [Isra07] predict an increased viscosity of wetting liquids
close to hydrophilic substrates. Nevertheless rotational correlation times in the
range of 100 ns will require η ≈ 0.5 Pas, which is two orders of magnitude larger
than the value for bulk TEHOS. Since some amount of dye molecules will be in
regions far away from the substrate, the calculated viscosity is a mean viscosity
for all rotating dye molecules. Therefore, the viscosity close to the substrate had
to be even higher, if it really was the cause of the observed fast decay.

Mean first passage times As was shown in section 3.1.1, mean first passage times (mfpt)
for molecules diffusing in 10 nm thick TEHOS films with diffusion coefficients be-
tween 5 µm2/s and 70 µm2/s are in the range of 0.1 µs and below. This matches
the observed time scales. Thereby the mfpt corresponds to the width of the decay
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of the distribution of passage times. Thus, it might be obtained from an expo-
nential fit to the autocorrelation curve, as long as the first passage process is fast
with respect to lateral diffusion (otherwise the change in fluorescence detection
throughout the focal area has to be taken into account). However, a slowed down
diffusion close to the substrate might increase the mfpt. But, if a substantial
slowing down would prolong the mfpt, it similarly would enlarge correlation times
stemming from rotational diffusion and thus lead to a change in the fluorescence
fluctuations. Therefore the observed fast correlation time might simply be the mfpt
for dye molecules re-entering the near-surface region, in case the diffusion outside
this region is almost bulk-like. Also, a vertical change of the diffusion coefficient
according to continuum hydrodynamic models (see section 6.2.3) agrees with mfpt
in the range of 1 µs. Assuming an exponential decay, the mfpt is expected to
contribute to the correlation function in a similar way as rotational diffusion does.
Thereby the amplitude of the exponential decay is related to the ratio of freely
diffusing molecules.

As was mentioned above, both possible processes causing the fast part of the auto-
correlation curve will show an exponential decay. However, the timescale of this fast
decay is better met by mfpt than by correlation times for rotational diffusion. For this
reason, in the following the notation τFD and AFD corresponding to ”freely diffusing”
will be used for the fast correlation time and the ratio of freely diffusing molecules, re-
spectively. The contribution from rotational diffusion is given by eqn. 3.40. However,
in case of mfpt, not all molecules will contribute to this fast component, because some
will be adsorbed at the substrate or will diffuse within the near-surface region. For this
reason, the amplitude A of the exponential decay is related to the ratio of freely diffus-
ing molecules AFD by A = AFD/(1 − AFD) (in a similar way the correlation function
for triplet blinking is scaled by the corresponding ratio ATr of molecules in the triplet
state). Thus the contribution of freely diffusing molecules to the correlation function
can be expressed as:

G(τ) =

(
1 +

AFD
1−AFD

exp(−τ/τFD)

)
G′(τ). (6.6)

A simple mathematical transformation of eqn. 6.6 yields the following reformulation
of eqn. 6.6:

G(τ) = G′(τ) +
AFD

1−AFD
exp(−τ/τFD)G′(τ). (6.7)

Yet exp(−τ/τFD) with τFD below 1 µs is a fast decaying function. Thus the second
term in eqn. 6.7 can be neglected for τ > 1 µs. Therefore Gslow(τ) = G′(τ), while
Gfast(τ) = A exp(−τ/τFD)G′(τ). Since Gslow is influenced by translational diffusion and
ad-/desorption kinetics, either one of the correlation functions GD (eqn. 3.37), GD,anomal

(eqn. 3.38) or GD,bi (eqn. 3.39) related to translational diffusion, or an exponential func-
tion related to ad-/desorption kinetics according to eqn. 3.47 may be used for approxi-
mation (or a combination of both). To understand the influence of adsorption events on
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Gslow in the following three exemplary fluorescence time traces from the sample contain-
ing 10−7 mol/l R6G will be shown together with the corresponding correlation functions.
Grabowski et al. also investigated SM diffusion in thin TEHOS films by FCS [Grab07]
for τ ≥ 0.1 ms, for which they used Alexa 488 (a rhodamine derivative). They decided
to fit the obtained autocorrelation curves by a function for two components of lateral
diffusion. Their results will be compared to the results obtained from fitting the three
exemplary autocorrelation curves by the fitting function for two components of lateral
diffusion GD,bi given in eqn. 3.39. The use of other functions for fits to Gslow will be
discussed afterwards.

Effect of adsorption events
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Figure 6.15: (a) Three time traces of fluorescence intensity from a sample containing ≈ 10−7 mol/l
R6G taken at the same spot on the sample, (b) normalized slow parts of corresponding
autocorrelation curves, (· · ·) fits using the two component function GD,bi for translational
diffusion according to eqn. 3.39.

In Fig. 6.15 (a) three characteristic time traces from a sample containing aproximately
10−7 mol/l R6G are shown. The bottom trace displays an interval of higher fluorescence
intensity (at 48 s - 58 s), while the other two show either shorter intervals of higher
intensity or lower count rates during events of similar duration. Those intervals are
most likely due to periods of immobilization of dye molecules. If immobilization occurs
in a position favorable for fluorescence excitation and emission, the count rate will be
increased. The corresponding autocorrelation curves to fluorescence traces containing
such intervals of higher fluorescence intensity show an increased signal at longer times.
Fig. 6.15 (b) shows the slow parts (τ ≥ 0.1 ms) of the autocorrelation curves corre-
sponding to the three time traces shown in Fig. 6.15 (a). For better comparison these
slow parts had been normalized to 1 similar to the curves shown by Grabowski et al. in
Fig. 2 [Grab07], who conducted FCS experiments on approximately 15 nm thick TEHOS
films doped with Alexa 488 on quartz cover slips (Alexa 488 is a rhodamine derivative,
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and thus yields comparable diffusion coefficients to those obtained for R6G and RhB).
The bottom curve has a slower decay and a higher amplitude in the range between ap-
proximately 0.5 s and 5 s. This can cause problems during fitting, making the fits even
impossible. The dotted lines correspond to fits to the plotted slow parts of the autocor-
relation curves using the two-component correlation function for translational diffusion
in two dimensions, eqn. 3.39 given in section 3.4. As can be seen, the fits match the
experimental data for τ < 0.1 s quite well. The top and middle trace show slight devi-
ations for τ > 1 s. However, within the bottom curve, the deviations already start at
τ < 0.1 s and lead to a larger miss-match of the fit for τ > 1 s. The data from these fits
are collected in Table 6.1 together with mean values for a set of 8 traces obtained from
this sample. Two traces displaying intervals of high fluorescence intensity similar to
that one shown in Fig. 6.15 (bottom) were excluded from the average. For comparison,
diffusion coefficients from similarly fitted FCS curves, obtained by Grabowski et al. on
approximately 15 nm thick TEHOS films doped with Alexa 488 on quartz cover slips,
are shown [Grab07].

Table 6.1: Fitting parameters to normalized autocorrelation curves from the sample containing 10−7

mol/l R6G using eqn. 3.39 for two lateral diffusion components and eqn. 3.36 with wxy = 0.35
µm for D1,2. For comparison data from Alexa 488 in a TEHOS film (d ≈ 15 nm) on quartz
cover slips by Grabowski et al. [Grab07] are shown.

data set A1 τD1 [ms] D1 [µm2/s] A2 τD2 [s] D2 [µm2/s]

top3 0.57 0.18 0.17± 0.04 0.43 2.1 14± 5
middle3 0.55 0.48 0.06± 0.03 0.45 4.7 6.5± 2.0
bottom4 0.63 1.49 0.02± 0.01 0.37 14.4 2.1± 0.7
mean5 0.54± 0.06 0.35± 0.15 0.10± 0.05 0.46± 0.06 5.5± 3.1 6.7± 3.5

[Grab07] 0.2 13

It is interesting to note that the fast (lateral) diffusion component D2 = 4.5±0.5 µm2,
obtained from analysis of diffusivities reported in the previous section, is within standard
deviation of the mean value D2 = 6.7 ± 3.5 µm2 gained from averaging over 8 traces.
In contrast, the value obtained for D1 is one order of magnitude smaller than the one
obtained from SMT. In fact, it is of similar range as the threshold value D0 for immobile
molecules related to the position accuracy. The amplitudes A2 for the fast component
is much higher with FCS than with the analysis of diffusivities, which can be explained
by the better sensitivity of FCS to faster diffusion.

As can be seen, both D1 and D2, vary by one order of magnitude. Two fluorescence
time traces out of ten displayed intervals of increased fluorescence intensity similar to

3trace shown in Fig. 6.15 (top) resp. (middle)
4trace shown in Fig. 6.15 (bottom) including interval of high fluorescence intensity. The fit deviates

considerably from the autocorrelation curve for τ > 0.1 s.
5mean and standard deviations from 8 traces; two traces showing intervals of high fluorescence intensity

were excluded from statistics, because of the minor quality of the corresponding fits.
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that shown in Fig. 6.15 (bottom). Those two data sets were therefore excluded from
averaging. Nevertheless, the standard deviations for both components still remained
50% of the mean values for the remaining 8 data sets, see Table 6.1. The obtained
diffusion coefficients are slightly smaller than those obtained by Grabowski et al. Yet,
these authors had used a FCS setup for two-photon excitation, which also implies the use
of modified correlation functions [Berl95]. Furthermore, they had studied approximately
15 nm thick films instead of the about 10 nm thick ones investigated in this work. And
they report that Alexa 488 did not adsorb to the substrate. The diffusion coefficients
obtained from fits to the top curve in Fig. 3.39 (b) yield almost similar values as those
obtained by Grabowski et al. Since the pronounced adsorption events displayed in the
bottom curve result in considerably slower values for D1 and D2, it is reasonable that
the absence of (major) adsorption events leads to higher diffusion coefficients. Thus
the smaller average values obtained from fits to the correlation curves from samples
containing R6G can be explained by an effect of adsorption events on diffusion coefficients
derived from fitting with the two component function, GD,bi (eqn. 3.39). Pronounced
adsorption events as shown in Fig. 6.15 (bottom) may be excluded from analysis, but
shorter and less significant ones will also contribute to the autocorrelation curves. By
using a correlation function for translational diffusion (eqn. 3.37 to 3.39) for the fits,
thus only effective diffusion coefficients will be obtained.

The ten traces achieved from the sample containing 10−7 mol/l R6G were obtained
at four different positions on the sample. As mentioned above, two traces displayed
pronounced adsorption events by intervals of high fluorescence leading to unreasonable
fits. However, they were not taken at the same position on the sample, while other traces
at the same positions as those two did not show similar adsorption events. Yet, the focal
area has a radius wxy = 0.35 ± 0.05µm and the dye molecules were highly diluted
(≈ 10−7 mol/l). Thus, within different traces, taken even at the same position, the dyes
will probe different local regions on the sample. Longer total observation times for each
trace will eventually lead to averaging over all spatially heterogeneous regions within the
focal area. However, suitable correlation functions for fitting the autocorrelation curves
from such traces will be needed, since the two component correlation function used here
cannot reproduce the adsorption events. Possible other correlation functions for Gslow

will be discussed below. Afterwards, the discussion is extended to fitting functions for
Gfast as well.

Fits to Gslow using the correlation functions GD for a single component of
translational diffusion and GD,anomal for anomalous translational diffusion

Above fits to Gslow using the two component function GD,bi for translational diffusion
according to eqn. 3.39 were shown. Grabowski et al. had also used a single component
function for simplification, although it deviated considerably from their autocorrelation
curves. It is also possible to fit the slow parts of the here obtained autocorrelation
curves with the function GD for single component translational diffusion, as can be seen
in Fig. 6.16 (dotted line). There the autocorrelation curves shown in Fig. 6.14 (a,b) were
plotted with fits to Gslow using correlation functions for translational diffusion GD (dot-
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Figure 6.16: The same autocorrelation curves as shown in Fig. 6.14 (a,b) with fits to the slow part: (···)
fits according to eqn. 3.37 (GD) for translational diffusion, (- -) fits using the correlation
function GD,anomal for anomalous translational diffusion (eqn. 3.38).

ted lines) and for anomalous translational diffusion GD,anomal (dashed lines) according
to eqn. 3.37 and 3.38, respectively. For the sample containing 10−6 mol/l R6G the fit
using GD deviates considerably from the experimentally obtained data. Yet, by using
GD,anomal for anomalous diffusion, the fit could be improved, see Fig. 6.16 dashed lines.
The deviation of the fit using GD is less pronounced in case of the sample containing
10−7 mol/l R6G, however, also there the fit was improved by use of GD,anomal. Table 6.2
gives the parameters obtained from fits to Gslow using the single component function
GD (according to eqn. 3.37) for the same autocorrelation curves for which Table 6.1
gives the parameters form fits with GD,bi for two components of lateral diffusion.

Table 6.2: Fitting parameters to Gslow from the sample containing 10−7 mol/l R6G using the fitting
function GD for a single lateral diffusion component (eqn. 3.37) and eqn. 3.36 with wxy =
0.35 µm to obtain D. For comparison the diffusion coefficient obtained from Alexa 488 in a
TEHOS film (d ≈ 15 nm) on quartz cover slips by Grabowski et al. [Grab07] is shown.

data set τD [ms] D [µm2/s]

top6 40 0.8± 0.3
middle6 84 0.4± 0.2
bottom7 402 0.08± 0.03
mean8 55± 17 0.6± 0.4

[Grab07] 10

Similarly to the fits using GD,bi, also with the single component fitting function GD
the lowest values are obtained for the curve corresponding to a fluorescence intensity
trace which contains an interval of high fluorescence intensity. The diffusion coefficient
of 10 µm2/s reported by Grabowski et al. is considerably higher than the here obtained

6trace shown in Fig. 6.15 (top) resp. (middle)
7trace shown in Fig. 6.15 (bottom) including interval of high fluorescence intensity. The fit deviates

considerably from the autocorrelation curve for τ > 0.1 s.
8mean and standard deviations from 8 traces; two traces showing intervals of high fluorescence intensity

were excluded from statistics, because of the minor quality of the corresponding fits.
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values. As mentioned above, Grabowski et al. report that Alexa 488 did not adsorb to
the substrate [Grab07]. Thus, the much lower diffusion coefficients achieved here are
very likely caused by adsorption events. Nevertheless, these diffusion coefficients are
comparable to those obtained from SMT experiments using frame rates of 0.1 Hz, see
section 6.3.

As was mentioned above, the fits to the autocorrelation curves using the single compo-
nent function GD deviate considerably from the curves. The fits are improved by using
the fitting function GD,bi for two components of translational diffusion instead of the
single component function GD. Yet, an improvement of the fits is also achieved by the
use of the fitting function GD,anomal for anomalous translational diffusion according to
eqn. 3.38, as can be seen in Fig. 3.38 (dashed lines). In the following FCS curves from the
four investigated samples will be compared using GD,anomal for fitting the autocorrelation
curves. The data from these fits are shown in Table 6.3.

Table 6.3: Mean values and standard deviations for fitting parameters to autocorrelation curves ob-
tained from different samples using eqn. 3.38 for anomalous diffusion for Gslow:

dye # c [mol/l] Aslow τanomal [s] α

R6G 4 ≈ 10−6 0.37± 0.05 6.6± 2.3 0.52± 0.03
R6G 8 ≈ 10−7 0.17± 0.04 27± 8 0.48± 0.05
R6G9 1 ≈ 10−7 0.25 238 0.54
R6G 4 ≈ 10−8 0.06± 0.02 68± 22 0.42± 0.07
OG 5 ≈ 10−7 0.15± 0.04 23± 17 0.50± 0.06

For R6G at c = 10−8 mol/l four fluorescence traces were analyzed. In that case the
amplitude of Gslow is very low yielding a high fitting uncertainty. For R6G and OG at
higher concentrations larger Aslow where obtained, while α ≈ 0.5. This might hint to a
concentration dependence of the heterogeneity, but since the α for R6G at c = 10−7 and
c = 10−6 is similar within standard deviation, the low values for α in case of c = 10−8, are
more likely caused by a larger fitting uncertainty due to the low amplitude. Nevertheless,
a comparison of τanomal obtained for R6G at three different concentrations clearly shows
an increase with decrease in concentration. This matches the expectation of a lower
fraction of diffusing molecules in case of lower concentration, and thus fewer contributions
from diffusion (which contributes at shorter τ). A comparison of the values obtained
for OG with those for R6G at similar concentration shows no difference within fitting
accuracy. R6G and OG are oppositely charged xanthene derivatives, see section 4.2.1.
Thus the near surface diffusion of the dyes seems not to be influenced by the charge of
the dye.

In Table 6.3 also the values obtained from a fit to a time trace containing an interval
of high fluorescence, (see Fig. 6.15 bottom) are shown. The obtained value for α is only
slightly larger than the α obtained from the other time traces. But τanomal is 238 s and

9trace shown in Fig. 6.15 (bottom) including interval of high fluorescence.
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therefore one order of magnitude larger. As can be seen in Fig. 6.15, the respective
interval of increased fluorescence lasts for 10 s only. Interpretation of τanomal requires
deeper insight into the physical processes causing the anomality [Hac05]. Within the
thin TEHOS films investigated here, transients of the focal area as well as adsorption
events will contribute to the autocorrelation curve. GD,anomal is related to translational
diffusion. Hence, it will not yield characteristic times for sorption kinetics. Instead
the contributions from transients of the focal area will be mixed with the characteristic
times for adsorption events to yield τanomal. Therefore, the simple relation (eqn. 3.36)
between τD and D cannot be used here to give effective lateral diffusion coefficients.
Although the higher contribution from lateral diffusion with increased dye concentration
is qualitatively reproduced by GD,anomal, it cannot provide reliable diffusion coefficients
nor characteristic times for adsorption events.

The three above applied correlation functions GD, GD,bi and GD,anomal are relied
to translational diffusion only. Yet, the slow parts of the FCS curves from the here
investigated thin TEHOS films are influenced by transients of the focal area as well as
by adsorption events. Hence, different correlation functions are needed, which also can
reproduce sorption kinetics. Thompson and Axelrod used an exponential function (see
eqn. 3.47) to approximate the sorption kinetics within FCS curves obtained from their
TIR setup [Thom83]. This was explained in section 3.4.4. Due to the large area of
illumination within their setup in combination with TIR illumination they can neglect
contributions from transients of the focal area by diffusing dye molecules. This does
not hold true with the here used setup. However, reaction kinetics will nevertheless
contribute to the autocorrelation function by some modified exponential function. For
this reason, fits to Gslow by an exponential function and by a stretched exponential
function will be discussed below.

Fits to Gslow using exponential functions

As was detailed above, exponential functions may be used to approximate ad-/desorption
rates. In case the adsorption events are not caused by a single rate (i.e. the distribution
of adsorption events cannot be described by a single exponential function), a stretched
exponential function will be more suitable to fit the FCS autocorrelation curve. Thus,
the following function may be used for fitting the slow part of the curve:

Gslow(τ) = Aslow exp(−(τ/τR)α), with 0 < α < 1 and τR = 1/RR. (6.8)

Instead of fitting Gslow separately, this time both parts of the curves were fitted simul-
taneously, however, the discussion of the fits to Gfast will be postponed to the next
paragraph. In Fig. 6.14 (see section 6.4.1) fits to the full autocorrelation curves using
exponential functions for Gfast and for Gslow (dotted lines) were shown, as well as fits
using a stretched exponential function for Gslow (dashed lines) instead of the exponential
function, according to eqn. 6.8. For the sample containing 10−8 mol/l R6G the ampli-
tude of Gslow is very low, rendering fits less reliable. For the other three samples the
fits using an exponential function for Gslow according to eqn. 3.47 (dotted lines) deviate
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considerably from the autocorrelation curves. Nevertheless, the fits can be improved
by using a stretched exponential function for Gslow, thus using eqn. 6.11 to fit the full
autocorrelation curves. Parameters from the latter fits are given in Table 6.4, see next
paragraph.

The values for the characteristic time τR vary largely over four orders of magnitude
for seven FCS traces investigated from the sample containing 10−7 mol/l R6G. For three
other data sets, unreasonably small values were obtained. For the other two samples
only four data sets each were investigated, which explains the smaller variation of τR
over one and two orders of magnitude only. For the sample containing OG, a fifth data
set also rendered unreasonably small τR. In Fig. 6.15 three FCS traces from the sample
containing 10−7 mol/l R6G were shown together with the corresponding autocorrelation
curves. As was explained above, they differ very much in respect to recorded adsorption
events. This is reflected by the wide range of τR. Thereby, the trace shown in Fig. 6.15
(bottom), containing an interval of about 10 s of high fluorescence intensity, renders
τR of about 0.3 s. In contrast, the top curve in the same figure could not be fitted
reasonably by eqn. 6.8. Fits to this curve using GD,bi had rendered the largest diffusion
coefficients, which according to previous considerations can be related to the absence
of pronounced adsorption events. Thus, fits using eqn. 6.8 render reasonable values for
mean adsorption times, in case of the existence of pronounced adsorption events. The
part of Gslow caused by transients of diffusing dye molecules cannot be reproduced by
eqn. 6.8. Instead, it will shift τR to smaller values and increase the stretching exponent
α. The latter therefore is unreasonably small, between 0.10 and 0.27, as can be seen in
Table 6.4.

From the above considerations it can be concluded that Gslow will be best approxi-
mated by a fitting function containing two components: GD for transients of diffusing
dyes and a stretched exponential function for the adsorption events. This will be further
discussed later on. Before a fitting function for approximation of the full autocorrelation
curves can be given, fits to Gfast have to be discussed, which will be done in the following
paragraph.

Fits to Gfast

The initial fast decaying part of the correlation function Gfast has not been studied yet.
According to eqn. 6.7, Gfast can be expressed by

Gfast(τ) =
AFD

1−AFD
exp(−τ/τFD)Gslow(τ) , (6.9)

with G′(τ) = Gslow(τ). For τ < 10 µs, Gslow(τ) is almost constant (see for example the
fits using GD and GD,anomal in Fig. 6.16). Thus it can be approximated by a constant
Aslow, which leads to

Gfast(τ) = A1 exp(−τ/τFD) , with A1 =
AFDAslow

1−AFD
. (6.10)
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Together with the use of a stretched exponential function for Gslow (as discussed above)
this renders:

G(τ) = A1 exp(−τ/τFD) +Aslow exp(−(τ/τR)α), with 0 < α < 1 . (6.11)

The fits using this eqn. were shown in Fig. 6.14 dashed line. The data from the fits
are shown in Table 6.4. For each sample 4 to 7 traces were analyzed. The fits match
the initial fast decaying part Gfast of the autocorrelation curves quite well. The τFD are
about half a microsecond. As was already mentioned, this matches the vertical mfpt of
diffusing dye molecules within the ultrathin TEHOS films.

Table 6.4: Parameters with standard deviations from fits to full autocorrelation curves using the two
component function eqn. 6.11, which contains an exponent forGfast and a stretched exponent
for Gslow. The values for τR vary strongly for the data sets from the same sample, hence
their range is given.

dye # c [mol/l] A1 τFD [µs] Aslow range of τR [s] α

R6G 4 ≈ 10−6 6.6± 0.9 0.48± 0.02 0.4± 0.2 10−3... 0.7 0.24± 0.03
R6G 7 ≈ 10−7 3.7± 0.6 0.63± 0.08 0.4± 0.1 10−5... 0.3 0.14± 0.06
OG 4 ≈ 10−7 3.0± 0.4 0.57± 0.03 0.3± 0.1 10−3... 0.04 0.17± 0.02

The fits to Gslow and Gfast discussed above can be combined to a tri-component fit-
ting function for the full autocorrelation curves. This will be summarized and further
discussed in the following paragraph.

Tri-component fitting function for FCS autocorrelation curves

The above considerations about fitting the autocorrelation curves obtained from single
dye diffusion in ultrathin TEHOS films on 100 nm thermally grown SiOx point to three
different processes, which contribute to the autocorrelation:

vertical mfpt with correlation times τFD < 1 µs. The vertical passage of the dye
molecules is enclosed either by short physisorption, or by longer chemisorption
events (mainly via H-bonding to surface silanols). When the dye molecule gets
in contact to the solid/liquid interface, its rotation is hindered. This will cause a
change in fluorescence intensity unless the orientation of the dye molecule towards
the optical axis happens to result in the same detected fluorescence intensity as is
the case for freely rotating dye molecules. Thus, in most cases, the fluorescence
intensity will change at the approach to the interface, which leads to a contribu-
tion to the autocorrelation curve in the time regime corresponding to the vertical
mfpt. The vertical passage times are distributed: Short passage times related to
fast re-adsorption are highly probable, while long passage times are rare. Thereby
the mfpt corresponds to the width of the distribution. Due to the small film
thickness, most dye molecules will re-adsorb at a position close to the location of
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desorption. Thus, no change in detection (and illumination) intensity during the
passage can be assumed. For this reason, the vertical passage times contribute
to the autocorrelation curve by an exponential function. The amplitude of this
exponential function is related to the ratio AFD of freely diffusing molecules. This
interpretation of the fast correlation observed in the time range below 1 µs is fur-
ther evidenced by the influence of the film thickness on this correlation time, which
will be reported from FCS experiments on micro-structured substrates in the next
chapter, see section 7.1.3.

lateral diffusion – transients of the focal volume. Due to the strong vertical confine-
ment in a liquid film of only few molecular diameters height, the observed lat-
eral diffusion is an effective diffusion influenced by periods of free diffusion, of
near-surface diffusion (via gliding on silanol clusters as suggested by Honciuc
et al. [Honc08]), and of adsorption. The broad distribution of adsorption events
thus also influences the observed lateral diffusion coefficients. For this reason,
longer adsorption events lead to slower effective diffusion coefficients, as can be
seen from Fig. 6.15 and Table 6.1. Grabowski et al. claim to have seen no ad-
sorption events within their thin TEHOS films on quartz cover slips using Alexa
488 [Grab07]. However, within FCS setups using oil immersion objectives, adsorp-
tion events at the substrate typically are recognized by an increased fluorescence
signal from the interface region. Yet, to discern an increased fluorescence at the
solid-liquid interface, desorption rates have to be slow enough. For very short
adsorption events, the minimal increase in fluorescence may not be discriminated
from contributions from noise. Thus, the autocorrelation curves invetigated by
Grabowski et al. most probably also contain a contribution from very short ad-
sorption events. In the picture of continuum hydrodynamics these very short
adsorption events are related to the zero velocity of particles at a solid-liquid in-
terface with no-slip boundary condition. The effective lateral diffusion is related
to transients of the focal area. Thus the correlation function GD for translational
diffusion (eqn. 3.37) is implemented into the fitting function to obtain effective
lateral diffusion coefficients. Thereby the amplitude of the lateral diffusion is AD
and the related characteristic time is τD.

adsorption events. In some cases, intervals of increased fluorescence were visible in the
fluorescence time traces. Then the slow part of the autocorrelation curves is shifted
to even longer times for τR. Thus ad-/desorption kinetics clearly play a role. These
intervals of adsorption in the range of some ms to some s are most probably caused
by chemisorption of the dye molecules to surface silanols on the substrate. Since
thermally grown SiOx is amorphous and due to the surface treatment contains
differently arranged silanol groups on its surface, the dye molecules find a broad
variation of adsorption sites. Hence, a broad distribution of interaction energies is
expected, leading to a broad distribution of attachment times. Furthermore, the
orientation of the molecule at the interface in respect to the direction of excita-
tion/detection also varies. Thus the amplitude of the fluorescence signal depends
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on the specific geometry of the binding site, leading to a variation of the ampli-
tude of the corresponding component in the autocorrelation. This also broadens
the distribution of correlation times caused by ad-/desorption events. Besides the
chemisorption events, the dye molecules also will be slowed to zero at the substrate
either by some kind of physisorption (e.g. electrostatic interactions) or simply due
to the hydrodynamic interaction with the substrate, which, under the assump-
tion of a no-slip boundary condition, causes a zero velocity at the substrate. The
latter will happen, whenever the dye molecule approaches the substrate. Due to
the broad distribution of adsorption events, the contribution to the correlation
function is approximated by a stretched exponential with stretching exponent α.

Whether gliding of the dye molecules on surface silanols takes place or not, cannot be
discerned by the SMT and FCS experiments reported here. In case there is a contri-
bution of near-surface diffusion by this ”silanol gliding”, this will also contribute to the
effective lateral diffusion coefficient. The single steps from one hydrogen bond to the
next, however, will appear as single adsorption events, since in general the orientation
of the dye molecule (and thus of the optical transition dipole) will change from one step
to the next.

The above detailed contributions to the autocorrelation function are summed up in
the following tri-component correlation function:

Gtri(τ)=

[
AB +

AFD
1−AFD

exp

(
−τ
τFD

)]{
AD

1 + τ/τD
+ (1−AD) exp

[
−
(
τ

τR

)α]}
.

(6.12)
Thereby the correlation time τFD corresponds to the mfpt, the correlation time τD is re-
lated to the effective lateral diffusion coefficient Deff , and τR is related to ad-/desorption
kinetics, and for the ratio of adsorbed molecules AR the following expression holds:
AR = AB(1−AD). The term in the curly brackets represents Gslow, which is the sum of
the components related to translational diffusion and to sorption kinetics. Yet, as was
detailed above, due to the broad distribution of adsorption events, no rate can be derived
from the corresponding part of the correlation function. In Fig. 6.17 a tri-component
approximation using eqn. 6.12 to the autocorrelation curve shown in Fig. 6.14 (b) is pre-
sented. The used parameters are given in Table 6.5. For comparison also a correlation
function for lateral diffusion of a rhodamine dye in bulk TEHOS (D = 55 µm2/s) is plot-
ted as well. However, with this tri-component correlation function no stable parameter
sets can be found from fitting unless further restrictions are made. This can be under-
stood from the many approximations within this tri-component function. For example,
the adsorption events are not really described by an exponential decay, since the here
used setup deviates from that used by Thompson and Axelrod [Thom83]. Furthermore,
even for their setup, the exponential decay given in eqn. 3.47 is only an approximation.
Nevertheless, for A = AFD/(1−AFD) and for τFD realistic values are obtained from fits
using this tri-component function. These values are therefore given in Table 6.5 together
with error bars. The other parameters had to be restricted to realistic values.

Experiments using crystalline substrates with restricted bonding geometry for dye
adsorption might contribute to further understanding of the effect of adsorption events

142



6.4 Fluorescence correlation spectroscopy

Figure 6.17: FCS autocorrelation curve from 10 nm thick TEHOS film with approximately 10−7 mol/l
R6G, (- -) tri-component fit using eqn. 6.12, (—) bulk diffusion with D = 55 mol/l.

Table 6.5: Parameters used for the approximation of the autocorrelation curve shown in Fig. 6.17 by
the tri-component function eqn. 6.12:

AB A τFD [µs] AD τD [ms] Deff µm2/s τR [s] α

0.2 5± 3 0.6± 0.4 0.5 1.3 24 0.4 0.4

on the FCS autocorrelation curves.

6.4.3 Conclusion

The fast exponential decay of the autocorrelation curves in the range of 0.1 to 1 µs
matches the vertical mfpt of the dyes assuming bulk-like diffusion. This hints to the
existence of very short periods, where the dye explores the upper regions of the thin
film. However, by the here obtained results alone it is not possible to discriminate
between possible vertical modulations of the diffusion coefficient according to continuum
hydrodynamic models. For the vertical mfpt to appear in the autocorrelation curves,
it is sufficient that the free rotation of diffusing molecules is considerably altered, when
the dye molecule approaches the solid-liquid interface. Because then a fluctuation of
the fluorescence intensity will occur on the timescale related to the vertical mfpt. The
relation of the fast decaying part of the autocorrelation curves from the here reported
FCS experiments to vertical mfpt is further supported by results from experiments on
micro-structured substrates, as will be shown in the following chapter.

Irrespectively to the used fitting function, the slow component of the autocorrelation
curve clearly shows a strong heterogeneity. This part cannot be described by simply two
characteristic times. Rather there are two broad distributions of characteristic times as
can be seen form the distributions of τ1 and τ2 in Table 6.1. This strong heterogeneity
is caused by a broad distribution of adsorption events due to substrate heterogeneity.
Thereby, the characteristic time τR related to sorption kinetics is affected. Furthermore,
as long as ad-/desorption events to the substrate occur, this also has an effect on transient
times, and hence leads to a broadening of the distribution of correlation times related to
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lateral diffusion. Due to the small film thickness of only 10 nm, diffusing molecules are
forced to approach the solid-liquid interface quite often. Depending on the local surface
chemistry, they will either be chemisorbed (mainly via H-bonding to silanol clusters), or
they will restart diffusing into the upper regions of the film. Thus transient molecules in
the detection volume will show an effective translational diffusion coefficient Deff , which
is composited from short intervals of bulk-like diffusion, intervals of adsorption, and
possibly also intervals of slowed diffusion in the near-surface region (e.g. by gliding on
surface silanol clusters via successive H-bonding). One has to know either the adsorption
rate and the diffusion coefficients ascribed to each region and/or the dwell times to
deconvolute the contributions of the single components of motion. So far no method
has been developed which could solve this on a molecular scale. Though the SMT
experiments described in the previous section yield a lower limit for the diffusion in the
upper region of the ultrathin film. Also effective diffusion coefficients obtained form fits
to FCS autocorrelation curves yield such lower limits for the fast component of diffusion
in the upper region of the film (and outside of silanol clusters).

Although in literature equations containing ad-/desorption kinetics as well as diffusion
transients can be found, they are far too complicated to be used for fitting without
further knowledge of e.g. ad-/desorption rates. Yet, they might only be used with narrow
distributions of surface binding energies and cannot be applied to the amorphous and
partly hydroxylated substrates used here. Here a tri-component function (eqn. 6.12) is
used to approximate the different contributions from vertical mfpt, from lateral diffusion
and from adsorption to the autocorrelation curves. Thereby the broad distribution of
adsorption events is taken into account by the use of a stretched exponential function.
Fits using this function render characteristic times τFD for the vertical mfpt in the range
of few tens of microseconds. Also realistic values for effective lateral diffusion and for
the distribution of adsorption events can be achieved.

144



7 Effect of surface induced spatial
heterogeneities on SM dynamics

Spatial heterogeneities of solid substrate surfaces play an important role on structure
formation within thin liquid crystal films [Laca04, Jin05, Guo08]. Observations from
FCS experiments on ultrathin TEHOS films, reported in the previous chapter, revealed
a strong influence of sample heterogeneity on diffusion dynamics. Thereby the sample
heterogeneity most probably is caused by an inhomogeneous distribution of adsorption
sides at the solid-liquid interface. Here in this chapter, the influence of substrate surface
structure on dynamics in ultrathin liquid films will be studied more thoroughly. Fur-
thermore, it will be demonstrated that maps of diffusivities are a suitable tool to reveal
structure induced dynamics within thin liquid crystal films. Moreover, also in respect to
diffusion anisotropy and LC domain dynamics, probability distributions of diffusivities
are superior to msd analysis in revealing fast diffusion components from SMT tracking
experiments, as will be shown at the end of this chapter.

7.1 Spatial heterogeneities in ultrathin TEHOS films on SiOx

Schuster already reported on the observation of heterogeneous diffusion along SM tra-
jectories within ultrathin TEHOS films on quartz cover slips [Schu02b]. There the SMT
experiments had been conducted with frame rates of 40 fps. The heterogeneities were vis-
ible using spot size analysis [Schu02a] along the trajectories, see section 3.3.8, a method
which enables to compare changes along a trajectory between succeeding frames, similar
to the distributions of diffusivities developed within this work. From the spotsizes along
a trajectory, two segments with slower and faster diffusion were discriminated. Then for
those trajectory segments Dtraj were calculated separately, yielding 0.6± 0.1 µm2/s and
1± 0.2 µm2/s, respectively. In contrary, the heterogeneities disappeared, when moving
averages over 5 succeeding spotsizes were used for calculation of diffusion coefficients.
Since the effective segment length (see 3.3.5) for the calculation of Dtraj is 2.6, Schus-
ter concluded that the heterogeneities have to occur on a timescale between 2.6 and
5 times the frame time, i.e. 65 ms and 125 ms [Schu02b], respectively. Furthermore,
from comparison with the corresponding video sequences, he could assign the hetero-
geneous diffusion to distinct lateral regions on the sample. Similar investigations were
reported by Schuster et al. [Schu03], but there it was emphasized that there were no
spatial correlations for the heterogeneous diffusion. However, it was not explained how
spatial correlations were investigated in that case. Moreover, the adsorption sites within
the investigated ultrathin TEHOS films are power-law distributed [Schu03] (see also sec-
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tion 7.1.2), leading to anomalous diffusion in the corresponding time regime. Thus, small
spatial differences may not be accessible for correlation analysis but disappear within the
experimental error due to a combination of position accuracy and temporal resolution.
However, to study effects on SM dynamics, the distribution of silanol groups and thus
of adsorption sites on the substrate may be manipulated on a larger scale by changing
the surface treatment of the substrates before sample preparation (see section 4.2.2).

Thus, in the following part there will be first a report on the observation of discernible
effective diffusion coefficients obtained along trajectories for several distinct lateral re-
gions on a sample investigated by SMT experiments. Then the effect of varying substrate
treatment on diffusion will be investigated.

7.1.1 Spatial heterogeneities observed from trajectory analysis

x  [µm]
10.7 11.5 12.3 13.1 13.9 14.8 15.66.6

7.4

8.2

9.0

9.8

10.7

11.5

y 
 [µ

m
]

65.6 66.0 66.4 66.8 67.2 67.6 68.0 68.4 68.8 69.2 69.6 70.0 70.4
0

1

2

3

4

5

time t  [s]

d d
iff

  [
µm

2 /s
]

Figure 7.1: (left) Spatial plot of several immobile and three mobile trajectories on integrated intensity
plot (white corresponds to bright) obtained from a 10 nm thick TEHOS film on SiOx doped
with RhB; (right) diffusivities ddiff over total time t for light green and purple trajectory
from left image. The center of the solid and dashed circles in the left image mark locations
with repeated periods of immobilization; the corresponding sets of periods are marked by
solid and dashed arrows in the right image.

Fig. 7.1 (left) shows integrated intensities (white corresponds to bright) from a region
of 30 pixel x 30 pixel (1 pixel ' 0.164 µm) over the total video length of 5 000 frames.
The video was acquired at a frame time of 20 ms from a 10 nm thick TEHOS film doped
with RhB. Detected trajectories (by tracking.sh) from that region are plotted onto the
plot of integrated intensities. Several immobile trajectories can be seen as bright spots,
which are generated by the fluorescence from molecules immobilized at that position over
a certain time length during acquisition. Trajectory ends are either caused by blinking
or bleaching of the immobile molecule. At the position x = 14.3 µm, y = 7.9 µm
a temporarily immobilized molecule eventually starts to move (light green trajectory
starting from the bright spot marked by blue, yellow and red immobile trajectory). The
light green and the purple trajectory stem from the same dye molecule, as can be seen
from a comparison of the spatial plot in Fig. 7.1 (left) with Fig. 7.1 (right) showing the
corresponding diffusivities ddiff over total time t. The solid arrows in the right image
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mark short periods of immobilization at the same position on the sample (x = 13.0 µm,
y = 9.7 µm, center of solid circle in the left image). There the dye was immobilized
within an area of about 0.06 µm2 (which corresponds to the position accuracy) for the
time interval between t = 66.78 s and t = 67.02 s (light green) and again from t = 69.22 s
to t = 69.58 s (purple, interrupted by a short escape at t = 69.34 s). Two other shorter
periods of slow motion in a different location (x = 12.0 µm, y = 8.7 µm, center of
dashed circle) occurred from t = 68.38 s to t = 68.64 s (light green) and from t = 68.84 s
to t = 68.92 s (purple), marked by dashed arrows in Fig. 7.1 (right). The repeated
occurrence of slower motion at the same positions on the sample is a strong indication
for sample heterogeneities causing diffusion heterogeneities. Thereby the slow motion
most probably is caused by a higher adsorption probability within the corresponding
region on the sample.

The corresponding msd plots for the light green and for the purple trajectory were
shown in Fig. 3.3 (b) in section 3.3.3. For both trajectories the diffusion coefficient
obtained via weighted msd Dtraj is approximately 0.6 µm2/s (see section 3.3.5). For
the dark green trajectory observed in the same region on the sample (see Fig. 7.1 left),
also Dtraj ≈ 0.6 µm2/s was derived. In contrast, for five trajectories within a different
region on the sample (not shown here) diffusion coefficients Dtraj ≈ 0.3 µm2/s were ob-
tained. This points to an influence of substrate heterogeneity on different scales: Within
the position accuracy of about 0.06 µm2 (as above reported from immobilization along
trajectories), as well as on larger scales of about 20 µm2 for total trajectories. To gain
more information on the influence of substrate heterogeneities on diffusion dynamics,
experiments on samples with different treatment of the substrates will be reported in
the following. Furthermore, laser-induced dehydroxylation was used to generate micro-
structured substrates for additional investigation.

7.1.2 Hydroxylated and dehydroxylated substrates

Here, SMT experiments on samples with different substrate pre-treatment will be re-
ported. First adsorption events along single molecule trajectories will be investigated.
As was already mentioned, a power-law distribution of adsorption events from SM tra-
jectories in ultrathin TEHOS films on quartz substrates has been reported in the pre-
liminary work of Schuster et al. [Schu03]. These adsorption events are thought to occur
to surface silanols at the substrate [Iler79]. Therefore, an effect of substrate hydropathy
on the distribution of adsorption events is expected. This will be investigated in the
following.

Adsorption events along single molecule trajectories

Single molecule trajectories from SMT experiments on thin TEHOS films with two differ-
ent types of substrate pre-treatment were analyzed for the length of adsorption events.
A dye molecule was considered to be adsorbed, as long as the corresponding square
displacement between successive positions was below a threshold related to the aver-
age position accuracy of the acquisition. Thereby, adsorption events at the beginning
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Figure 7.2: Log-log-plot of distributions of durations of adsorption events from SMT tracking on a
TEHOS film with RhB on a (•, ◦) piranha treated substrate and (N,M) substrate tempered
for 0.5 h at 800°C, observed with (•,N) 20 ms and (◦,M) 100 ms frame time; lines denote
power-law fits.

and at the end of a SM trajectory were excluded from the distributions, because their
duration cannot be determined. One substrate was treated by the usual cleaning proce-
dure as described in section 4.2.3, it will be termed ”piranha treated,” while the other
substrate additionally was tempered at 800°C for 0.5 h at ambient atmosphere and will
be termed ”tempered.” SMT experiments were conducted at two different frame rates
(50 fps and 10 fps) on both samples. As can be seen in the log-log-plot of the obtained
distributions of adsorption events shown in Fig. 7.2, the distributions can be fitted by
power-law functions. The power-law exponent derived for the piranha treated sample
for both frame rates is −1.6 ± 0.1, while for the tempered sample in both experiments
−1.8± 0.1 is obtained. The slightly larger absolute value of the power-law exponent in
case of the tempered substrate points to a faster decay of the distributions. According
to Iler, the dye molecules preferentially adsorb to the silica substrate at sites containing
silanol groups [Iler79]. As was explained in section 4.2.2, tempering the substrate at
800°C reduces the amount of silanol groups, while in particular vincinal (grouped by
OH-bonding) and geminal (i.e. paired) silanols are removed. Thus, on the tempered
substrate the adsorption sites mainly are isolated silanol groups. In contrast, on the
piranha treated substrate a certain amount of vincinal and geminal silanols is present.
When a dye adsorbs to such kinds of silanols, there is a certain probability for fast re-
adsorption within the position accuracy as well as for slow gliding on silanol cluster via
successive H-bonding [Honc08]. Both cases will appear as prolonged adsorption events
if the re-adsorption occurs within the exposure time or if the gliding is slow enough to
occur below the limits for diffusion given by the combination of position accuracy and
temporal resolution. Therefore, the slightly faster decay of the distribution of adsorp-
tion events in case of the tempered substrate is in accordance with expectations due to
reduced interactions with the substrate in that case.

The shift between the distributions corresponding to the 50 fps and the 10 fps experi-
ments is due to experimental conditions, i.e. small adsorption intervals are not accessible
for the 10 fps measurements, while a higher number of longer intervals simply stems
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from the longer total observation time in case of the 10 fps experiments. In contrast, the
slight shift between the measurements conducted on the piranha treated substrate and
the tempered substrate observed for both frame rates, can be explained by a slightly
higher mobility in the latter case (due to fewer adsorption sites), since this leads to a
larger number/increased average length of detected trajectories and therefore also to a
higher number of adsorption events in general.

The results from the investigation of adsorption events along trajectories from sam-
ples with different degree of hydroxylation further evidence the previous observation of
a strong influence of substrate heterogeneity on SM dynamics. However, the threshold
for the detection of mobile molecules is about 0.08 µm2/s and about 0.01 µm2/s for
SMT experiments with frame rates 50 fps and 10 fps, respectively (derived as slow-
est component D0 from tri-exponentail fits to corresponding probability distributions
of diffusivities, see section 6.3.2). For this reason, SMT experiments with frame rate
1 fps were accomplished on samples with different substrate pre-treatment to study slow
diffusion.

SMT experiment with slow frame rate f = 1 fps

Figure 7.3: Probability distributions of diffusivities from SMT experiments with frame rate f = 1 fps
on 5 ± 1 nm thick TEHOS films on a SiOx substrate (a) tempered for 9 h at 800°C in air,
and (b) boiled for 20 h in water; (- -) bi-exponential fits.1

To investigate the slow near-surface diffusion, SMT experiments with frame rate f =
1 fps were performed1 on two samples with different substrate pre-treatment. Si wafer
with 100 nm thick thermally grown SiOx had been cleaned following the usual procedure.
One substrate was tempered for 9 h at 800°C in air, while the other one was boiled for
20 h in water. Afterwards, on the substrates, 5 ± 1 nm thick TEHOS films doped
with RhB were prepared as described in section 4.2.3. During tempering the SiOx layer
increased by 20 nm, which was determined by ellipsometry. AFM measurement of a
tempered substrate yielded a smaller surface roughness than for a substrate only treated
by the cleaning procedure in prianha, see section 4.2.2. However, the main difference

1Sample preparation and SMT experiments were carried out by Frank Gerlach. He obtained the thresh-
old value for mobility at average snr to be 0.001 µm2/s from the analysis of immobile trajectories.
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between the two substrate pre-treatments, is the distribution of surface silanols, see
section 4.2.2. For a tempered substrate, a silanol coverage of 46.4% was detected via
a R6G adsorption experiment, in respect to 53.5% coverage for a substrate boiled in
water. The average silanol cluster size was determined to be 1.42 µm2 and 1.97 µm2

respectively [Schu10a]. Since fluorescent dyes preferentially adsorb to silanols [Iler79],
the higher coverage and larger cluster size for the boiled substrate should lead to more
adsorption events. Furthermore, silanol gliding of the dyes by H-bonding kinetics, as
suggested by Honciuc et al. [Honc08], see section 4.2.2, is expected to be more pronounced
on larger silanol clusters.

Fig. 7.3 shows probability distributions of diffusivities from SMT experiments with
frame rate 1 fps conducted on the ultrathin TEHOS films prepared on the above de-
scribed substrates. Diffusivities from immobile molecules were excluded from the proba-
bility distribution by the method described in section 3.3.1. The probability distributions
were fitted bi-exponentially (dashed lines) according to eqn. 3.26. Results are given in
Table 7.1.

Table 7.1: Fitting parameters from bi-exponential fits to probability distributions of diffusivities on
samples with different substrate pre-treatment shown in Fig. 7.3.

substrate
pre-treatment

a1 D1 [µm2/s] a2 D2 [µm2/s]

tempered 0.61± 0.02 0.012± 0.002 0.39± 0.02 0.13± 0.02
boiled 0.80± 0.02 0.010± 0.002 0.20± 0.02 0.13± 0.02

As can be seen, for both samples similar diffusion coefficients were obtained within
error bars. However, the amplitude a1 for the slow component is smaller in case of the
tempered substrate. Interestingly, the ratio a1(tempered)/a1(boiled) ≈ 0.75 matches
the ratio 1.42/1.97 = 0.72 of average silanol cluster size determined from the R6G
coverage experiment (see section 4.2.2 and [Schu10a]) within experimental error. The
slow diffusion coefficient D1 = 0.01 µm2/s can be ascribed to either gliding of the dyes
on silanol clusters as suggested by Honciuc et al. [Honc08], or it is caused by fast re-
adsorption events on silanol clusters, or by a combination of both. The obtained faster
diffusion coefficient D2 then contains contributions from lateral excursions into regions,
where the dye molecule will diffuse with a higher effective diffusion coefficient, because
it will not chemisorb to the substrate (i.e. on regions of the substrate surface consisting
of siloxane bridges). Yet, the probability distributions C(ddiff)1s deviate from the bi-
exponential fits (dashed lines in Fig. 7.3) in favor of higher probabilities for larger ddiff .
This is more pronounced for the tempered substrate. The distributions can be explained
using Fig. 6.7 (right), which depicts the lateral heterogeneity of diffusion caused by
the distribution of silanol clusters on the substrate: SM diffusion on and above silanol
clusters will yield a slow component of diffusion. Whereby transits between such regions
will render larger diffusion coefficients. At the frame rate of 1 fps the exchange between
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the different lateral regions can be considered fast. However, the different geometrical
extensions of the silanol clusters and the varied distance between such clusters will
influence the probability distributions of ddiff . Thus, the higher amplitude a1 in case of
the boiled substrate is caused by the larger average cluster size on that substrate. The
component D2 is related to the occurrence of one lateral passage between two silanol
clusters. The deviation of the probability distributions from the bi-exponential fits is
caused by diffusivities containing more than one lateral passage between silanol clusters.
Due to the smaller cluster size, this will happen with higher probability on the tempered
substrate, causing the stronger deviation of the corresponding probability distribution
from the fits.

The diffusion coefficients D1 and D2 obtained in section 6.3.2 for τframe = 200 ms
from the two samples containing RhB are 2 to 4 times the here obtained values. This
may point to the extension of anomalous diffusion over two orders of magnitude in time
(20 ms to 1 s). However, the restricted sensitivity of SMT tracking for fast diffusion
has to be kept in mind (e.g. see section 6.3.1). For larger τframe (slower frame rate)
this restriction is even more pronounced. Thus, the here reported C(ddiff)1s severely
underestimate the occurrence of larger ddiff . For this reason from SMT experiments no
reliable effective diffusion coefficients (derived at the long time limit according to the
Einstein-Smoluchowski eqn. 3.11) will be obtained even for large τframe = 200.

In contrast to SMT experiments, FCS is sensitive to fast diffusion. In the following FCS
experiments conducted on micro-structured substrates will be reported, which focus on
further evaluation of the fast component observed from FCS experiments in section 6.4.

7.1.3 Ultrathin TEHOS films on micro-structured substrates

Laser-induced dehydroxylation [Hart09, Schu10a] was used to fabricate micro-structured
substrates as described in section 4.2.2. The structures were checked with a laser scan-
ning microscope (Zeiss LSM 500). Then approximately 10 nm thick TEHOS films doped
with R6G (c ≈ 10−7 mol/l) were coated onto the substrates by the procedure described
in section 4.2.3. In such way fabricated samples were investigated via SMT experiments.
Yet the results from analysis of probability distributions of diffusivities from micro-
structured substrates are very similar to those from hydroxylated and dehydroxylated
substrates discussed in the previous section. Therefore, they will not be described here.
Furthermore, FCS experiments were conducted on such micro-structured substrates.
The results will be reported in the following.

FCS experiment

The maximum size of the overview scans provided by the confocal microscope used for
FCS is restricted to 100 µm x 100 µm. Thus, it was rather complicated to find the
laser-written structure at this setup. For this reason, the structure was written in close
vicinity of a large scratch on the substrate. To further ease the detection of the structure,
an envelope of intensely melted lines was generated by locally melting the substrate at
high incident laser power (see section 4.2.2). The structure used for the FCS experiments
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Figure 7.4: Laser-written structure on a hydroxylated SiOx substrate coated by a 10 nm thick TEHOS
film doped with R6G, (left) reflection images, (right) fluorescence images taken at the
confocal microscope setup described in section 4.1.2. All images show 100 µm x 100 µm.
Part of a scratch (1) can be seen in the top right corner of the structure; (2) melted
lines; (3) ”halo” i.e. region of increased fluorescence; (4) dehydroxylated region; (5 and 6)
hydroxylated region.

is shown in Fig. 7.4. Part of the scratch used to find the structure can be seen in the
top right corner of the structure (1). For the two left images the long pass filter (Omega
Optical 480ALP, λ = 480 nm, see section 4.1.2) was removed from the detection beam, so
the structure appears in reflected excitation light (λ = 465 nm). Whereas the two right
images are taken with implemented long pass filter and therefore show the fluorescence
from R6G. The intensely melted lines (2) appear dark in reflection as well as in fluores-
cence. However, in the fluorescence images, a kind of halo (3) extends approximately
10 µm into each direction from the melted lines. During the dipcoating procedure, R6G
preferentially adsorbs in the vicinity of the melted lines, where the substrate is rough.
This causes the bright fluorescence from that region. For this reason, this ”halo” was ex-
cluded from FCS measurements. In the middle of the written structure a dark region (4)
with faint horizontal lines can be seen. In contrast to the enveloping lines, the faint inner
lines of the structure were melted with much less incident power. The space between the
faint lines consists of laser-induced dehydroxylated stripes. Within these stripes a total
of 20 FCS measurements was obtained from twelve different positions. The left-hand
outside of the structure (5 and 6) shows the hydroxylated substrate. There a total of 19
FCS measurements was conducted on ten different positions. Typical autocorrelation
curves from both regions are shown in Fig. 7.5 together with tri-component fits according
to eqn. 6.12.

Fluorescence traces from the sample were collected by a single module counting card
(Becker & Hickl SPC-630) using the program spcm. Approximately 300 000 photons
were collected for each single measurement, leading to observation times between 40 s
and 80 s. Autocorrelation curves on the time interval between 0.1 µs and 10 µs were
calculated using the multi-tau correlation of spcm. This method is superior to the use of
ALV5000 Multiple Tau Digital Correlator for the investigation of the initial exponentially
decaying part of the autocorrelation curve, because there the smallest time interval is
0.05 µs, which leads to more data points below 1 µs. But this is achieved on the cost
of the investigation of the slower part. The latter thus may be investigated by further
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Figure 7.5: Typical autocorrelation curves from (•) a hydroxylated region, and (N) a dehydroxylated
region of a SiOx substrate coated by a 10 nm thick TEHOS film doped with R6G. Lines
denote tri-component fits according to eqn. 6.12.

experiments using the ALV5000 Multiple Tau Digital Correlator. The here investigated
fast part appears differently depending on the degree of hydroxylation, as can be seen
in Fig. 7.5: The amplitude A of the exponential decay is larger for the autocorrelation
obtained from the hydroxylated region. The curves were fitted with the tri-component
function Gtri according to eqn .6.12. However, due to the fast time interval, the slower
components τD and τR could not be fitted with sufficient accuracy. Yet their variation
during fitting showed no effect on the fast component τFD. The ratio of freely diffusing
molecules AFD is related to the amplitude A of the exponential decay by A = AFD/(1−
AFD) (see eqn. 6.12). The mean values of A, AFD and τFD for the two regions are
collected in Table 7.2 together with standard deviations.

Table 7.2: Mean values and standard deviations of amplitudeA for fast exponential decay, ratio of freely
diffusion molecules AFD and corresponding correlation time τFD from fits to autocorrelation
curves using eqn. 6.12 on hydroxylated and dehydroxylated region of a SiOx substrate coated
by a 10 nm thick TEHOS film doped with R6G.

region # A AFD τFD [µs]

hydroxylated 19 121± 21 0.992± 0.002 0.091± 0.007
dehydroxylated 20 74± 23 0.987± 0.005 0.086± 0.008

As can be seen, the correlation times for freely diffusing molecules τFD averaged over
19 and 20 data sets for the hydroxylated and the dehydroxylated region, respectively,
are similar within standard deviation. Though there is a trend to smaller values for τFD
in case of the dehydroxylated substrate. The amplitude A and thus also the calculated
ratio of freely diffusing molecules AFD is smaller in case of the dehydroxylated SiOx. As
was explained in section 4.2.2, thermally grown SiOx will not be fully hydroxylated even
after boiling in water for more than 10 h [Duga03, Schu10a]. Therefore, the hydroxylated
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substrate is not homogeneously covered by silanols. Instead there exist irregularly sized
silanol clusters with siloxane patches in between [Schu10a]. If the dye molecule mainly
explores the siloxane patches during the FCS measurement, then there is no difference
to the exploration of the surface of the stripes generated by laser-induced dehydroxy-
lation. For this reason, some FCS traces obtained at regions with different degree of
hydroxylation may yield similar results.

On dehydroxylated substrates fewer adsorbed molecules and thus a higher AFD would
be expected. Yet, a comparison of AFD for different regions is only possible, if the concen-
tration of the dye in the corresponding regions is similar, because the fluctuations δF (τ)
of the fluorescence signal also depend on the local concentration c(r,τ), see eqn. 3.35
in section 3.4. Hence, a different local dye concentration on the dehydroxylated stripes
may explain the lower value of AFD in that case.

The trend to shorter correlation times τFD for the dehydroxylated substrate is more
difficult to understand. In section 6.4 it was related to the vertical mean first passage
time (mfpt) of the dye molecules in the ultrathin TEHOS film. Since TEHOS dewets on
OTS monolayers [Tren09a], it may also dewet on fully dehydroxylated SiOx leading to
a film of minimum thickness (1-2 molecular diameters of TEHOS). On the here studied
sample, the dehydroxylated stripes are enclosed by intensely melted lines (Fig. 7.5 2).
Therefore, no transition to a hydroxylated region is visible, which could reveal mutable
dewetting. However, in Fig 7.4 (middle left), a very bright reflection from the inner
region (4) of the laser-written structure can be seen. A similar bright reflection is visible
along the outside of the structure, while further away the intensity decreases. This may
point to a variation in film thickness. Thus, the observation of shorter τFD may in fact be
explained by short mfpt in regions of minimum film thickness. Minimum film thickness
may also explain the bright region (5) on the outside of the written structure. Some FCS
traces measured at the hydroxylated substrate were obtained from this outside region
(5), since in the fluorescence image it was not discernible from the region (6) further away
from the structure. Hence, a variation of τFD towards shorter values can be explained.
Furthermore, the τFD obtained from the FCS curves investigated in section 6.4 are
slightly larger than the values achieved here. This interpretation is also in agreement
with the smaller AFD observed for the dehydroxylated region, because minimum film
thickness implies a decrease of the ratio of freely diffusing molecules. Therefore, the
slight differences observed here for the regions with different degree of hydroxylation are
likely not to be caused by different interaction of the dye with the substrate. But they
can be explained by difference in film thickness.

To study variations in SM diffusion caused by different degrees of substrate hydrox-
ylation, a combined setup, integrating confocal and wide field microscopy, would be
very useful. Then the wide field could be used to find the written structure, rendering
intensely melted lines obsolete.

7.1.4 Conclusion

The experiments on substrates with varied degree of hydroxylation further evidence the
important influence of substrate surface heterogeneities on SM dynamics in ultrathin
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TEHOS films. In particular, the slow diffusion component is related to chemisorption
on silanol clusters. However, additional experiments are needed to discriminate between
fast re-adsorption and ”silanol-gliding” via successive H-bonding to surface silanols. The
results from FCS experiments on a sample with a micro-structured substrate can be
interpreted by a thinner TEHOS film on the dehydroxylated region. This is further
evidenced by brighter reflection from the corresponding region in respect to the untreated
sample. The trend to shorter fast correlation times τFD from this region, together with
the obtained lower ratio AFD of freely diffusing molecules from those measurements,
support the interpretation of the fast component within FCS autocorrelation as related
to vertical mean first passage times.

7.2 Structures in thin liquid crystal 8CB films

The previous chapter and the previous sections in this chapter dealt with translational
diffusion in ultrathin liquid films. However, the newly developed method using proba-
bility distributions of diffusivities is also suitable to provide additional information to
trajectory analysis via msd from SMT experiments on thin liquid crystal films. Further-
more, spatial maps of the diffusivities reveal structure related dynamics within those
films. This will be reported in the following. The work presented in this section has
contributed to the following publications [Schu10b, Schu11]:

B. Schulz, D. Täuber, F. Friedriszik, H. Graaf, J. Schuster, and C. von Borczyskowski.
Optical detection of heterogeneous single molecule diffusion in thin liquid crystal films
Phys. Chem. Chem. Phys., Vol. 12, pp. 11555–11562, 2010.

B. Schulz, D. Täuber, J. Schuster, T. Baumgärtel, and C. von Borczyskowski. Influence
of mesoscopic structures on single molecule dynamics in thin smectic liquid crystal films.
Soft Matter, Vol. 7, pp. 7431–7440, 2011.

Liquid crystal 8CB films had been prepared2 by spin-coating from a solution in toluene
as described in section 4.2.5 and [Schu09, Schu10b]. 8CB films with different thickness d
were prepared. The here presented results stem from the thickest films with d ≈ 220 nm.
This thickness is known to be at the threshold for the appearance of focal conic do-
mains [Desi06]. Directly after sample preparation the liquid crystal (LC) films displayed
a smooth surface when investigated by AFM.3 However, temperature cycling into the
nematic phase induced the appearance of structures, which differed according to the
type of substrate: For thin 8CB films on native oxide a smooth LC-air surface with few
irregularly distributed several µm size terraced holes was found by AFM measurements.
While on the 100 nm thermally grown SiOx focal conic domains (FCD) with a size dis-
tribution between 0.5 µm and 2 µm were observed by optical investigation at a laser
scanning microscope (Zeiss LSM 500). Fig. 7.6 (middle) shows a reflection image of a

2Sample preparation, optical investigation at the laser scanning microscope, and SMT and FCS exper-
iments were conducted by Benjamin Schulz.

3AFM measurements were conducted by Thomas Baumgärtel.

155



7 Effect of surface induced spatial heterogeneities on SM dynamics

220 nm 8CB film on 100 nm thick thermally grown oxide after temperature cycling. The
FCD can be seen as dumbbells due to the linear polarization of the laser light. In con-
trast, the steps at the terraced holes represent multiples of the height of an 8CB bi-layer
and the film surface besides the holes appeared smooth. This points to a terraced film
structure (TF) of 8CB on Si with native oxide.

Figure 7.6: (Left) Schematic presentation of a FCD with incorporated o-PDI. Preferred directions of
emission of o-PDI molecules in different areas of the FCD are indicated by arrows. (middle)
reflection and (right) PDI fluorescence image of o-PDI doped 8CB on Si with 100 nm oxide.
FCD are visible as characteristic textures. Open circles highlight the same single FCDs in
both images. The arrow marks the direction of linear polarization of incident light. Images
taken from [Schu11].

Two different perylene dimides were used to probe the dynamics within the thin
frustrated liquid crystal films. One of the dyes, o-PDI, was shown to orient parallel
to the liquid crystal director, while the other, no-PDI did not align with the liquid
crystal director [Schu10b], see section 4.2.1 for the chemical structures. Fig. 7.6 (left)
shows a schematic cut of a FCD with incorporated o-PDI molecules (red). The direction
of preferred optical excitation (and emission) of the dye molecules is indicated by red
arrows. This preferred emission is perpendicular to the length axis of the molecules.
The orientation of o-PDI with the LC director, therefore, is visible within the optical
detection: When the preferred (excitation) and emission is parallel to the optical axis
of the microscope, the detection of o-PDI is enhanced. In contrast, o-PDI molecules
oriented parallel to the incident light (and thus also to the direction of observation)
will hardly be excited and thus emit less photons. Furthermore, the reduced emission
preferentially occurs perpendicular to the direction of observation and thus will hardly be
detected. For this reason, those molecules will not be visible within optical investigation.
In contrast, due to their more spherical shape, no-PDI molecules will freely rotate within
the LC film on a fast timescale and thus exhibit no preferred direction of detection. The
orientation of o-PDI with the LC director can be seen in Fig. 7.6 (right), where the
fluorescence of o-PDI from a highly doped 8CB film on 100 nm thermally grown oxide
is shown. Since the excitation light was linear polarized (marked by arrow), the FCD
appear as two circles interconnected in the center of the FCD [Smal01]. The FCD appear
at the same position on the sample as in the reflection image Fig. 7.6 (middle).

The SMT data analysis via msd by Benjamin Schulz was complemented by analysis
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of diffusivities. Probability distributions of diffusivities reveal a fast component, which
could not be seen from trajectory analysis via msd. Furthermore, spatial maps of dif-
fusivities provide information on spatial structure of the dynamics. Here first spatial
maps of diffusivities will be presented, followed by a section on probability distributions
of diffusivities from the 8CB films.

7.2.1 Spatial maps of diffusivities

Figure 7.7: Spatial distribution of diffusivities ddiff for o-PDI (left) and no-PDI (right) for 225 nm
thick 8CB films on 100 nm thermally grown SiOx (before temperature cycling). For better
visualization ddiff smaller (larger) than 4 µm2/s are shown in the two top (bottom) graphs.
The size and shape of the laser illuminated spots is the same for both samples. Spatial
o-PDI distributions show ”holes” in the illuminated area (top left corner). Image presented
in [Schu10b].

The diffusivities obtained from tracking experiments can also be used to create spatial
maps of mobility. This is in particular of interest, if spatial structures on a scale down
to 0.1 µm are expected. Since o-PDI follows the LC director, diffusing o-PDI molecules
preferentially will be detected when the LC director is parallel to the substrate (i.e.
perpendicular to the direction of observation), see Fig. 7.6 (left). As can be seen in
Fig. 7.7 (left), ”holes” appear within the map of diffusivities obtained from a sample
containing o-PDI. In the top left corner only few diffusivities are visible, and most of them
have small values. Thus, this region can be ascribed to LC with director n preferentially
aligned perpendicular to the substrate. For comparison a similarly obtained map of
diffusivities from a sample containing no-PDI is shown (Fig. 7.7 right). Both SMT
experiments were conducted on 220 nm thick 8CB films on 100 nm thick SiOx before
temperature cycling. These films exhibit a smooth surface within AFM experiments.
However, the map of diffusivities obtained from the sample containing o-PDI reveals
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varying LC director orientation on a scale of some µm. This points to the existence of
LC-domains within the frustrated 8CB films before temperature cycling.

7.2.2 Probability distributions of diffusivities

Figure 7.8: Probability distributions of ddiff (data points) on two different oxides for no-PDI, together
with (dashed lines) multi-exponential fits of LC (top), LC-TF (bottom left) and LC-FCD
(bottom right). Image presented in [Schu11] (but there without correction for tracking).

Probability distributions of diffusivities ddiff obtained from SMT experiments on thin
liquid films reveal a fast component D3 = 105 ± 30 µm2/s which cannot be seen by
trajectory analysis via msd [Schu09]. This value of D3 agrees with a fast compo-
nent obtained from analysis of FCS experiments by a two-component fit according to
eqn. 3.39 [Schu10b]. Fig. 7.8 shows probability distributions of diffusivities obtained
from no-PDI doped 220 nm 8CB films on native SiOx (left) as well as on 100 nm thick
SiOx (right) before (top) and after (bottom) temperature cycling in the nematic phase.
The dashed lines show multi-component fits according to eqn. 3.26. For the 8CB films
on 100 nm oxide two components D1 = 2.4 ± 0.3 µm2/s and D2 = 3.8 ± 0.3 µm2/s are
obtained, which nearly do not change in magnitude upon formation of FCD. According
to diffusivity analysis D2 is a relatively strong component, which shows up only weakly
in msd analysis. This is probably caused by the inferior sensitivity of msd analysis to
fast components. The amplitude of the faster component D2 increases from 0.29± 0.02
to 0.37±0.02 upon formation of FCD. The absolute range of D1 and D2 is in agreement
with the anisotropic self-diffusion of 8CB parallel and perpendicular to the LC director
n in the smectic-A phase [Dvin06]. For this comparison the difference in dye diameter
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has been taken into account [Schu10b].
The situation for native oxide is distinct from the one for 100 nm oxide, although

also there the temperature cycling leads to faster diffusion. However, in case of terraced
films (TF) only one medium component D2 can be detected, which increases from 2.9±
0.2 µm2/s to 3.4± 0.2 µm2/s upon formation of TF. An increase of about 30% in that
case can also be seen from distributions of Dtraj obtained from msd analysis [Schu11].

7.2.3 Conclusion

Spatial maps of diffusivities obtained from o-PDI doped 8CB films provide insight into
LC domain structure within those films. In contrast to the strongly confined ultrathin
liquid films, no diffusion coefficients below 2 µm2/s are expected within 220 nm thick
8CB films. There is a general agreement of the values of D1 and D2 observed from
analysis of diffusivities with the range of values of Dtraj from trajectory analysis via
msd. However, higher amplitudes for D2 obtained by diffusivity analysis also in this case
reveal a higher sensitivity to fast diffusion than by the analysis via msd. Furthermore,
probability distributions of ddiff show an even faster component, which cannot be seen
within msd analysis, but which is also seen by analysis of FCS experiments.
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8 Summary and outlook

Within this work single molecule (SM) dynamics in thin films of soft matter was inves-
tigated. For this three different experimental methods were applied: Single molecule
tracking (SMT) of translational SM dynamics at a wide field setup, fluorescence corre-
lation spectroscopy (FCS) at a confocal setup, and the acquisition of time traces of SM
spectra at a confocal setup.

Due to confinement effects, and in particular due to interactions with the confining
interfaces, SM dynamics in thin films of soft matter very often is heterogeneous. For
analysis of SMT experiments, evaluation of mean square displacements (msd) along
SM trajectories is common usage. However, by this method, diffusion coefficients are
derived from temporal averages, which may conceal heterogeneities. For this reason,
a different method for analysis of SMT experiments was developed, which evaluates
probability distributions of diffusivities (ddiff), i.e. time scaled square displacements of
SM motion between succeeding frames of SMT videos. This method was used to study
SM dynamics in ultrathin films of tetrakis(2-ethylhexoxy)silane (TEHOS) on Si wafer
with 100 nm thermally grown oxide. Furthermore, it was applied to complement the
analysis via msd of SMT experiments on thin liquid crystal 4-n-octyl-4’-cyanobiphenyl
(8CB) films.

For the analysis of spectral diffusion (i.e. energetic displacements of SM spectra within
time), the analogy to translational diffusion was used to develop probability distributions
of spectral diffusivities (dspec), which are time scaled square energetic displacements of
succeeding SM spectra. Furthermore, simulations of two- and three-level systems were
used to study the effect of energy gaps on the corresponding probability distributions
of dspec, as well as the contributions from noise and fitting uncertainty. Spectral jumps
from one energetic position to another may occur during acquisition of a single SM
spectrum, thus creating intermediates from the SM spectra corresponding to the involved
energetic positions of the spectra. Simulations revealed possible contributions from those
intermediates to spectral diffusion, pretending larger spectral diffusion than actually is
the case. For the here studied system of Nile Red in poly-n-alkylmethacrylates (PnAMA)
and an acquisition time of 1 s, the arbitrary contribution from intermediates is in the
range of 102 meV2/s.

Investigation of 25 nm thick PnAMA films via time series of SM spectra

Here, three 25 nm thick PnAMA films, doped with Nile Red in nanomolar concentration,
were investigated at different temperatures using time series of SM spectra. At room
temperature polymethylmethacrylate (PMMA) and poly-n-propylmethacrylate (PPMA)
are in the glassy state. The corresponding probability distributions of dspec reveal two-
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level systems with energetic gaps of about 25 meV. This is ascribed to small conforma-
tional changes of Nile Red within the free volume. Larger spectral jumps (which are
related to an internal charge transfer of Nile Red) were only observed for the poly-n-
butylmethacrylate (PBMA) film at about glass transition temperature and in the melt
state. In the latter case, due to the higher mobility, the Nile Red molecules will explore
different regions of the polymer film. Thereby they monitor the polarity of their local
environment by the corresponding energetic position of the emission. For PMMA in the
vitreous state, SM spectra were grouped into subsets according to their energetic posi-
tion, thus creating a subset sensing polar environment and the other one with unpolar
environment. The analysis of spectral diffusivities rendered spectral diffusion coefficients
of 47±1 meV 2/s and 31±1 meV 2/s, respectively. This evidences the stronger coupling
of energetic fluctuations to conformational changes within the polar environment. Fur-
thermore, the analysis of spectral positions of Nile Red spectra from the three PnAMA
films revealed a solvent shift towards higher energies for longer alkyl side chains. This
agrees with the idea of nanophase separation for longer alkyl side chains [Bein01].

The analyzed experimental data qualitatively match the predictions from polymer
science and previous studies on PnAMA films. Nevertheless more experimental investi-
gations are needed to explore the influence of Mw and temperature, as well as of the side
chain length. A comparative investigation of 200 nm thick PnAMA films is under way
in cooperation with the argentine collaborators to study the effect of confinement. Fur-
ther theoretical considerations may even lead to quantitative relations between spectral
diffusion and physical properties of the investigated polymers.

Investigation of ultrathin TEHOS films via SMT and FCS

Single molecule diffusion in ultrathin liquid films is known to be anisotropic [Schu03].
However, the cause of this anisotropy was not fully understood yet. Since it is known
that liquids may display layering at solid liquid interfaces [Forc93, Yu99], an influence
of this layering on SM dynamics was suggested [Schu02b, Schu03, Schu04].

Here, a short literature overview on liquid layering shows the influence from relative
humidity, liquid molecule structure, interface roughness and temperature on liquid lay-
ering. In contrast, no reports on any impact from the used substrate material were
found. However, the well known strong influence of solid-liquid interactions on wetting
behavior [Seem01] points to an impact from these interactions on liquid layering as well.
A comparative X-ray study of thin TEHOS films on silicon substrate with different SiOx

layer thickness would be suitable, to study the influence from the used substrate material
on liquid layering.

In this work, SM dynamics within 2 to 10 nm thick TEHOS films was investigated by
FCS and by SMT experiments. The analysis of the latter was done via msd as well as
via probability distributions of diffusivities. Film thickness was determined by varying
angle ellipsometry. Probability distributions of ddiff from SMT experiments with frame
times between 20 ms and 100 ms on those films show three components: The slowest
component D0 is related to immobile dye molecules and slowly diffusing ones (below
detection threshold). The other two components D1 and D2 are related to SM diffusion
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8 Summary and outlook

and reveal diffusion heterogeneity, which points to contributions from heterogeneous
regions within the films.

Long term studies on an ultrathin TEHOS film (via SMT at 20 ms frame time) show
that those two components D1 and D2 remained stable within experimental error (10%)
during evaporative film thinning from 4.9 nm to 3.2 nm. Thus, it can be concluded that
there is no noticeable effect from mutable liquid layering in a vertical distance from the
substrate between three and five liquid molecules’ diameters. However, the amplitude a2

for the faster component D2 decreased with decreasing film thickness. This shows that
for thinner films there is a higher concentration of dye molecules in the region related to
slowed diffusion.

By variation of the frame time τframe between 20 ms and 100 ms, a time dependence of
the evaluated diffusion coefficients from trajectory analysis and from diffusivity analysis
was revealed. The SM dynamics in the studied ultrathin TEHOS films is anomalous in
the corresponding time regime. This agrees with the observation of power-law distributed
adsorption events from trajectory analysis in the time regime between 60 ms and 3 s. It
also implies non-ergodicity, i.e. the single dye molecules will not probe all heterogeneous
regions of the sample during the observation time. For this reason, the values obtained
for D1 and D2 are short range diffusion coefficients, depending on τframe. Therefore,
their values are intermediates between the diffusion coefficients related to the different
regions of the ultrathin films. These latter diffusion coefficients can be separated in case
of frame times faster than the dwell times within these regions. However, the fastest
accessible frame time for the here conducted SMT experiments is 15 ms, which is not
fast enough.

Furthermore, τframe was varied between 20 ms and 200 ms in steps of 20 ms, by inte-
grating over 1, 2, up to 10 successive frames from the acquired SMT video. Thus, the
same SM dynamics could be studied over one order of magnitude in time, which was
applied to SMT measurements from six different samples containing different dyes and
film thicknesses. Analysis of the corresponding probability distributions of diffusivities
showed a strong time dependence for 20 ms ≤ τ ≤ 100 ms. This points to frequent
exchange between the heterogeneous regions of the films on that time scale. The proba-
bility distributions of diffusivities were fitted by a tri-exponential function, yielding three
short range diffusion coefficients Di,diff(τ). Thereby for the larger dye molecule, no-PDI,
slightly smaller diffusion coefficients were obtained. However, further theoretical con-
siderations are necessary to relate the Di,diff(τ) to the diffusion coefficients within the
heterogeneous regions and to the effective diffusion coefficient in the long time limit.

Moreover, FCS experiments were conducted on ultrathin TEHOS films. The autocor-
relation curves from three samples containing R6G in different concentration, as well as
that one from a sample containing Oregon Green (OG) show a fast exponential decay
in the range of 0.1 µs and 1 µs. This matches simulated mean first passage times for
free diffusion between two adsorption events in the ultrathin films. The slower part of
the correlation function shows a strong dependence on adsorption events. This part
combines lateral dye transients of the focal volume with contributions from adsorption
events and cannot be fitted with a single component. A combination of the function for
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two-dimensional translational diffusion GD with a stretched exponential decay for ad-
/desorption kinetics may be used for a rough approximation. Thereby effective lateral
diffusion coefficients and mean durations of adsorption are obtained. Grabowski et al.
conducted FCS experiments on approximately 15 nm thick TEHOS films on quartz cover
slips using the rhodamine derivate Alexa 488 [Grab07]. They used a two-component
function for lateral diffusion to fit the obtained autocorrelation curves (for τ ≥ 0.1 ms).
The two components Dslow = 0.2 µm2/s and Dfast = 13 µm2/s are within the range
of diffusion coefficients obtained from similar two-component fits to the autocorrelation
curves studied in this work. However, they are about one magnitude faster than the
diffusion coefficients obtained from FCS traces with pronounced adsorption events. This
agrees with the claim from Grabowski et al. not to have seen adsorption of Alexa 488
on quartz cover slips [Grab07].

The substrates with amorphous SiOx used within this work are known to be cov-
ered by heterogeneously distributed surface silanols [Zhur00]. The size of these surface
silanol clusters can be modified by different substrate treatment [Schu10a]. For this rea-
son, two differently treated substrates were used within SMT experiments at τframe to
study the effect of substrate hydropathy on SM dynamics. Probability distributions of
diffusivities from these SMT experiments, when fitted bi-exponentially, rendered D1 =
0.010±0.02 µm2/s for the hydroxylated substrate and D1 = 0.012±0.002 µm2/s for the
dehydroxylated substrate (diffusivities related to immobile molecules had been excluded
from the distributions). The faster component D2 in both cases was 0.13± 0.02 µm2/s.
However, also even faster diffusion is visible within the distributions. The amplitude a1

for the hydroxylated substrate was about 4/3 of the corresponding amplitude for the
dehydroxylated substrate. This strongly points to substrate heterogeneity causing the
diffusion heterogeneity visible from diffusivity analysis.

Therefore, SM dynamics in ultrathin liquid films on 100 nm thermally grown SiOx

can be described by a vertical three-layer model, which contains (i) immobile molecules
adsorbed to the substrate, (ii) a heterogeneous near-surface region with slowly diffusing
molecules as suggested by Honciuc et al. [Honc09a], and (iii) freely diffusing molecules
in the upper region of the film. Honciuc et al. suggest that probe molecules with the
possibility of forming two H-bonds may glide on surface silanol clusters via successive
H-bonding steps. However, from the experiments conducted in this work, it cannot be
discriminated, whether this ”silanol-gliding” exists, or whether simply fast re-adsorption
events occur on silanol clusters. The diffusion in the upper film region is bulk-like.
Yet it may still follow a vertical modification according to continuum hydrodynamic
models. The observed anomalous SM dynamics is caused by the silanol distribution on
the substrate.

The suggested explanation of the fast component visible in FCS autocorrelation curves
by mean first passage times should be further tested by two-channel FCS (to avoid con-
tributions from afterpulsing) and by variation of film thickness over one order of magni-
tude. Furthermore, investigation of TEHOS films containing higher dye concentration
on structured substrates via video microscopy at a wide field setup,1 may further evi-

1This was first suggested by Mario Heidernätsch, TU Chemnitz.
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8 Summary and outlook

dence the suggested influence of substrate surface heterogeneity on the SM dynamics.
Moreover, SM diffusion of dye molecules without side groups suitable for H-bonding
may be studied in comparison with SM experiments using dyes with such H-bonding
probabilities. By this, discrimination between the suggested ”silanol-gliding” and fast
re-adsorption on silanol clusters may be achieved.

Analysis of diffusivities applied to SMT experiments on thin 8CB films

Thin smectic-A 8CB films on silicon substrates with different oxide thickness are strongly
influenced by the anchoring conditions at the confining interfaces with silicon and with
air. For 220 nm thick 8CB films after temperature cycling into the nematic phase struc-
tures appear: On silicon substrates with 100 nm grown SiOx focal conic domains ap-
pear, while on silicon substrates with native oxide terraced holes were observed [Schu09,
Schu11]. The structure related dynamics in 220 nm thick 8CB films was explored using
two different perylene diimide dyes, one of which (o-PDI) orients with the liquid crystal
director, while the other one (no-PDI) does not [Schu09, Schu10b].

In this work, FCS and SMT experiments on the above described 8CB films were
complemented by analysis of diffusivities from SMT experiments. Maps of diffusivities
from SMT experiments on 8CB films doped with o-PDI in nanomolar concentration
reveal the existence of differently oriented liquid crystal domains (several micrometer in
size) even before temperature cycling, where AFM measurements showed a flat smooth
surface of the films on both substrates.

Furthermore, also with the thin 8CB films, analysis of probability distributions of ddiff

reveals additional information, which cannot be seen from analysis via msd along trajec-
tories: Besides the two diffusion coefficients related to the 8CB anisotropy, a third much
faster component was observed, which matched the fast diffusion coefficient obtained
from analysis of FCS experiments. Also, for the 8CB films on the 100 nm oxide, the
amplitude of the faster component from the diffusion anisotropy was higher than from
the corresponding msd analysis. This emphasizes the higher sensitivity of this method
to faster diffusion, which was already visible from analysis of diffusivities from SMT
experiments on ultrathin TEHOS films.
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Diffusion of Single Molecules in a Hierarchical Energy Landscape”. ChemPhysChem, pp. 303–
312, 2011.

[Kubi00] U. Kubitscheck, O. Kückmann, T. Kues, and R. Peters. “Imaging and Tracking of Single
GFP Molecules in Solution”. Biophysical Journal, Vol. 78, pp. 2170–2179, 2000.

[Kukl96] V. Kukla, J. Kornatowski, D. Demuth, I. Girnus, H. Pfeifer, L. V. C. Rees, S. Schunk, K. K.
Unger, and J. Kärger. “NMR Studies of Single-File Diffusion in Unidimensional Channel
Zeolites”. Science, Vol. 272, pp. 702 –704, May 1996.

[Kulz99] F. Kulzer, F. Koberling, T. Christ, A. Mews, and T. Bascḧı¿½. “Terrylene in p-terphenyl:
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[Schm10] R. Schmidt. Zeitaufgelöste Konfokalmikroskopie an einzelnen CdSe/ZnS-Halbleiternano-
kristallen. Diploma Thesis, TU Chemnitz, 2010.

[Schm95] T. Schmidt, G. J. Schuetz, W. Baumgartner, H. J. Gruber, and H. Schindler. “Characteri-
zation of Photophysics and Mobility of Single Molecules in a Fluid Lipid Membrane”. The
Journal of Physical Chemistry, Vol. 99, pp. 17662–17668, 1995.
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[Täub09b] D. Täuber, J. Schuster, M. Heidernätsch, M. Bauer, G. Radons, and C. von Borczyskowski.
“Discriminination between static and dynamic heterogeneities in single dye diffusion in ul-
trathin liquid films”. Diffusion Fundamentals Journal, Vol. 11, p. 76(2), 2009.

[Vale05] B. Valeur. Molecular fluorescence - principles and applications. Wiley-VCH Verlag GmbH,
1st, 2nd repr. Ed., 2005.

[Vali07] R. Valiullin. “Diffusion and phase transitions in compartmented nanochannels”. oral com-
munication at symposium of DPG-FOR 877, Leipzig, 2007.

[Vall04] R. A. L. Vallée, M. Cotlet, M. Van Der Auweraer, J. Hofkens, K. Müllen, and F. C.
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F. Gerlach∗, D. Täuber, D. Kowerko, and C. von Borczyskowski. Investigation of
assembly formation of quantum dots and dyes on a single molecule particle level
in thin liquid films. DPG spring meeting, CPP 36.6, Regensburg, March 2010.
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Theses

• Analysis of probability distributions of diffusivities (i.e. time scaled square displace-
ments from SMT experiments) is a powerful tool to study diffusion heterogeneity
within ultrathin liquid films. In particular, this method is superior to trajectory
analysis via msd in respect to the capture of fast diffusion.

• Spatial maps of diffusivities are suitable tools to reveal structure related dynamics
within thin smectic liquid crystal films.

• Single dye dynamics in ultrathin liquid films can be explained by a three-layer
model containing (i) immobile molecules adsorbed at the solid-liquid interface, (ii)
a laterally heterogeneous near-surface region within 1-2 liquid molecular diame-
ters from the solid-liquid interface, and (iii) an upper layer with freely diffusing
molecules.

• Vertical diffusion within the upper layer is fast, with vertical mean first passage
times in the range of 0.1 µs. This mfpt is related to the initial fast decay of the
FCS autocorrelation curves.

• Due to the vertical confinement within few molecular diameters, for lateral diffusion
effective diffusion coefficients Deff are observed from SMT and from FCS experi-
ments. These are strongly influenced by the lateral heterogeneity of the solid-liquid
interface. The diffusion coefficients obtained from SMT, thereby, underestimate
the Deff due to the reduced sensitivity of SMT for fast diffusion.

• All used dye molecules possess at least two end groups (amino- and/or ketone-) for
H-bonding. Thus near-surface diffusion may be caused by successive H-bonding
steps on silanol clusters as suggested by Honciuc et al. [Honc08].

• FCS autocorrelation curves in the range of 0.01 ms ≤ τ ≤ 10 s contain contribu-
tions from diffusion transients of the focal area and from sorption kinetics. An
approximation by the sum of the function GD for translational diffusion and a
stretched exponential function yields realistic values for the translational diffusion
coefficient and mean adsorption duration.

• For decreasing film thickness, narrowing distributions of diffusion coefficients Dtraj,
(obtained from trajectory analysis via weighted msd) are observed, while their
mean shifts towards smaller values. This is caused by a higher concentration of
the dye molecules within the near-surface region in case of thinner films.
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Theses

• Probability distributions of diffusivities from SMT experiments reveal anomalous
diffusion behavior of probe molecules over one order of magnitude in the time
regime between 20 ms and 200 ms. This is caused by the lateral heterogeneity of
the solid-liquid interface.

• In analogy to translational diffusion, probability distributions of spectral diffusiv-
ities (i.e. time scaled square energetic displacements between succeeding spectra)
are a suitable tool to study spectral diffusion.

• Within spectral diffusion (at acquisition time 1 s), contributions from noise and
fitting uncertainty are expected to range between 2 meV2/s and 5 meV2/s. Fur-
thermore intermediates obtained form spectral jumps during acquisition may lead
to arbitrary diffusion coefficients in the range of 102 meV2/s.

• Within 25 nm thick polyalkylmethacrylate (PnAMA) films, below glass transition
Tg, probability distributions of spectral diffusivities obtained from incorporated
Nile Red molecules, resemble two-level systems with energy gaps (between the two
levels of transition energies) in the range of 25 ± 3 meV. These energy gaps are
related to small conformational changes. The change in local polarity is too small
to trigger internal charge transfer of Nile Red.

• Within 25 nm thick PBMA films close to glass transition and in the melt state,
the Nile Red molecules also undergo translational diffusion, thus sensing regions
with different polarity.

• Larger alkyl side chains of PnAMA lead to a solvent shift of SM spectra of Nile
Red towards higher energies. This agrees with the idea of nanophase separation
for alkyl chain C numbers larger than two, as suggested by Beiner [Bein01].
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