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Abstract

This thesis is concerned with motion planning for the classical two-phase
Stefan problem in level set formulation. The interface separating the fluid
phases from the solid phases is represented as the zero level set of a contin-
uous function whose evolution is described by the level set equation. Heat
conduction in the two phases is modeled by the heat equation. A quadratic
tracking-type cost functional that incorporates temperature tracking terms
and a control cost term that expresses the desire to have the interface follow
a prescribed trajectory by adjusting the heat flux through part of the bound-
ary of the computational domain. The formal Lagrange approach is used
to establish a first-order optimality system by applying shape calculus tools.
For the numerical solution, the level set equation and its adjoint are dis-
cretized in space by discontinuous Galerkin methods that are combined with
suitable explicit Runge-Kutta time stepping schemes, while the temperature
and its adjoint are approximated in space by the extended finite element
method (which accounts for the weak discontinuity of the temperature by
a dynamic local modification of the underlying finite element spaces) com-
bined with the implicit Euler method for the temporal discretization. The
curvature of the interface which arises in the adjoint system is discretized
by a finite element method as well. The projected gradient method, and,
in the absence of control constraints, the limited memory BFGS method are
used to solve the arising optimization problems. Several numerical exam-
ples highlight the potential of the proposed optimal control approach. In
particular, they show that it inherits the geometric flexibility of the level
set method. Thus, in addition to unidirectional solidification, closed inter-
faces and changes of topology can be tracked. Finally, the Moreau-Yosida
regularization is applied to transform a state constraint on the position of
the interface into a penalty term that is added to the cost functional. The
optimality conditions for this penalized optimal control problem and its nu-
merical solution are discussed. An example confirms the efficacy of the state
constraint.



Zusammenfassung

Die vorliegende Arbeit beschiftigt sich mit einem Optimalsteuerungsproblem
fiir das klassische Stefan-Problem in zwei Phasen. Die Phasengrenze wird
als Niveaulinie einer stetigen Funktion modelliert, was die Losung der so
genannten Level-Set-Gleichung erfordert. Durch Anpassen des Warmeflusses
am Rand des betrachteten Gebiets soll ein gewiinschter Verlauf der Phasen-
grenze angesteuert werden. Zusammen mit dem Wunsch, ein vorgegebenes
Temperaturprofil zu approximieren, wird dieses Ziel in einem quadratischen
Zielfunktional formuliert. Die notwendigen Optimalititsbedingungen erster
Ordnung werden formal mit Hilfe der entsprechenden Lagrange-Funktion
und unter Benutzung von Techniken aus der Formoptimierung hergeleit-
et. Fiir die numerische Losung miissen die auftretenden partiellen Differ-
entialgleichungen diskretisiert werden. Dies geschieht im Falle der Level-
Set-Gleichung und ihrer Adjungierten auf Basis von unstetigen Galerkin-
Verfahren und expliziten Runge-Kutta-Methoden. Die Wirmeleitungsglei-
chung und die entsprechende Gleichung im adjungierten System werden mit
einer erweiterten Finite-Elemente-Methode im Ort sowie dem impliziten Euler-
Verfahren in der Zeit diskretisiert. Dieser Zugang umgeht die aufwéindige
Adaption des Gitters, die normalerweise bei der FE-Diskretisierung von Pha-
seniibergangsproblemen unvermeidbar ist. Auch die Kriitmmung der Phasen-
grenze wird numerisch mit Hilfe der Methode der finiten Elemente angenéhert.
Zur Losung der auftretenden Optimierungsprobleme werden ein Gradienten-
Projektionsverfahren und, im Fall dass keine Kontrollschranken vorliegen,
die BFGS-Methode mit beschrianktem Speicherbedarf eingesetzt. Numerische
Beispiele beleuchten die Stérken des vorgeschlagenen Zugangs. Es stellt sich
insbesondere heraus, dass sich die geometrische Flexibilitdt der Level-Set-
Methode auf den vorgeschlagenen Zugang zur optimalen Steuerung vererbt.
Zusétzlich zur gerichteten Bewegung einer flachen Phasengrenze kénnen somit
auch geschlossene Phasengrenzen sowie topologische Verdnderungen anges-
teuert werden. Exemplarisch, und zwar an Hand einer Beschrinkung an
die Lage der Phasengrenze, wird auch noch die Behandlung von Zustands-
beschréankungen mittels der Moreau-Yosida-Regularisierung diskutiert. Ein
numerisches Beispiel demonstriert die Wirkung der Zustandsbeschrinkung.
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1.1 Motivation

Free and moving boundary problems are of significant importance in sci-
ence and technology. Due to the strong coupling between unknown geomet-
ric quantities (e.g., a certain part of the domain boundary), and unknown
physical quantities (e.g., the temperature distribution in the interior of the
domain), these problems are non-linear by nature. Thus, the analysis, the
numerical solution and, in particular, the optimal control of such problems
are challenging tasks.

The two-phase Stefan problem is a model for phase change problems that
arise, for instance, in the continuous casting of steel or in crystal growth.
Concerning the geometric setup, the model involves a solid phase and a fluid
phase that are separated by a moving interface describing the solidification
front. The temperature distribution in each of the phases is characterized
by the heat equation. Due to state-dependent material properties, the coeffi-
cients in these equations are typically discontinuous across the interface. The
coupling between the moving interface and the temperature is modeled as the
so called Stefan condition that relates the normal velocity of the interface to
the jump of the temperature gradient across the interface.

It is known that certain shapes of the interface are preferable over others.
For instance, in crystal growth, a convex or, in the best case, flat interface
improves the quality of the outcoming crystal. In addition to product quality,
the length of a production cycle or the amount of energy consumed during
the production process might depend on the shape of the interface. Thus,
the optimal control of the two-phase Stefan problem and related problems,
in particular the control of the moving interface, is highly desirable.

Previous work on the optimal control of the Stefan problem mainly focused on
one-dimensional problems, on formulations of the forward problem in which
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the moving interface is described as the graph of a function, or on weak
formulations that completely avoid the explicit description of the interface.
While the latter problem class admits a thorough analysis of the resulting
optimal control problems, including their numerical approximation, the fact
that an explicit interface representation is not available makes them less
attractive for motion planning tasks where the goal is to track a desired
interface motion. This is of course remedied by describing the interface as
the graph of a function, but the applicability of this representation is limited.
In particular, more complex interface geometries can not be handled easily.
An example of a casting model in which closed interfaces and even changes of
topology arise can be found in [30]. Existing optimal control approaches for
the two-phase Stefan problem are expected to have difficulties handling this
situation. An additional motivation for extending the interface description
from the graph approach to a more general framework is the fact that during
the iterative solution of optimal control problems for Stefan-type problems,
the interface may be severely deformed, resulting in situations that can not
be handled by the graph approach.

This thesis presents an optimal control approach to motion planning for the
two-phase Stefan problem in level set formulation. The level set representa-
tion of the moving interface provides enough flexibility for handling closed
interfaces and changes of topology. In the considered setup, a fixed domain,
the so called hold-all, is decomposed into the solid and the fluid phases that
are separated by the moving interface. As mentioned above, the temperature
distribution in each of the two phases is described by the heat equation with
constant coefficients that are allowed to jump across the interface, modeling
state-dependent material behavior. The coupling between the temperature
and the motion of the interface is described by the Stefan condition that
relates the normal velocity of the interface to the jump of the temperature
gradients across the interface. Control of this process is administered by
adjusting the heat flux through part of the boundary of the computational
domain. In addition to the tracking of a desired interface motion, tem-
perature tracking terms are included in the cost functional. The proposed
optimal control approach is based on the “optimize-then-discretize” para-
digm in which first-order necessary optimality conditions are established in
a continuous framework. A discretization is applied only afterwards for the
numerical solution of the arising partial differential equation systems.

An adjoint system that allows for the efficient evaluation of the gradient of the
cost functional is derived formally by a Lagrange approach, using tools from
shape calculus to account for the geometric variations. At first, only control
constraints are considered. The resulting optimality system is then extended
to a penalized control problem resulting from applying the Moreau-Yosida
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regularization to a constraint on the position of the interface. As usual, the
optimality system consists of two coupled partial differential equation sys-
tems, describing the forward and the adjoint problems, respectively, and a
variational inequality which, in the absence of control constraints, simplifies
to the gradient equation. The level set representation of the interface necessi-
tates the solution of the so called level set equation which is in the proposed
framework a linear first-order Hamilton-Jacobi equation. Thus, the state
which is adjoint to the level set function is described by a linear first-order
equation of conservation type. The temperature and its adjoint quantity are
described by time-dependent second-order diffusion equations. An additional
condition that enforces the coupling between the involved states arises in both
the forward and the adjoint systems. This structural similarity is exploited
advantageously in the discretization of these PDE systems that is required
for the numerical solution of the considered optimal control problems.

The level set equation and its adjoint are discretized in space by discon-
tinuous Galerkin schemes which provide a modern and powerful framework
for discretizing first-order hyperbolic partial differential equations. Explicit
Runge-Kutta methods of appropriate order are used for the time stepping.
While the level set solver is adapted from an existing approach on rectangu-
lar grids to the triangular grids used in this thesis, the solver for the adjoint
level set equation requires the development of a novel strategy. To account
for the weak discontinuity of the temperature in the two-phase Stefan prob-
lem and the adjoint temperature in the corresponding adjoint system, an
extended finite element method is built upon the level set solver to discretize
the forward and the adjoint heat equations in space. This extended finite
element approach avoids the remeshing that is required with standard finite
element methods for phase change problems by a dynamic local enrichment
of the underlying finite element spaces. The implicit Euler method is imple-
mented for the time stepping. The optimal control problems are solved by
the projected gradient method and, in the absence of control constraints, by
the limited memory BFGS method.

The potential of the proposed optimal control approach to motion planning
for the moving interface in the two-phase Stefan problem is highlighted by
several numerical examples. We show in particular that this approach al-
lows for the tracking of closed interfaces and changes of topology. This
geometric flexibility is inherited from the level set method and significantly
extends previous approaches. In addition, we demonstrate the efficacy of the
Moreau-Yosida regularization applied to the constraint on the position of the
interface.
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1.2 Outline

Chapter 2 — The Two-Phase Stefan Problem. This chapter sets the scene
for the optimal control of the two-phase Stefan problem. Based on energy
balance principles, the mathematical model is introduced by deriving the heat
equation and the Stefan condition. Some background on the level set method
which is used for capturing the moving interface is provided. Extensions
of the Stefan problem are discussed, and we review the existence of weak
and strong solutions. An overview of existing optimal control approaches to
Stefan-type problems closes this introductory chapter.

Chapter 3 — Motion Planning Subject to Control Constraints. An introduc-
tion to the optimal control of partial differential equations subject to control
constraints opens this chapter. We then formulate the motion planning prob-
lem for the moving interface in the two-phase Stefan problem as an optimal
control problem. The adjoint system which is needed for the efficient eval-
uation of gradients is derived formally using tools from shape calculus and
transport theorems which are summarized in Appendix A. A discussion of
the optimization methods that are used to solve the given optimal control
problems is included.

Chapter 4 — Discretization. The discretization of the forward and the adjoint
systems is the content of this chapter. The level set equation and its adjoint
equation are discretized in space using discontinuous Galerkin schemes that
are combined with an explicit Runge-Kutta time stepping method. The
extended finite element method (X-FEM) is utilized to discretize the heat
equation and its adjoint equation in space. The time stepping is realized by
the implicit Euler method. We also comment on the finite element approxi-
mation of the curvature of the interface.

Chapter 5 — Numerical Examples. To highlight the potential and to dis-
cuss the limitations of the proposed optimal control approach, five numerical
examples are contained in this chapter. The configurations in these exam-
ples are chosen to show typical features of the level set method. Tracking of
closed interfaces and of changes of topology is presented. A unidirectional
solidification problem provides the motivation for using state constraints.

Chapter 6 — Motion Planning Subject to a State Constraint. As in Chap-
ter 3, we start with a general introduction to state constrained optimal con-
trol of partial differential equations and a review of regularization techniques.
The Moreau-Yosida regularization is then applied to a constraint on the in-
terface position. The optimality conditions of the resulting unconstrained
optimal control problem are derived and the approximation of these condi-
tions is discussed. A numerical example closes this chapter.
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The aim of this chapter is to provide some theoretical background on Stefan-
type problems. We first devise the basic ingredients of the classical two-
phase Stefan problem, namely, the heat equation and the so called Stefan
condition. Different interface representation techniques are discussed. Due
to its flexibility, and because it provides a sharp interface representation, the
level set method is used in this work. Important properties and distinguishing
features of this interface capturing technique are outlined. We then turn to
several extensions of the Stefan problem and highlight the importance of
such problems by touching on several applications. A short introduction to
the solution theory of Stefan problems with a focus on the two-phase case
precedes the review of existing approaches to the optimal control of Stefan-
type problems that closes this chapter.

2.1 Mathematical Modeling

The goal of this section is to establish the model equations of the two-phase
Stefan problem. As we shall see in the course of this section, the Stefan prob-
lem is a model for phase change phenomena that describes the temperature
distribution in the considered domain by the heat equation with coefficients
that are typically discontinuous across the moving interface that separates
the fluid and the solid phases. Therefore, we start the modeling with de-
riving the standard heat equation. We then include the phase change by
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adding the so called Stefan condition to the model. Finally, we comment on
different interface representation techniques. The exposition in Section 2.1.1
and Section 2.1.2 closely follows [51, Sections 5.4-5.6] and [72, Sections 1.4.1
and 2.1.3].

Remark 2.1 (Basic Setup). Throughout this text, we assume that the hold-all
D C R? is a given bounded set whose boundary we denote by dD. This hold-
all represents the domain in which a certain material undergoes the phase
change in the finite time interval [to, T']. At the same time, D also serves as
the computational domain in which all arising equations are discretized for
the numerical solution, see Chapter 4. Unless otherwise stated, to = 0.

2.1.1. The Heat Equation

Let G(t) C D be an arbitrary control volume that moves in the velocity
field v. Moreover, let p denote the density of the material contained in D,
y(z,t) the density of the internal energy, q(z,t) the heat flux, and f(z,t) the
heat source density. The first law of thermodynamics states that the energy
balance equation

p (v +y) da = [

G(

- / q-nds+ / p fdz
G (t) G(t)

must hold. The left hand side of (2.1) accounts for the change of energy with
respect to time, where the total energy is given as the sum of the kinetic
energy me %p|v\2 dx and the internal energy fcmpyda:. The first two

d

— pf"vda:—i—/ on-vds
dt Gt t) 8G(t)

(2.1)

terms on the right hand side of (2.1) represent the power added by volume
and by surface forces. The third term describes the loss of heat energy
caused by the flux ¢ across the boundary of the control volume. The last
term summarizes the amount of heat produced by external sources f.

We apply the Reynolds Transport Theorem (Theorem A.10) and Green’s
formula to rewrite (2.1) as

0 .
/ % (p(3IvIP+y)) +div(p (3IvI* +y) V) dz
G

:/ pf.vdx—i—/ diV(O’TV)d.’L‘—/ diqum—i—/ p fdx.
G(t) G(t) G(t) G(t)
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Since the control volume G(t) is arbitrary, this integral identity is equivalent
to the differential equation

1o} .
5 (P GIVP +Y)) +div (p (31V]° +y) v)
= pf-v+div(07v) —divg+pf.
In our model, we neglect heat convection, i.e., we set v = 0. By the equation
of continuity,

pe + div(pv) =0,

an immediate consequence of this simplification is that the density p is con-
stant, resulting in the energy balance equation

pyt+divg=npf.
The constitutive law for the heat flux ¢ is Fourier’s law, which reads
q=—-kVy, (2.2)

for isotropic materials, where k is the scalar heat conductivity and y denotes
the temperature. Finally, we use the relation

Yt = CYt,
where ¢ is the heat capacity, to obtain the heat equation
pcyt—div(kVy):pcyt—kAy:pf (2.3)

that describes the heat conduction in D by a time-dependent diffusion pro-
cess.

Remark 2.2. (1) Equation (2.3) has to be equipped with proper initial
and boundary conditions. We mainly use the conditions y(to) = yo
and the Neumann boundary condition

9y
k= =g,
on g
where g is a given heat flux acting on dD.
(2) From now on, we assume that the heat source f is properly scaled

so that we can drop the p in front of it.

2.1.2. Modeling the Phase Change

Motivation. In phase change problems as, for instance, the melting of ice in
a basin of water, the continuous casting of steel or dendritic solidification, a
free boundary separating the phases occurs. This free boundary is a priori
unknown and is thus, in addition to the unknown temperature distribution,
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part of the solution of a phase change problem. As a consequence, the heat
equation alone does not provide a complete description of the phase change.
Rather, it must be coupled with an equation that determines the interface
motion. The goal of this section is to derive the so called Stefan condition
that is an example of such an additional condition at the free boundary.

Latent Heat. Gupta [72, Section 2.1.3] provides the following motivation of
the latent heat that arises in phase change phenomena: If metal (initially in
solid state) is heated, the temperature rises up to the equilibrium temperature
ynm- At this point, a certain amount of additional heat is absorbed without
raising the temperature of the metal. This heat is called latent heat. It
accounts for the energy that is required to pull atoms from a closely packed
structure (as in solid metals) to a more freely packed structure (as in liquid
metals). When the liquid solidifies again, this latent heat is released.

Geometric Setup. To describe a change of phase from fluid to solid (or,
equivalently, in the reverse direction) mathematically, we subdivide the do-
main D into the two time-dependent domains g(t), occupied by the solid
phase, and Qr(t), occupied by the fluid phase. The interface separating
these two phases is denoted by I';(t). As mentioned in [51, Section 7.3], the
heat equation (2.3) is still valid in each of the phases. Note that the con-
stants ¢ and k£ may be different in the two phases due to different material
properties. This is accounted for by using the notation cs, cr, ks and kr to
denote the material constants in the two phases from now on.

The Stefan Condition. A mathematically rigorous derivation of the Stefan
condition can be found in [51, Section 7.3]. For the sake of brevity, we rather
follow Gupta [72, Section 1.4.1], who derives the Stefan condition in the case
of a solidification process. Let P be a point on I'7(¢) and let @ be a point on
I';(t+ At), lying on the line that is defined by P and the normal vector n to
I';(t) at P. We consider a rectangle R with side lengths Aw and |PQ)|, see
Figure 2.1. As the solidification takes place, the latent heat p L Aw |P_Q\ is
released at the rate

where V is the velocity of the interface. The amount of heat that flows
through a surface element with normal vector n and area Aw during the
time interval At is in the limit (At — 0) given by —k Vy - n Aw, see (2.2).
Thus, the energy conservation principle applied to R implies that

—(—ks Vys -np Aw) - (—kp Vyr - ng Aw) +pL (‘7 . n) Aw =0,
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T(t) Ts(t + At)

Qs(t) Qr(t)

FIGURE 2.1. Derivation of the Stefan condition.

where the first and the second term account for the amount of heat that is
lost across the left and right boundary of R. Since the outer normal to R at
P satisfies np = —ng = —n, we conclude that the Stefan condition

va-n:ksVys~n—kFVyF~n (2.4)
must hold at the interface I'z(¢).

Remark 2.3. The jump of the temperature gradient across the interface will
also be denoted by

ksVys -n—krVyr -n= [kVy]in

The Classical Two-Phase Stefan Problem. We now summarize the results
of the last two sections and come up with the classical two-phase Stefan
problem [72, Section 1.4.1] with Neumann boundary conditions:

Find a function y : D x [0,7] — R (the temperature) and the interface
I'7(t) such that:

pesyr — ks Ay = f in Qs(t) (2.5a)
pcryr —kr Ay = f in Qp(t) (2.5b)
y(z,0) = yo(x) in Qs(0) UQr(0) (2.5¢)
y(z,t) = ym on T'f(t) (2.5d)
ks%s =g on 9 (t) NOD (2.5¢)
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kpZE =g on dQr(t) NOD (2.5¢)
pLV . n= [kVy]in on I'7(t) (2.5g)

on a given time horizon [0, T7.

Remark 2.4. (1) Due to the so called isothermal interface condi-
tion (2.5d) that prescribes the equilibrium temperature at the in-
terface, this form of the Stefan problem is only a reasonable model
of solidification (or, equivalently, melting) processes if we require
the conditions

y>ym in Qp(t) and y <yn in Qg(t). (2.6)

This means in particular that, as soon as the temperature y is
known, the moving interface I';(t) and the solid and the fluid
phases can be determined in an a-posteriori step. A disadvantage
of this formulation is that supercooling effects (see Section 2.3) can
not be dealt with.

(2) As the moving interface I'z(¢) is unknown, (2.5) is a highly non-
linear problem. Note that this non-linearity is purely geometric
rather than algebraic. In fact, all equations in (2.5), considered
independently of each other, are linear.

(3) An interpretation of the Stefan condition (2.5g) is that it prescribes
the velocity field V on the interface via

7= piL £y o (). 2.7)
A constant extension in normal direction can be used to extend
V to all of D, see Section 4.2.3.

It remains to either reformulate the two-phase Stefan problem (2.5) in a
weak sense that avoids the explicit representation of the interface I';(t), or to
choose a specific representation of I'7 (t) to make (2.5) amenable to numerical
computations.

2.1.3. Representing the Moving Interface

The burden of representing the interface can be completely avoided by rewrit-
ing the two-phase Stefan problem (2.5) in terms of the enthalpy, as a vari-
ational inequality or by using a phase field model, see Section 2.4. In all of
these reformulations, the interface can only be obtained a posteriori as the
ynm-level set of the temperature. In particular, so called mushy regions in
which y = ya may evolve. A sharp interface is not uniquely defined there.
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FIGURE 2.2. Illustration of the level set method.

Thus, for the optimal control of the interface motion in the two-phase Stefan
problem, we prefer formulations that provide a more explicit representation
of the interface.

Probably the most direct way to represent I';(¢) explicitly is to describe it
as the graph of a function. This classical approach has already been suc-
cessfully applied to the optimal control of the Stefan problem [79,80]. The
obvious limitation of this approach is that closed interfaces can not be han-
dled easily. A parameterization of I';(t) can be used to improve the interface
representation in this direction. Schmidt [146] apparently was the first one
to use such a parameterization to compute three-dimensional dendrites with
finite elements. Still, changes of topology cause problems with parameteriza-
tions. Phase field approaches and the level set method are implicit interface
capturing techniques that avoid the problems of the explicit representations
just mentioned. Phase field equations typically have smooth solutions, the
resulting interface representation is diffuse. In contrast, solutions of the level
set equation are usually non-smooth (see Theorem 2.6), the resulting inter-
face representation is sharp. This is more adequate for control purposes than
a diffuse interface and, therefore, we model I';(¢) by the level set method.
This representation has already been used for the simulation of Stefan-type
problems, see, e.g., [25,26,30,67, 86, |. For optimal control purposes,
this is a novel approach.

2.2 The Level Set Method

The level set method provides a framework for interface capturing by em-
bedding the moving interface I';(¢) into a higher-dimensional object. For



12 2 The Two-Phase Stefan Problem

example, in two spatial dimensions, I';(¢) is a moving curve in R? and
#:R?* x [0,T] — R is a function describing a surface such that at any time
I';(t) = {z : ¢(z,t) = 0}, see Figure 2.2(a). Since its introduction by Osher
and Sethian | |, the level set method has successfully been applied in quite
different areas such as mathematical imaging [158], inverse problems [19],
shape optimization [4], state-constrained optimal control [77], and, in par-
ticular, in many branches of computational physics, see, e.g., [26,71, ]
and [130, Chapter IV] and the references in these sources. The reason for this
popularity is that the level set method is very flexible. It naturally handles
closed interfaces and topological changes, see Figure 2.2.

The Level Set Equation. The level set method can be devised as follows [147,
Section 1.2]. At any time, the moving interface I'7(¢) is determined by the
zero level set of a higher-dimensional moving surface ¢. Thus, the path x(¢)
of a particle on the moving interface is required to satisfy the equation

#(x(t),t) =0 forall t e [0,T].
Total differentiation with respect to t yields
Vo (x(t),t) - @(t) + ¢e(x(t),t) =0 forall ¢t € [0,T],

where &(t) = V(:c,t) is the velocity of the particle at time ¢t. This gives rise
to the level set equation

b 4+V -Vé=0 in R?, (2.8a)
b(x,0) = ¢o(z) in R?, (2.8b)

which is a linear advection equation for the level set function ¢ under the
velocity field V. The initial condition (2.8b) is usually defined using the
signed distance function ¢o to the initial position of the interface.

Geometric Properties. The sign of ¢ can be used to distinguish the interior
of the domain that the interface encloses from its surrounding area. We
choose ¢ to be negative in the interior (which will later represent the solid
phase Qs(t)) and positive in the exterior (the fluid phase Qr(t)). Several
other important geometric properties of I';(¢) and the enclosed domain can
be easily described using the level set function ¢:

e The outward unit normal to T'r(t) is given by [130, Section 1.4]
Vo
n= —r. 2.9
Vol %)
e The curvature of T'r(t) is given by [130, Section 1.4]
Kk =div Vo (2.10)

Vol
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FIGURE 2.3. Sign of the curvature of I'z(t).

where xk > 0 for convex regions and x < 0 for concave regions, see
Figure 2.3.
e The volume of the enclosed domain can be expressed as

1 1
/ ldxzf/ div (xl) da::f/ (m) -nds.
{#<0} 2 J{p<oy T2 2 J{g=0y \72

e The length of the interface can also be computed as a domain in-
tegral according to

/ lds:/ EEds (2;))/ div Vo dz.
{6=0} (o=0y IVO| |V (o<0y |V

The Stefan Condition in Level Set Formulation. Following Gupta [72, Sec-
tion 1.4.1], we can also express the Stefan condition (2.5g) in terms of the
level set function ¢. The representation (2.9) of the normal vector yields

)
Vel

pLV — = pLV~n = [kVyLé; ‘n = [kVy}
or, equivalently,
= s
pLV -V¢= [kVy]F - V.
It follows from the level set equation (2.8), that

~pLéy = [kVyl5 Vo

must hold. We do not state the complete two-phase Stefan problem in level
set formulation here but refer to Section 3.2 (p. 29).
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Solutions of the Level Set Equation. By virtue of (2.9), (2.8a) can be recast
as the non-linear equation

b4+ V-n|Ve| =0 in R?, (2.11)
which is also called the level set equation. This non-linear formulation is
useful in situations, in which only the normal velocity V.nis given and 1%
is not known explicitly. An obvious advantage of (2.8) is its linear structure
which in general makes the implementation of numerical methods for solving
the level set equation much easier.

Remark 2.5. Actually, the non-linear equation (2.11) appears more often in
the literature than its linear counterpart (2.8), but whenever we use the term
level set equation, we refer to (2.8).

Each of the two forms of the level set equation can be recast as a Hamilton-
Jacobi equation

¢t + H(Veo)=0. (2.12)
In case of (2.8a), the Hamiltonian
HL(V¢):=V - V¢
is linear, whereas the Hamiltonian corresponding to (2.11) is non-linear:
Hn (V) :=V -n|Vd|.

The proper notion of solutions to first-order Hamilton-Jacobi equations of the
type (2.12) was introduced by Crandall and Lions in 1983 [35] (see also [36])
using the space BUC (R2) of bounded and uniformly continuous functions
on R?.

Theorem 2.6 (Existence and Uniqueness of Viscosity Solutions). Let H €
C(R?) and ¢o € BUC (RQ). Then there is exactly one function ¢ €
BUC (R® x [0,T]) for all T > 0 such that ¢(z,0) = ¢o(z) and for every
nect (]R2 x (0,00)) and T > 0:
If (zo,t0) is a local mazimum of ¢ —n on R* x (0,T], then
ne(zo,to) + H(Vn(zo,t0)) < 0;
and
If (zo,to) is a local minimum of ¢ —n on R? x (0,77, then
nt(mo,to) ar H(V’I](xo, to)) > 0.
¢ is called the viscosity solution of (2.12).
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Remark 2.7 (Properties of Viscosity Solutions).

(1) Viscosity solutions are weak solutions to Hamilton-Jacobi equations
in the sense that the differential operator is shifted from the un-
known ¢ to the test function 7 pointwise in local extrema, see [35,
Definition I.1].

(2) Viscosity solutions depend on the problem data, i.e., on the Hamil-
tonian H, in a stable way [35, Theorem 1.2].

(3) In addition, this concept is consistent: At those points at which
a viscosity solution is differentiable, it also satisfies the Hamilton-
Jacobi equation in a classical sense [35, Corollary 1.6].

Numerical Issues. When solving Hamilton-Jacobi equations of the type (2.12)
numerically, the discretization has to be carried out with care to make
sure that the correct solution, the viscosity solution, is approximated. This
property of the discretization can be enforced by using so called monotone
schemes [36]. We discuss this issue in more detail in Section 4.2.1.

Concerning the level set equation, several challenges arise in addition to
choosing a proper discretization. As mentioned above, an obvious choice for
the initial level set function ¢ in (2.8b) is the signed distance function to
the initial interface position. Often, an explicit representation of this signed
distance function is not available and it has to be constructed numerically.
For various reasons, it is desirable to keep the level set function close to
a signed distance function during the computation. This goal requires a
reinitialization of the level set function. In case of the Stefan problem, the
velocity field in (2.8a) must be extended to at least a neighborhood of the
current interface position. We elaborate on these issues in Section 4.2.3.

2.3 Extensions and Applications of the Stefan Problem

The Stefan problem (2.5) can be extended and modified in several ways to
broaden the range of real world problems for which it can serve as a model.
Some of these extensions and potential applications of the Stefan problem
are discussed in this section.

The Gibbs-Thomson Correction. Gupta [72, Section 2.2.2] explains that, due
to the interface curvature, particles at the interface are on average less sur-
rounded by neighboring particles of the same state and, thus, their tendency
to change the state, either from solid to liquid or in the reverse direction, in-
creases. Depending on the setup, the new equilibrium temperature y45,; might
be higher or lower than yas. The isothermal interface condition (2.5d) is a
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model for the ideal equilibrium temperature that does not take these curva-
ture effects into account. In situations in which such effects are important
the Gibbs-Thomson correction

Yu =ym ek (2.13)

can be used. Here, « is the interface curvature and ¢, is a constant depending
on the surface energy. The Gibbs-Thomson correction also provides a way
to include supercooling effects in the Stefan problem (2.5), i.e., the require-
ments (2.6) can be dropped. A more general form of (2.13) is the modified
Gibbs-Thomson correction [72, Sections 2.2.3 and 4.1] which incorporates
interface kinetics.

Flow in the Fluid Phase. The model (2.5) was devised assuming that flow
in the fluid phase can be neglected. In certain applications, this assumption
is too restrictive, e.g., if the densities of the solid and the fluid phases differ
too much. In this case, the Stefan problem (2.5) must be extended by a flow
in the fluid phase [72, Sections 1.3 and 1.4.7], modeled, for instance, by the
Navier-Stokes equations [51, Chapter 5]. The flow is coupled to the heat
conduction equation by adding a convective term in the fluid phase.

Non-Linear Stefan Problems. As mentioned in Remark 2.4, the Stefan prob-
lem (2.5) is geometrically non-linear by nature. In addition, it is often nec-
essary to consider algebraic non-linearities:

e The heat capacities cs and cr, and the heat conductivities ks and
krp in (2.5) are assumed to be constant. In many applications,
these are in fact highly temperature dependent, leading to the heat
equation

pe(y)ys — div(k(y) Vy) = f.
As a consequence, (2.5a) and (2.5b) have to be modified as well.

e We assume that the density p is constant and, in particular, equal
in both phases, which is certainly not true in general. One rather
has to consider a density that depends on the phase (which does
not introduce additional non-linearities) or even a temperature de-
pendent density p = p(y).

e The Neumann boundary conditions (2.5¢)—(2.5f) might have to be
replaced by radiation boundary conditions of Stefan-Boltzmann
type [72, Section 1.4.4].

Multiphase Stefan Problems. Historically, the Stefan problem was first for-
mulated as a one-phase problem to model the formation of ice in the po-
lar sea [153]. It is straightforward to obtain such a one-phase formulation
from the two-phase problem (2.5) by setting the temperature in one of the
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phases equal to the equilibrium temperature yas. The Stefan condition is
still valid but it can be simplified as one of the temperature gradients van-
ishes. Stefan problems with more than two phases can be formulated as
well [72, Section 3.2.3]. Obviously, their structure is much more compli-
cated as phase boundaries might intersect, generating so called triple junc-
tion points. Nonetheless, such problems have been studied analytically and
numerically, see, e.g., [28,59,68, ]. For a recent interesting application in
the modeling of one-dimensional cell-to-cell adhesion and diffusion we refer
to [6].

Applications Free and moving boundary problems are ubiquitous in applica-
tions. This is confirmed by the statement

“Around one third of all the differential equation models arising
in industrial applications are free boundary problems.”

from the OCIAM' website. Friedman [60] offers a brief review of free bound-
ary problems arising in science and technology, while Tarzia [155] provides
an impressive bibliography on the analysis, the numerical treatment and ap-
plications of free and moving boundary problems.

As mentioned above, the Stefan problem was formulated as a one-phase prob-
lem related to the formation of ice in the polar sea [153]. A similar prob-
lem had already been studied quite some time earlier by Lamé and Clapey-
ron [102]. Typical situations in which the Stefan problem or related problems
serve as a model are phase change problems in physics and technology. Two
prominent examples of industrially relevant application areas are the contin-

uous casting of steel [75, , ] and crystal growth [65, , , .
Stefan-type problems can also be used to model welding processes | ] and
biofilm growth [45]. An application of the Stefan problem in biology has

already been mentioned above [6].

2.4 Weak and Strong Solutions

This section contains a brief review of different formulations of the Stefan
problem and the corresponding existence and uniqueness results, with a focus
on the multidimensional case. The discussion does not aim for completeness.
It is rather included to give an overview and to justify the purely formal
approach to the optimal control problem discussed in this text.

The Enthalpy Formulation. Assume for the sake of simplicity that

ks=kr=%k, cs=cr=p=1.

1http ://wwu2.maths.ox.ac.uk/ociam/research/methods/freebdrys.shtml
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FIGURE 2.4. Enthalpy E(w) vs. normalized temperature w.

Then the two-phase Stefan problem for the normalized temperature w =
y—ynm with Dirichlet boundary conditions and in the absence of heat sources
reads

we = k Aw in D
Lv-n:k[Vw]IS,-n on I';(¥)
w(z,0) = wo(x) in D
w(z,t) = wa(z,t) on 0D.

(2.14)

After introducing the enthalpy (see Figure 2.4)
L
E(w):=w+ 39

with the discontinuous phase field function (see Figure 2.5(a))

1 w>0
= ’ 2.15
v {—1 w < 0, ( )

problem (2.14) can be equivalently expressed in the enthalpy formulation [129]

0 .
aE(w) =kAw in D

w(z,0) = wo(z) in D (2.16)
w(z,t) = ws(z,t) in D
which avoids the explicit tracking of I'z(¢). By locating the discontinuity of
the enthalpy F, a sharp interface representation can be obtained a posteriori.

In the one-dimensional case, Oleinik [129] transforms the enthalpy formu-
lation into an integral identity, and proves existence and uniqueness of a
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weak solution in the sense of a bounded measurable function. Kamenomost-
skaja [88] uses a similar approach to establish existence and uniqueness for a
three-dimensional multiphase Stefan problem in the same class of functions.

The Phase Field Formulation. Caginalp [21] replaces the discontinuous phase
field function (2.15) by a continuous function that attains the same values in
the solid and in the fluid regions but has a smooth transition in a symmetric
interval around the origin, see Figure 2.5(b). Consequently, the resulting
interface representation is no longer sharp, and an equation that describes
the evolution of the phase field function is needed. Caginalp proposes to use
the Ginzberg-Landau free energy
&2 2 1, 5 2
Fulp) = / E(V@) + 3 (gp — 1) — 2w pdz,
D

where £ is a length-scale parameter that determines the width of the tran-
sition region of ¢ from —1 to 1, and é (<p2 - 1)2 is a so called double well
potential that ensures that the energy attained in the solid and fluid phases
is smaller than outside. Minimizing this Ginzberg-Landau free energy func-
tional leads to the coupled phase field system

1 .
Tgatzngnp—i—f((p—cp?’)—i—Qw in D
2
I (2.17)
wt+5§0t:kAw in D

with the boundary and initial conditions on w as in (2.16) and suitable
boundary and initial conditions on . Caginalp [21] proves that (2.17) has
a unique solution

(ZZ) e ¢([0,T); BUC (D))

globally in time under certain smoothness assumptions on the data. In col-
laboration with Chen, he also proves convergence of this phase field model
to the sharp interface limit as £ — 0 [22].

The Variational Inequality Formulation. Duvaut [47] introduces the first
variational inequality formulation for one-phase Stefan problems by defining
the so called freezing index [57]

5= f;(m) y(x,7)dr  in Qs(t),
0 in QF(t),

assuming that y = 0 in Qp(t), Qr(0) = D and that the interface is deter-
mined by the equation ¢ = ¢(z). Friedman and Kinderlehrer [61] consider a
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FIGURE 2.5. Phase field functions.

slightly more general setup and use an extension of Duvaut’s freezing index
to prove existence and uniqueness of a solution

y € L¥([0,T; H*"(D)) (1 < p < o0), ye € L=([0,T); L (D))
to the one-phase Stefan problem in parabolic variational inequality formula-

tion. Duvaut extends his approach to two-phase problems [48], see also [72,
Section 7.4.3].

Pawlow and Niezgédka [126] apply the Kirchhoff transformation
y
0=8), (W)@t = [ kateds, (a0 €Dx[0.1],
Ym

to the classical formulation of the two-phase Stefan problem and establish
existence and uniqueness, as well as continuous dependence on the data, of a
weak solution of the two-phase Stefan problem with L™ ([07 TY; Vo) regularity,
where

Vo={ve H'(D) : v|,,=0}.

We refer to [126] for the details. Pawlow [133] uses the transformed problem
as a starting point to formulate the two-phase Stefan problem as a parabolic
variational inequality. As in the previously mentioned paper | ], Pawlow
shows existence, uniqueness and continuous dependence on the data of a weak
solution with the same L ([0, T]; Vo) regularity. The main improvement of
this formulation compared to the approach of Duvaut [48] is the inclusion of
non-linearities in the problem data.

Classical Solutions. Weak solutions to the two-phase Stefan problem can
be obtained by the methods discussed above. However, in all of these ap-
proaches, the explicit tracking of the interface is avoided and, thus, such
weak formulations are not the natural choice for optimal control approaches
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to planning the motion of the interface. Classical solutions to Stefan prob-
lems that allow for an explicit representation of the interface, e.g., as the
graph of a function, have also been investigated.

Budak and Moskal [18] formulate theorems on uniqueness and existence of
classical solutions and continuous dependence of these on the data. The
authors remark that their results generalize to the multidimensional case,
and to non-linearities in the equations and in the boundary conditions. None
of the results in this paper are proved and Rubinstein [143] classifies them as
“undoubtedly wrong”. Caffarelli [20] investigates the regularity of the free
boundary in a one-phase Stefan problem.

In his book on the Stefan problem [109], Melrmanov collects local-in-time
results on the existence of classical solutions to the one-phase Stefan problem
(Section II.1) and the two-phase Stefan problem (Section I1.5) in the multidi-
mensional case. He also establishes a global-in-time result for classical solu-
tions to the one-phase Stefan problem in multiple dimensions (Section III.1).
The crucial point is that none of the techniques that are applicable to the
one-phase problem can be adapted to the two-phase case and, thus, so far
no general global-in-time results for the two-phase Stefan problem are known
(Section II1.2).

Borodin [16,17] proves a global-in-time existence result that implies that the
free boundary can be written as the graph of a function. Escher et al. [53]
establish a global-in-time result for classical solutions to the two-phase Stefan
problem with Gibbs-Thomson correction. However, their analysis relies on
the fact that the moving interface can be represented as the graph of a func-
tion at any time. Priss et al. [138] consider the two-phase Stefan problem
with isothermal interface condition and prove the existence of analytic solu-
tions on arbitrary time intervals. As in the previously mentioned approaches,
the moving interface is represented as the graph of a function.

In summary, we find that for the classical two-phase Stefan problem in the
general level set formulation (3.2), no global-in-time existence results are
available. As a consequence, any approach to the optimal control of the
classical two-phase Stefan problem (2.5) can only be formal if the moving
phase boundary is described by the level set method.

2.5 Overview of Existing Optimal Control Approaches

We close this chapter with a—mostly chronological and by far incomplete—
review of existing approaches to the optimal control of the Stefan problem
and related free boundary problems. Contributions including constraints are
commented on at the end of this section.
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Hoffmann and Sprekels [83] consider a one-dimensional inverse two-phase
Stefan problem. Their goal is to approximate an ideal interface motion by
using a non-optimal feedback control law. The authors show the existence of
a solution and provide numerical experiments. Niezgddka and Pawlow [126]
provide results on weak solutions of multidimensional Stefan problems in en-
thalpy formulation. In the companion paper [125], they use these results to
prove existence of optimal controls. Moreover, they analyze approximations
of the optimal control problems under consideration. These approximation
results are the basis for computing numerical solutions in [134]. Hoffmann
et al. [82] treat the problem of a feedback control via thermostats for a mul-
tidimensional Stefan problem in enthalpy formulation. They do not present
any numerical calculations.

Knabner [93] uses a linearization technique for the control of one-dimensional
Stefan problems. He carries out the minimization over a finite-dimensional
subspace only, but is able to derive estimates of the order of convergence.
After a discretization, the problem boils down to solving a least squares
problem. The author presents several numerical examples.

Kunisch et al. [98,99] consider the inverse problem of estimating the time-
dependent heat conductivity in a one-dimensional one-phase Stefan problem.
The authors use an equivalent integral equation to show the existence of a
solution of the forward problem. Based on this result, the solvability of the
parameter identification problem is established. Moreover, the convergence of
the method is investigated. A discussion of the discretization of the integral
equations is included and numerical examples are provided.

Zabaras and coworkers [169] discuss a design problem for two-dimensional
Stefan problems. Their approach is based on a deforming finite element for-
mulation. The authors assume that the desired interface location is known
in the form of coordinates of nodes on the interface at distinct instances
of time only. The boundary heat flux serves as the design variable. Kang
and Zabaras [89] consider a similar design problem. Their goal is to find
a boundary heat flux, which realizes the desired interface motion, by min-
imizing the defect between the reference temperature at the interface and
the temperature at the actual interface. They derive a sensitivity problem
and the corresponding adjoint problem. For the numerical solution of the
optimization problem, a deforming finite element method and a conjugate
gradient algorithm are used. In their examples section, the authors present
a unidirectional solidification problem and the problem of solidification in a
corner.

Yang [167] examines the inverse design of unidirectional solidification prob-
lems with natural convection by minimizing a similar cost functional as Kang
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and Zabaras [89]. However, this approach relies on the restrictive assump-
tion that the heat flux into the free boundary is known. Yang also uses a
deforming finite element approach and an adjoint calculus for the solution of
the optimization problem.

Barbu et al. [10] study the identification of the boundary heat flux in a multi-
dimensional one-phase Stefan problem. They interpret the forward problem
as a closed loop system in a non-cylindrical domain, and carry out the analysis
of this problem in a Hilbert space setting. The solvability of the identifica-
tion problem is shown, and its approximation by a family of optimal control
problems is analyzed using convex analysis tools. Numerical experiments are
provided for one-dimensional problems.

Dunbar et al. [46] use a series representation of the solution of a one-dimensional
non-linear one-phase Stefan problem to study motion planning by a bound-
ary control. A weak maximum principle for the forward problem is discussed
and numerical simulations are provided.

Hinze and Ziegenbalg [79] represent the interface in a two-phase Stefan prob-
lem as the graph of a function over a rectangular domain, which allows for
the direct control of the interface motion. They use the temperature at the
boundary of the container as the control variable and aim to track the desired
interface motion by minimizing an appropriate cost functional including an
observation at terminal time. An adjoint system is derived in a formal way.
This adjoint system is the basis for a gradient method with line search to
solve the optimization problem. The discretization of the infinite-dimensional
problems is carried out by a finite difference approach. The authors present
a numerical example to verify their theoretical results. Later, the same au-
thors extend this approach and include convection-driven flow in the fluid
phase [80]. More details concerning this approach can be found in [172].

Protas and Liao [137] consider a one-dimensional optimization problem for a
PDE system in a moving domain. The authors map the moving domain into
a fixed domain and then derive an adjoint system. Alternatively, they show
how to derive an adjoint system directly in the moving domain using methods
of non-cylindrical calculus. These two approaches do not commute. The
numerical examples given in this paper are based on a spectral discretization.
The authors also discuss the consistency of their gradient approximation.

Repke et al. | | discuss an optimal control problem for a stationary free
surface Stokes flow which models a film casting process. The goal is to have
the free boundaries that are described as the graphs of functions follow a
prescribed trajectory by adjusting the ambient aerodynamic pressure. The
authors present two different approaches. The natural choice is to include
the free boundaries as state variables in the problem. Alternatively, the
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additional kinematic condition at the free boundaries is added to the cost
functional as a penalty term as suggested in [ ]. In each of these two cases,
an adjoint system and a gradient equation are derived using the Lagrange
formalism. The BFGS method is used to solve the optimization problems.
The forward and the adjoint systems are solved by a fixed-point method
using finite elements.

Control and State Constraints

Hoffmann and Jiang [81] show the well-posedness of a phase field model for
a three-dimensional solidification problem in which the heat source acts as
a distributed control. Fréchet-differentiability of the control-to-state opera-
tor is proved. The authors establish the existence of an optimal control in
the presence of control constraints, and they provide an optimality system
which consists of the forward problem, an adjoint system and a variational
inequality.

Heinkenschloss and Sachs [73] use these results as a starting point to set
up a projected Newton method. They discuss the implementation of the
proposed algorithm and present numerical results. Later, Heinkenschloss
and Troltzsch [74] extend this approach and prove convergence of an SQP
method for the solution of the proposed control problem subject to control
constraints.

Roubicek [142] studies a multidimensional Stefan problem in enthalpy for-
mulation with a radiation boundary condition. The boundary temperature
acts as the control in the corresponding optimal control problem which in-
cludes state-space constraints for observations of the state in the interior of
the domain or on the boundary. The existence of a solution is argued. For
the numerical solution of the optimal control problem, the state constraint
is removed by a penalty method and an approximation result is established.
A finite element discretization in space is combined with the implicit Euler
method in time to solve the unconstrained optimal control problem numer-
ically. Roubi¢ek and Verdi [141] study a continuous casting model in en-
thalpy formulation that includes the Stefan problem as a special case. A
cooling intensity coefficient acts as the control on the boundary of the do-
main. The goal is to minimize a tracking functional for the temperature
subject to control constraints of box type and a general state constraint. As
in the previously mentioned approach [142], the state constraint is dealt with
by a penalty method. The authors prove convergence of the finite element
approximation under a stability condition linking the penalty parameter for
the state constraint with the spatial discretization parameter and the time
step of the implicit Euler method.
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In a series of papers | - ], Neittaanméaki and Tiba study the optimal
control of the two-phase Stefan problem in enthalpy formulation by the heat
flux through the domain boundary. The temperature is subject to a box-
constraint, which is treated by a regularization approach proposed in | ].
The authors prove the solvability of the state-constrained optimal control
problem, but do not give numerical results.
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This chapter is mainly devoted to the formal derivation of the first-order
optimality system for a control-constrained motion planning problem for the
classical two-phase Stefan problem. To set the scene, we first review prin-
ciples of PDE-constrained optimization problems with control constraints in
an abstract setting. We then formulate the motion planning problem as an
optimal control problem for a free boundary and proceed by formally deriv-
ing first-order necessary optimality conditions using the associated Lagrange
functional. The shape calculus tools and transport theorems on which this
derivation relies are provided in Appendix A. A brief discussion of the adjoint-
based projected gradient method and the limited memory BFGS method that
are used to solve the control-constrained optimal control problems closes this
chapter.

3.1 Principles of PDE-Constrained Optimization

In this introductory section, we consider an abstract optimal control prob-
lem to demonstrate the principles of PDE-constrained optimization problems
subject to control constraints. We use the Lagrange formalism to establish
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an optimality system on the basis of which the numerical solution of the
optimal control problem can be obtained by a suitable algorithm. For more
details on this subject, we refer to the extensive literature, in particular to

the books by Lions [107], Troltzsch [157] and Neittaanméki et al. [120].
Let us focus here on the problem
in J
yerlr},lz?eu (y7 u)
. t.
® (OCPCC)
e(y,u) =0,
U E Uxa CU.

The state (state variable) y belongs to the state space ), and the control u is
an element of the control space U. Typically, Y and U are Banach spaces or
even Hilbert spaces, depending on the actual problem at hand. The control
constraint u € Uyq restricts the controls to a set of admissible controls, Uag,
which is assumed to be a convex subset of the control space U. The state
and the control are related by the state equation e(y,u) = 0, where usually
e:Y XU — Z*, and Z* is the dual of (a Banach space) Z. While the state
equation is determined by the specific application under consideration, the
cost functional J :' Y x U — R can be chosen to fit the needs of the user.
Frequently, this functional is of tracking type, i.e., it aims to bring y as close
to a desired state yq as possible.

As in finite-dimensional optimization problems, first-order necessary opti-
mality conditions are the basis for solving (OCPCC). An extremely useful
tool to obtain these optimality conditions formally is the Lagrange functional
L:Y xU x Z— R which is defined as

ﬁ(y’uvp) = J(y7u) - <e(y»u)7p>z*,z ‘

The choice of the sign in front of the duality pairing in this definition is not
consistent in the literature, some authors prefer a plus sign over the minus.
The adjoint state p serves as a Lagrange multiplier for the state equation.
Setting £, 0y = 0 for all admissible directions of variation dy yields the
adjoint equation

e;(y,u)p = Jy(y,u).

Note that this equation is always linear in p, even if the state equation is
non-linear. The optimality of a control © and a state y is characterized by
the variational inequality

(Luyv —u) = {(Ju(y,u) — ey (y,u) p,v —u) >0 for all v € Uaq.
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The complete first-order optimality system that solutions g, @ of (OCPCC)
and the corresponding adjoint state p must satisfy is thus given by the non-
linear system

€
(Ju(y,w) — ey (g, u) p,v —u) >0 for all v € Uaq.

Function space oriented optimization methods for the numerical solution
of (OCPCC) can be built upon this first-order optimality system, for in-
stance, a projected gradient method or a quasi-Newton method such as the
limited memory BFGS method, see Section 3.4.1.

Remark 3.1. (1) If Upa = U, i.e., in the absence of control constraints,
the above variational inequality is replaced by the gradient equation

Ju(g, ﬁ) - 6:: (g7 ﬂ) p =0,

and the requirement u € Us,q is dropped.
(2) As an alternative to the explicit treatment of the control constraint
described above, one can (formally) introduce Lagrange multipliers
also for the control constraint and solve the resulting Karush-Kuhn-

Tucker system, e.g., by an active set strategy [14], see also [157,
Sections 2.8 and 2.12.4].

3.2 Motion Planning as an Optimal Control Problem

Motivation. As indicated by Hinze and Ziegenbalg [79], the shape—and con-
sequently the motion—of the interface I'; (t) strongly influences the outcome
of many industrial production processes involving phase change phenomena,
as well as the length of a production cycle of such processes. Thus, it is
desirable to control the motion of the interface, for instance, by tracking a
prescribed trajectory. In addition, it might be important to have the tem-
perature distribution close to a desired temperature profile, e.g., to prevent
steel from cooling too slowly or too rapidly.

Problem Setup. We subdivide the boundary of our given hold-all D into two
parts, 9D = 'c UT'n, e NI'y = (. We assume that a certain prescribed
heat flux g acts on I'y, which might be empty, and that we can control the
heat flux u on I'c, which we require to be nonempty. For reasons that are
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I (t), g D

Fc,u Fg(t)mg

I
I (t),g

FIGURE 3.1. Setup of geometry for the motion planning
problem for the two-phase Stefan problem.

explained in Remark 3.2 below, I';(£) must not touch I'c, while contact with
I'n is allowed. Thus, the decomposition of 0D induces the sets

2 :=TcnNos(t), TE&:=TenoQr(t), 5.1)
I3 (t) =N NoNs(t), Th(t):=TnNoNk(L), '

see Figure 3.1. The two-phase Stefan problem in level set formulation using

the decomposition (3.1) of 9D reads:

Find a function y : D X [0,7] — R (the temperature) and a function ¢ :

D x [0,T] — R (the level set function) such that (see Figure 3.1)

pcsyr —ks Ay = f in Qs(t) (3.2a)
pcrys —krAy=f in Qp(t) (3.2b)
y(z,0) = yo(x) in D (3.2¢)

ksg% =u on I'Z (3.2d)

kp% =u on I'& (3.2e)

ks% =g on F%(t) (3.2f)

kgt =g on TN (1) (3.2¢)

y(x,t) = ym on I';(t) (3.2h)

—pL¢r = [kVy]5 Vo on T'7(t) (3.21)
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¢(z,0) = ¢po(x) in D (3.2))

on a certain time horizon [0, 7.

Throughout this text, we will also refer to (3.2) as the forward system.

Remark 3.2. Due to the structure of the adjoint system that is to be devised
in Section 3.3, the control u will show a lot of activity at contact points
between I';(¢) and I'c. This control behavior might result in the physically
meaningless situation that y < yas in parts of Qp(t) and y > yar in parts of
Qs(t), a contradiction to (2.6). Therefore, we do not allow I'z(¢) to touch
Tc.

The Optimal Control Problem. In the terminology of Section 3.1, the sys-
tem (3.2) represents the state equation. The two state variables of (3.2)
are the temperature y and the level set function ¢. As already mentioned,
the heat flux v through part of the boundary D acts as the control. The
tracking-type cost functional

T T
o) =2 [ [w-vldear P [ [ jedasar
0 D 0 T'r(t)

+ 2 / W) —yrfPde+ 2 [ |orfPds (3.3)
2 D 2 FI(T)

7
+E/ / lu|? ds dt
2 Jo Jre

provides a mathematical description of the control goals stated above. The
first two terms aim to control the temperature distribution and the motion
of the interface over the control horizon [0, T, while the third and the fourth
term monitor the final temperature distribution and the final interface po-
sition at terminal time T. The variables yq = ya(z,t), yr = yr(x), ¢a =
¢d(z,t) and ¢r = ¢r(z) are referred to as the desired states. Note that ¢q
and ¢r must be functions whose zero level sets represent the desired inter-
face positions. The last term in (3.3) has two meanings. From an application
point of view, this term models control costs, while the mathematical reason
for adding this term is the regularizing effect it has. We discuss this cost
functional in a little more detail at the end of this section.

The motion planning problem we consider is

nzﬁin J(y,¢,u) subject to (3.2). (MPP)
Y,p,u
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1

FIGURE 3.2. One-dimensional illustration of the cost functional (3.3).

Remark 3.3. (1) Note that the level set function ¢ carrying the geo-
metric information is a state variable. Thus, (MPP) is an optimal
control problem for a free boundary problem, rather than a shape
optimization problem.

(2) Obviously, (MPP) has the structure of (OCPCC). This admits the
application of the Lagrange formalism introduced in Section 3.1 to
derive first-order necessary optimality conditions.

(3) (MPP) does not contain any control constraints. We comment on
the inclusion of these in Remark 3.9 at the end of Section 3.3.4.

)

We treat the optimal control problem (MPP) by an “optimize-then-discretize’
approach, meaning that we derive the first-order necessary optimality condi-
tions in a continuous framework (Section 3.3). The coupled partial differen-
tial equations in the forward and the adjoint systems that are part of these
optimality conditions are discretized afterwards (Chapter 4).

How to Choose the Desired States ¢, and ¢r? The description of the
desired interface motion via the desired states ¢4 and ¢r is of course not
unique. Any function whose zero level sets reproduce the desired interface
motion can be used in the cost functional (3.3). However, there are specific
choices of ¢4 and ¢r with a natural meaning, namely, the signed distance
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functions to the desired interface positions. In this case, the terms

/ |pa|*ds  and / |pr|? ds
T (t) r(T)

express the accumulated squared distance of the current interface from the
desired interface at time ¢ € [0,T], see Figure 3.2 for a one-dimensional
illustration. Note that this is independent of the choice of ¢ away from
().

Potential Reformulations of the Cost Functional. Following ideas of Dziuk
and Elliott [50], a potential reformulation of the cost functional (3.3) is
devised as follows. Since ¢ = 0 on I'7(t), we have

/ |¢d|2ds=/ 16— bul? ds.
Tr(t) Tr(t)

/ |¢—¢d|2dsdr:/ 16— 6af? V9| da
{¢=r} D

Moreover,

supp ¢

infp ¢
by the coarea formula [50]. To restrict the observations to a neighborhood of
the current interface, the integrand |¢ — ¢a|? |V¢| is multiplied by a proper
density function, e.g., §(¢), see [130, Section 1.5]. The resulting contribution
to the cost functional (3.3) is then given by

/D 5(68) 16 — dal? V6| de,

and a similar formula can be established for the interface tracking term at
final time 7". Thus, the cost functional (3.3) can be rewritten as a functional
involving only tracking terms that are defined on all of the hold-all D. As
we shall see in the next section, cost functionals of this type are not suitable
for motion planning in the level set formulation. The reason is that the
resulting forcing terms that these reformulated cost functionals contribute to
the adjoint level set equation are defined also away from the interface.

Another conceivable reformulation of the cost functional (3.3) includes terms
that relate the length—or some other geometric quantity—of the current in-
terface to the same quantity of the desired interface. The motivation for
including such terms is that (3.3) can also be decreased by forcing T';(¢) to
disappear. Numerical experiments with several different cost functionals in-
corporating the length of I';(¢) have indicated that these modifications do
not have the desired effect. Rather, a proper choice of the weights in (3.3)
prevents I';(¢) from disappearing and paves the way for the desired inter-
face tracking. The Mumford-Shah functional [118] which is used in image
segmentation is based on a regularization idea that is, in a certain sense,
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complementary to the discussed modifications of the cost functional (3.3).
In this functional, the length of the curve representing edges in the image is
used as a penalty term to prevent this curve from getting too long and from
developing fractal structures.

3.3 Derivation of the Optimality System

In this section, we derive first-order optimality conditions for (MPP) in the
absence of control constraints. As argued in Section 2.4, no global-in-time
existence results for classical solutions of the two-phase Stefan problem in
level set formulation are available. As a consequence, the subsequent treat-
ment of the optimal control problem (MPP) is only formal. In particular, the
existence of solutions of (MPP) is assumed and can not currently be proved.

We assume that each choice of the control v induces unique states y(u) and
¢(u). Plugging these new quantities into the cost functional of (MPP) leads
us to the unconstrained problem

min J (u)

u

for the reduced cost functional J(u) := J(y(u), ¢(u),u). To compute the
gradient of J(u), we introduce the Lagrange functional to (MPP). (Here and
in Sections 3.3.1-3.3.4, we omit the ds, dz and dt for the sake of brevity.)

c C N N
£(y7¢7u7p7p57pF7pS7pF7pI7w) y7¢7 / /

T
—// (p0syt—ksAy)p—// (perys —kr Ay) p
0 JQg(t) Qp(t)
r dy
- ks —g)p —// (ks —u)p 4
//rs(t)( Son s Son (3.4)
[ et [ oot
(1) rF
— (y,yM)p,,// (pLov+ k45 V6) w.
0 Jry() 0 JT(t)

The adjoint system is obtained by setting £,(-) = L4(-) = 0, as explained in
Section 3.1. Note that we demand the conditions
y(%, 0) = ?JO(CU)v (BQC)
¢(x,0) = do(z) (3:2))
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explicitly. This means that when calculating the derivatives £, dy (in Sec-
tion 3.3.1) and L¢ d¢ (in Section 3.3.2), we have to require

0y(z,0) = dp(z,0) =0

for the directions of variation.

3.3.1. The Adjoint Temperature

The derivation of the adjoint heat equation is rather straightforward. We
apply the chain rule to the quadratic contributions of the cost functional and
replace y by dy in those parts that the temperature enters linearly:

Ly oy = /DT /D Y1 (Y — ya) 6y + /D v (Y(T') — yr) oy(T)

T T
—/ / (pcs oyr — ks Aéy)p—/ / (ch oyr — kr Aéy)p
0 Jag(t) Qp(t)
T
_ / / k 35y pS _ / / k' 86y
g (t) rg
/ / k 65'y pF / / k 86y
& (t) rf
/ / oy pr — / / [k V(Sy -Vo.
rr(t) rr(t)

To obtain the adjoint heat equation in strong form, we have to move the
spatial and the temporal derivatives from the direction of variation dy to
the adjoint state p. To this end, we apply integration by parts in each of
the phases, once with respect to time (see Corollary A.11) and twice with
respect to space (by using Green’s formula):

Lydy = /0 /D Y (y — ya) Oy + /D vs (Y(T') — yr) 0y(T)
pes dy(T)p(T) + / pecs 6y(0) p(0)

(T) Qg(0)

I,
T T
+/ / pCSptéer/ / pcsdypus
Qg (t) 0 Qg (t)
T
/ / ks 92 p — / / ks VéyVp
Qg (t) 0 Qg (t)

_ / per oy(T) p(T) + / pcr 6y(0) p(0)
Qp(T) Qp(0)



3.3 Derivation of the Optimality System 35

T T
+/ / pCFpt5y+/ / pcrdypur
Qp(t) 0 OQp(t)
T
/ / hp 258 / / ki VOyVp
0 (t) 0 JOp(t)
T
—/ / ks 224 pf —/ ks%‘iﬁ’ps
o Jr3 @
T
[ e [ st
Ty () e
/ / Sypr — / v [k VoS - Vo
1310 Ty (t)
- / / 71 (y — ya) Oy + / 75 (y(T) - yr) 3y(T)
0 D D

_/ pes 6y(T)p(T)+/ pcs 6y(0)p(0)
Qg (T)

5(0)

T T
+// pcspt5y+// pecsdypV - -n
Qg(t) 0 JI'(t)
T
AT
Qg (t) 0 Jog(t)
N / / ks Apdy — / per 8y(T) p(T)
0o Jag(t) Qp(T)
+/ pecr oy(0 / / pCcF 6y
Qp Qp(t)

/ / pcpéypV n+/ / k:pz?&y
Tr(t) 9 (t)
_// kpapdy+// kr Apdy

0 JoQg(t) Qp(t)
T
Ll [
o JIY®)
[

kr 35yp / / kp 8§y
rgm "

T
/ Sy pr — / W [k VY] - Vo.
Tyt 0 JTr(t)
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Here, vs and vr denote the normal velocities that arise in Corollary A.11
applied to integration in Qg(t) and Qp(¢), respectively. Note that we have
used the properties

vs=vr=0 ondD and wvs=V-n,op=-V-n onl(t),

which state that the boundary of the hold-all D is fixed and, thus, does not
move, and that the velocity fields in Corollary A.11 are determined by the
Stefan condition (2.4) on the moving interface I'z(t).

Sorting the terms in the last formula for £, §y corresponding to their domain

of integration and using dy(z,0) = 0 and n 29 % on I';(t), we find the

following condition for the adjoint temperature p:
T
0:/ / (pespe+ ks Ap+ 1 (y — ya)) 0y
Qs(t
T
+/ / (perpe+ ke Ap+ 71 (y = ya)) oy
Qp(t)
[ (pes (D)~ 3 (u(T) ~ yr) S(T)
Qs(T)

(perp(T) =3 (y(T) = yr)) 6y(T)

\

Qp(T)

+// 20 6y + ks B2 (p — py)
0 F
T
+// 22 6y + ks B2 (p — p$)
0 rg
T
+// S2) Sy + kr 9 (p — pr)
0 Fg(t)
T
+/ /( ) oy + ke %Y (p — pF)
0 TE

/ / pcspV n—pcrpV - nfks Jrka*pI)(sy
rr(t)

+/ / (p—v|Vo|) [kVoy]5-n  for all oy.
0 JTr(t)

By altering the directions of variation dy properly, we eliminate certain terms
from this last equation step by step. This process finally yields the equations
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—pespe— ks Ap = (y — ya) in Qs(t)
—perpt —kr Ap =71 (y — ya) in Qp(t)
pesp(T) = vs(y(T) — yr) in Qs(T)
perp(T) = y3(y(T) —yr) in Qp(T)

pS =, ks 22 =0 on I'Z
pgzp, kFg—Z:O on T'E
Pg:I% ksg*ﬁzo on F]S\;(t)
PR =D, kFg*Z:O on 'y (t)
pI:p(csch)pV~n7[kVp}i~n on I'z(t)

p=1|Vg| on I'7(t)

that characterize the adjoint temperature p and the multipliers p§, %, oy, p¥

and p;. Apparently, an equation for the adjoint state ¢ is needed to make
this system complete.

3.3.2. The Adjoint Level Set Function

The derivation of the adjoint equation to the Stefan condition (3.2i) is by
far more involved than the derivation of the adjoint heat equation. This
is due to the geometric non-linearity that ¢ introduces into the coupled
problem (3.2). In particular, the domains of integration in the Lagrange
functional (3.4) depend on ¢. As a consequence, taking the derivative of this
functional with respect to the level set function ¢ requires shape calculus
tools. Appendix A provides the necessary background and collects formulae
for taking derivatives of domain and boundary integrals in a level set context.

We denote by D [H(¢); d¢] the variation of the functional H(-) in direc-
tion d¢. Using this notation, the derivative of the Lagrange functional £ in
direction d¢ is given by
Lydd=
D[J(y, d,u); 6¢] — (3.5a)

oIf -
D ﬂ /0 / fpesu—ksaa)p M’ﬂ - (3.50)
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D '/OT /QF(t) (pcr ye — ke Ay) p; 5¢ﬂ - (3.5d)
D -/T/Fsa (ks2L —g p—l—/ / o (kr2L —g)p; 5¢ﬂ —  (3.5¢)
R T A MC B EEC
D /0 /Fl(t)(y —ym) pr; 6¢]] - (3-5g)

D /OT/F . (quﬁt—i— [kVy}f,-w) ¥ 5¢ﬂ . (3.5h)

We now analyze the contributions (3.5a)—(3.5h) step by step.

(3.5a) | In the cost functional J, the domain integrals for tracking

a desired temperature profile and the control cost term do not depend on
¢. The remaining two terms are of boundary integral type, calling for an
application of (A.13). Consequently, the contributions of the cost functional

are
D [[% /T/ Iy—yd|2+§/ y(T) — yr[*; 5¢]‘
+D |[72/ /r,m +2 /FI(T) |<z>T|2+72"’/0T/FC [l 6¢ﬂ
=D H”;/ /rm) |pal? + %/rlm o s 5¢ﬂ
= foo oA (g 10 + vl

T n 3o(T) ( 2)
2 Jrym V9 (lorF) +slorl”) ¢

(3.5b) | The heat source f is integrated against the adjoint tempera-
ture p over all of the hold-all. Obviously, this term is independent of ¢ and,
thus, does not contribute to the variation of the Lagrange functional with ¢.

o
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(3.5¢) | The heat balance in the solid phase enters the Lagrange func-

tional as a domain integral. According to (A.10), its variation evaluates to

3.5¢) / / csyr — ks Ay
( o025 (6 |V¢|(p s9 ks Ay)p

(pesye — ks Ay) p // <zfp
/ /w) Vol b I |V¢>\

where we have used that d¢ = 0 on 9D in the second equality, and the last
equality holds in the sense of a trace because of (3.2a). o

(3.5d) | Along the same lines as for (3.5¢), we derive an expression

for the variation of the heat balance in the fluid phase. Note that there is a
change of sign because the geometric variation introduced by d¢ is just in
the opposite direction compared to the solid phase.

T 6¢
5d :/ / ——(pc —krAy)p
) Qp(t) |V¢‘ (p e g y)

cryt — k Ay / /
/ / » |V¢>| (perye = ke S |V¢\

where the last equality holds in the sense of a trace because of (3.2b). o

’ (3.5e) and (3.5f) ‘ To have an admissible velocity field for the speed
method, we require d¢ = 0 on 9D in accordance with Remark A.6. Thus,
(3.5¢) is identically zero. In addition, the integrands and the domains of
integration in (3.5f) are independent of ¢. Similarly to (3.5b), (3.5f) does not
contribute to the variation of the Lagrange functional with ¢. o

‘ (3.5g) and (3.5h) ‘ To evaluate (3.5g) and (3.5h), we have to assume

that the multiplier p;, the adjoint state 1) and the jump of the temperature
gradient [k Vy]li are defined on all of D, i.e., we interpret these terms as
restrictions of globally defined quantities to I'7(¢). Otherwise the standard
shape calculus tools from Appendix A are not applicable.

Based on this assumption it is straightforward to compute the contribution
of the interface condition (3.2h) by (A.13):

((y —yn) pr)
(8:5) //mww( on +"(y_yM)p’>

Y (3.2h) 6¢ 0O _
/ /w vl on (V7 vl P1)
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ven [N Yoy, [T [ 80,
r;(t) \V¢| 3" Iy(t) [Vl 8”

Remark 3.4 (Including the Gibbs-Thomson Correction). If the isothermal in-
terface condition (3.2h) is replaced by the Gibbs-Thomson correction (2.13),
differentiation of the corresponding term in the Lagrange functional with re-
spect to ¢ requires differentiating the curvature x. The relation (2.10) can
be used as a starting point in this case.

We now apply the chain rule (A.14) to (3.5h). Since the integrand is of the
form 1 A(¢ + d¢) with a linear operator A, we infer:

3.5h) = //w) |V¢|< (0L éu + [kVy]5 - Vo))
+r(pLoe+ [kVy]S w)w)
T
+/ /F()(pLé@+ksww¢—kpwv5¢)w

0
//WWM (pLou+ [kVy)5 - Vo) v

S
+/O /Fl(t)(pL&bt + [k VY], - Vig) . (3.6)

by G20

Remark 3.5. Note that if we use a constant extension of the velocity V to all
of D, (3.6) can be further simplified. In this case, the level set equation (2.8)
holds and, therefore, the normal derivative of its restriction to I'z(¢) vanishes:
0
5, P Lo+ [kVy]Z - Vo) =0.

As a consequence, we have

T
(3.511):/0 /F t)(pL(S(bt—i—[kVy]i.V(qu)w.

To obtain the adjoint Stefan condition, we have to move the derivatives
n (3.6) from the direction of variation d¢ to the adjoint state 1. Because
we assume 1 to be globally defined, the integrand in (3.6) is globally defined
as well. Thus, Corollary A.13 is applicable, and in conjunction with (2.7) it
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implies

T

[ [ erésw=[ preve- [ prssu
0 JIy(t) r(T) rr(0)

T
7/ / pLépY: +V(pLép)) -V +pLopy divp, ) V
Tr(t)

T
=/ pLody— pww—/ / pLSb
r(T) rr(0) 0 JTIr(t)

T
—/ / SépL (w-v+w divw)v)
0 JTIy(t)

T
—// pLyVép-V
0 JIy(t)

Fortunately, the last term in this equation cancels with those parts of (3.6)
that contain V{i¢:

—pLY VoV + 4 [kVy]7 - Voo
PED (~[kVyly Vo + [kVYSVES) = 0. o
Finally, we collect all contributions (3.5a)—(3.5h). Using d¢(x,0) = 0, we end

up with the following expression for the derivative of the Lagrange functional
L in direction d¢:

coso=-2 [0 L. o5 (o o) + slout?)

74 6¢( ) ) )
2 Jr,my V9 ( (Ipa(T)?) + |¢d(T)|>

//w val! //w ~a ! +/OT/F, %% pr

//w |§‘f;| D (pL v+ [k VY5 - Vo)w

_{/I“I(T)pL&st_ rI(o)pL(s@w_/OT/Fl(t)pL(sqﬁwt
T
_/ / ort (v¢'v+¢divrm>‘7>}
r'r(t)
/ /Fm) |V¢\< (I9al?) + & |¢al ) / /rm%%pl
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) 0
//M) Wﬁw (pL e+ [kVy)5 - Vo) v

T
+/ / pL5¢1/Jt+/ / oppL (V1/1-V+1/J divr, (¢ V)
0 JT(t) Tr(t)

74 0p(T) B} N
2 Jry) |v¢>|( (I2a(TF) + |<z>d<T>|) /FI(T)pLM,

Requiring L4 d¢ = 0 for all admissible directions d¢ results in the adjoint
Stefan condition:

~p LIVl =~ ( (I¢a] )+m\¢d|2> + 9% by Vol p LV V

+ 1 { (pL ot + [kVy]7 - Vo) + V| p L divr, ‘7} :

I S :
ol0) =~ ioo 5 (e o) +xlonf).

Note that V is constant in normal direction by construction. This implies
divp, ) V = divV (3.7)

by Definition A.8. In combination with Remark 3.5, (3.7) can be used to
further simplify this adjoint Stefan condition, and to rewrite it as

—pL|Ve| (¢ +div(yp V) = —% <a% (|pal?) + 5 |¢d\2> + %m, (3.8a)

pLIValw(@) = =2 (2 (lorf) +rlor?).  (28)

Remark 3.6. If we reverse the time direction by setting t =7 —s, s € [0,T],
and introduce the new variables
Y(z,s) =z, T —s), W= -V,
the PDE (3.8) can be rewritten as
. . = 0 0
pLIVY| (¥ + ¥ divr, @ W) =~ (* (Igal*) + & \¢dl2> + a%pz,
(3.9)

pLIVHIW(0) = - 2( (62F%) + wlorl)

where ¥ = W, + V¥ - W is the material derivative of W. Equation (3.9)
constitutes a first-order PDE on the moving surface I'z(¢).
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Note that all derivatives in the first-order conservation law (3.8) on I';(¢) are
globally defined. Moreover, the motion in this equation is purely tangential
because of (3.7). Thus, as in the level set method, (3.8) can be directly
extended to all of D, or at least to a neighborhood of I';(¢), by using a
constant extension of the terminal condition (3.8b) and the forcing term on
the right hand side of (3.8a). We return to this point in Section 4.5.

3.3.3. Summary and Interpretation of the Adjoint Stefan Problem

In summary, the following adjoint system results from setting £, (-) = L4(-) =
0.

—pcspr— ks Ap =1 (y — ya) in Qg(t) (3.10a)
—perpe —kr Ap =71 (y — ya) in Qr(t) (3.10b)
pcsp(T) = v3(y(T) — yr) in Qs(T) (3.10¢c)
perp(T) =ys(y(T) — yr) in Qr(T) (3.10d)
pS=p, ksZ=0 on TS (3.10e)
PR =p, kr o2 =0 on & (3.10f)
ps =p, ks 375 =0 on 'y () (3.10g)
pr=p, krZ=0 on T () (3.10h)
DI :p[c]f,pv-n— [k:Vp]i-n on I'z(t) (3.101)

p= w Vol on I';(t) (3.10)

(wt + dlv( )) an pr — 2 (Z|dal® + £ |pal?) on I';(t) (3.10k)
Y(T) = —% (g5l + & 9r[?) on Tx(T) (3.101)
L:=pL|Vg|. (3.10m)

We refer to p and ¢ as the adjoint temperature and the adjoint level set
function, respectively. Equations (3.10a)—(3.10h) have a similar structure as
the corresponding equations (3.2a)—(3.2¢g) in the forward system. The only
difference is that source terms appear on the right hand sides of (3.10a)-
(3.10d). These represent the contributions of the temperature tracking terms
in the cost functional. The boundary conditions for p are homogeneous and of
Neumann type on all of 9D. Equation (3.10i) is of Stefan type and states that
the multiplier p; can be expressed in terms of p. V s the velocity field with
which the interface moves as defined in (2.4). The coupling between the two
adjoint states p and 9 is enforced by the adjoint interface condition (3.10j)
that completes the adjoint heat equation. Note that this equation plays the
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same role as (3.2h) in the forward system. Finally, equations (3.10k)—(3.101)
constitute the adjoint Stefan condition. The forcing terms on the right hand
sides of these equations are the contributions of the interface tracking terms
in the cost functional J. As expected, the time direction is reversed in the
adjoint system.

Remark 3.7. As mentioned above, we call the adjoint state ¥ the adjoint
level set function. The terms adjoint Stefan condition and adjoint level set
equation are used equivalently for the equations (3.10k)—(3.101) characteriz-
ing this adjoint quantity.

3.3.4. The First-Order Optimality System

Now that we have the adjoint system (3.10) at hand, the only missing in-
gredient of the desired optimality system is the gradient equation which is
established by setting £, u = 0. Using the same notation as in Section 3.3.2,
we obtain

eunn=p |3 [* [ i - (o[ [ [ st -ssin]
+D|[// kF—upg;auﬂ).

The first term is the only contribution of the cost functional and evaluates

to
T T T
DHE// \u|2;5u]]:ﬁ/ / 2u6u:/ / Y5 u du.
2 0 To 2 0 T'c 0 Le

The remaining two terms are the contributions of the corresponding Neu-
mann boundary conditions (3.2d)—(3.2e). By (3.10e)—(3.10f), they can be
simplified to

|[/ / ks—fu ps,5uﬂ+D|[/ / kF—fu pg;Juﬂ
rg rE
:/ / —(Supg—l—/ / —5up1€:—/ Sup.
o Jrg o Jrg 0 Jreo

Thus, we arrive at the gradient equation
O=~yu+p on I'c. (3.11)

In summary, the optimality system of the optimal control problem (MPP) in
the absence of control and state constraints is given by
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e the forward system (3.2),
e the adjoint system (3.10) and
e the gradient equation (3.11).

Remark 3.8 (A Property of the Optimal Control). If the cost functional does
not involve temperature tracking terms at terminal time, i.e., if 73 = 0, the
adjoint temperature vanishes at ¢ = 7. Owing to (3.11), this is true also for
the control u .

Remark 3.9 (Including Control Constraints). If the control u is restricted to
belong to a convex set Uaq of admissible controls, the gradient equation (3.11)
must be replaced by a variational inequality as described in Section 3.1. In
our particular setup this variational inequality has the form

i
.Cu(v—u):/ / (vsu+p)(v—u)dsdt >0 Vv € Uaa.
© Jre

The adjoint system (3.10) remains unchanged.

3.4 Optimization Methods

In the presence of pointwise control constraints of the form
Uaa = {u <u <u}, (3.12)

we use the projected gradient method (see Algorithm 1) to solve (MPP). If
there are no control constraints present, (MPP) is solved using the limited
memory BFGS method (see Algorithm 2). It is well known that gradient-
based algorithms exhibit slow convergence. Nonetheless, they are the method
of choice to numerically verify that the proposed optimal control approach is
reasonable, due to their straightforward implementation. The limited mem-
ory BFGS method tries to improve the speed of convergence by precondition-
ing the gradient direction with a symmetric positive definite matrix which
is usually an approximation to (the inverse of) the Hessian. This approxi-
mation is updated during the iteration. Thanks to this update strategy, no
second order derivatives are needed. For more details on the BFGS method
and, in particular, on the application of higher order methods in optimal
control, we refer to | , Chapter 6], [91, Chapter 4] and [78], respectively.
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Algorithm 1 Adjoint-Based Projected Gradient Method

Input: 0

u
Output: @,7,6,p, 9
1: ] =0
2: while the convergence condition is not fulfilled do
3. Solve the forward problem (3.2) for 47 and ¢’.
4:  Solve the adjoint problem (3.10) for p’ and 7.
5. Construct the descent direction from (3.11)

vl = —(yu’ +p).

6: Determine ¢/ from

o’ = argmin J (P (uj +o vj) )
7. Set W =Plm (W +9707), o5+ 1
8: end while

3.4.1. The Adjoint-Based Projected Gradient Method

Discretization. In each iteration of Algorithm 1, steps 3 and 4 require the
solution of the coupled equation systems (3.2) and (3.10). Obviously, these
solutions can only be obtained numerically after a suitable discretization.
This is discussed in detail in Chapter 4.

The Descent Direction. The choice of the descent direction v’ in step 5
corresponds to the negative gradient, i.e., the direction of steepest descent.

Ensuring Admissibility. The projection P,z (-) in steps 6 and 7 ensures
that the computed controls are admissible with respect to the pointwise con-
straint (3.12). The projection is defined as

Pruz) (u) = min{u, max{u, u}}, (3.13)
and, as the control constraint, it has to be interpreted in a pointwise sense.

Line Search. Determining the step size o/ in step 6 is too complicated a task
to be solved exactly. Instead, a line search procedure, the Armijo rule with
backtracking, is used to determine an approximation to o7, see, e.g., [ ,
Chapter 3].

Initial Guess. Owing to the non-linearity of the two-phase Stefan prob-
lem (3.2), the optimal control problem (MPP) is non-convex. Thus we can
only expect convergence of Algorithm 1 to stationary points. The initial
guess u’ determines which of these stationary points Algorithm 1 approxi-
mates. In all of the numerical examples in Chapter 5, we use the initial guess
ul =
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Termination of the Iteration. In addition, the performance of Algorithm 1
is controled by the convergence condition in step 2. We propose to stop the
iteration if one of the following criteria is fulfilled:

(1) The control increment is small compared to the initial increment [91,
p. 93]:

lu” = | < 75 4l — . (T1)

Here, ui_ denotes the update of the control w’, potentially after
applying the projection (3.13). 75 and 7 are absolute and relative
tolerances for which we use the default values 7% = 1078, 7% =
1075,

(2) The gradient has been decreased sufficiently [91, p. 16]:

IV @) <7 + 77 [VT@)]. (T2)
As in (T1), 7 and 7Y are absolute and relative tolerances. Here,
we use the moderate default values 7y = 1074, 7Y = 10~*.

(3) The number of iterations exceeds MAXITER:
J > MAXITER. (T3)

By default, we set MAXITER = 100.
(4) The accepted step length is below a predefined tolerance:

ol <17 (T4)
The default value is chosen as 79 = 107 ".
The last criterion, (T4), implements the advice of Nocedal and Wright [ ,

p. 62] that the line search procedure should include a stopping test if it can
not find a better function value after a certain number of trial steps.

3.4.2. The Limited Memory BFGS Method

Algorithm 2 summarizes the limited memory BFGS method we use. The
remarks in Section 3.4.1 concerning the discretization, the choice of the initial
guess and the termination of the iteration apply to the limited memory BFGS
method as well. Some additional issues related to the implementation of
Algorithm 2 are the following:

e Step 19 can be implemented with the help of a recursive procedure
that computes the matrix vector product H’ AL given an initial
guess of the inverse of the Hessian chosen in step 18 and the pairs
{sj,gj};-”:l, see [127, Algorithm 7.4, p. 178].
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Algorithm 2 Limited Memory BFGS Method

Input: u°m
Output: 4,7, 6,5, 9
. j=0,1=0.

: Solve the forward problem (3.2) for ¢’ and ¢’.
while the convergence condition is not fulfilled do
Solve the adjoint problem (3.10) for p? and 7.

Compute the gradient from (3.11)

gk wn e

VJAj:fysuj+pj.

b

if 7 > 1 then
7 Compute

§hi=007t djfl, gjf1 =VJ -V

8: if (s "1)T¢’"' > 0 then

9: Il —=1+1.

10: if [ > m then

11: Discard {s'™™, ¢'~™} from the storage.
12: end if

13: Add {s771, ¢’} to the storage.

14: else

15: Empty the storage, I — 0.

16: end if

17:  end if

18:  Choose an initial approximation to the inverse of the Hessian, Hg.
19:  Construct the direction
& =—HVJ.
20:  Determine o7 by the Armijo rule with backtracking.
21:  Set w/tl = 4+ 07 d7.
222 j—j7+1.
23: end while

e As the initial choice of the inverse of the Hessian in step 18, we use
P W
R ETER
where I is the identity matrix of suitable dimensions, see |
p. 178).
e The condition (s77')Tg’ ™! > 0 is checked in step 8 to ensure that
the updated approximation to the inverse of the Hessian is positive
definite assuming that its predecessor is also positive definite. If

)
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this condition is violated, we follow the advice of Kelley [91, Sec-
tion 4.2.2] and forget the iteration history as it can be seen as
being suspect in this case. This strategy admits the Armijo rule
in step 20 instead of a line search procedure that ensures that the
Wolfe conditions are satisfied.
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A brief review of existing approaches to the numerical solution of Stefan
problems in level set formulation sets the scene in this chapter. We proceed
with the development of a discontinuous Galerkin (DG) scheme that is used
in combination with an explicit Runge-Kutta method to discretize the level
set equation. The reinitialization of the level set function and the construc-
tion of extension velocities by the fast marching method are discussed. An
extended finite element method (X-FEM) is built upon the level set solver
to discretize the heat equation in space. For the time stepping, the standard
implicit (backward) Euler scheme is used. An algorithm for the solution of
the two-phase Stefan problem in which these two components are combined
is presented (Algorithm 3, p. 76) and validated on two benchmark examples.
While the equation for the adjoint level set function is discretized in space
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using a different discontinuous Galerkin scheme, the same Runge-Kutta time
stepping method as for the level set equation is applied. The adjoint heat
equation is discretized by the X-FEM and the implicit Euler scheme as indi-
cated above. Again, these two building blocks are combined in an algorithm
for the solution of the adjoint Stefan problem (Algorithm 4, p. 94).

4.1 Solving the Stefan Problem in Level Set Formulation

Sethian and Strain [148] propose the first level set approach to the solution of
Stefan problems. They transform the energy balance equations into boundary
integral equations on the moving interface which is represented by the level set
method. Chen et al. [26] develop a finite difference-based approach to solving
the two-phase Stefan problem in two spatial dimensions. Fried [58] extends
the finite element method of Schmidt [146] who uses a parameterization of
the moving interface to a level set framework. This approach assumes that
the motion of the interface is characterized by a mean curvature flow. It is
applicable in three spatial dimensions. Miiller | ] develops a finite-element
based approach that extends the previously mentioned methods of Schmidt
and Fried to the general case that the interface motion is directly governed
by the Stefan condition. Gibou et al. [67] extend the approach of [26] to a
higher-order approzimation of the interface and to three spatial dimensions.
In collaboration with Fedkiw, Gibou designs a fourth order accurate finite
difference scheme for the Laplace equation that is applicable to the Stefan
problem, as demonstrated by the authors [66]. Gibou et al. [25] discuss an
adaptive method with supralinear convergence properties that builds upon
previous work of the authors. The most recent technique for solving Stefan
problems in level set formulation probably is the extended finite element
method (X-FEM). In 2002, Chessa and coworkers [30] and Ji et al. [86]
present the first such methods. Zabaras et al. | | extend these approaches
by including convection in the fluid phase. Cheng and Fries [27] investigate
higher-order methods.

This work uses the X-FEM for various reasons:

e The X-FEM operates on a fixed grid, avoiding moving the mesh
and repeated remeshing.

e In addition, such a fixed grid structure has the advantage that the
number of optimization variables is also fixed. This is in contrast
to moving mesh methods in which the number of optimization vari-
ables may not be known a priori.

e There has been some interest in using the X-FEM for shape and
topology optimization, see, e.g., [113, , ] and the references
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in these papers. However, using the X-FEM for optimal control
purposes is a novel approach.

Some Alternative Approaches. Depending on the formulation of the Ste-
fan problem, other solution strategies are more suitable than the level set
method. Without aiming for completeness, we list here some alternatives.
As mentioned above, Schmidt [146] uses a parameterization of the interface,
while, e.g., Hinze and Ziegenbalg [79] describe the moving boundary as the
graph of a function. The latter approach is also a representative of the class
of moving mesh methods. Other approaches in this direction are the works of

Albert and O’Neill [3], Sullivan et al. [154], Beckett and coworkers [12,13],
and Baines et al. [9]. The latter method features adaptivity, as do the ap-
proaches by Gibou et al. [25], and Nochetto and collaborators [128]. For the

enthalpy formulation of the two-phase Stefan problem (see Chapter 2.4), the
literature on numerical methods is rich. As representatives of this direction,
we mention here the approaches by Crowley [37], Chorin [32], Hoppe [84],
Caldwell and Chan [23], Esen and Kutluay [54], and the review article by
Voller et al. [162]. The last class of methods we refer to are based on phase
field formulations, see, e.g., the articles by Kobayashi [94], Elliott and Gar-
diner [52], and Karma and Rappel [90].

4.2 Discretization of the Level Set Equation

In Section 2.2, we classified the level set equation (2.8) as a first-order
Hamilton-Jacobi equation. Thus, its spatial and temporal discretizations
have to be undertaken with care to obtain the viscosity solution introduced
in Theorem 2.6. A popular approach is to use a rectangular grid and to dis-
cretize the level set equation in space by special finite difference schemes, so
called essentially non-oscillatory (ENO) schemes, possibly of high order [132].
An extension to triangular grids can be found, e.g., in [170]. This spatial
discretization has to be combined with total variation diminishing (TVD)
Runge-Kutta methods [69]. Finite volume schemes for Hamilton-Jacobi
equations are applicable to level set equations as well, see, e.g., [64, 95]
and the book by LeVeque | ]. Finally, the level set equation can also be
discretized in space by finite elements. However, standard Galerkin finite ele-
ment approaches can not be used directly. One either has to apply a remesh-

ing technique as in [11] or to resort to GLS stabilization and shock-capturing
operators as in [30,168]. Discontinuous Galerkin (DG) methods provide a
modern and powerful framework for the spatial approximation of hyperbolic
conservation laws [34]. Marchandise et al. [108] discuss a quadrature-free

discontinuous Galerkin method for the level set equation, but as for the mass
preserving finite element method of Di Pietro et al. [41], the velocity field
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is assumed to be divergence free. Cheng and Shu propose a DG scheme for
Hamilton-Jacobi equations on rectangular grids that does not rely on special
assumptions on the velocity field [29]. We extend this approach to triangu-
lar meshes which offer more flexibility for complicated geometries. The DG
spatial approximation is combined with a strong stability preserving (SSP)
Runge-Kutta method in time [70].

Remark 4.1. The method of Yan and Osher [166] is an attractive alternative
to the DG scheme we use because it handles non-convex Hamiltonians as well.
Thus it is applicable directly to the non-linear version (2.11) of the level set
equation. Unfortunately, this approach appeared too late to be used within
this work.

4.2.1. Spatial Discretization

Throughout this section, we denote by J;,d, and 0y the partial derivatives
with respect to time and the x- and y-coordinates, respectively.

For discretizing the Hamilton-Jacobi equation
0= ¢t + H($, Y, awd)y ay¢)

with a convex Hamiltonian H on the domain Q = [a, b] x [c, d] C R? in space,
Cheng and Shu [29] first subdivide the coordinate axes according to

a:x%<m%<~~~<mNz+%:b,
c:y%<y%<~~<yNy+%:d,

resulting in a discretized domain

Ny Ny
== UL = [«’Ei_%,wpré] X [yj_%,yﬁé] :
i=1j=1
see Figure 4.1. Moreover, they introduce the sets
Ji = [mi_%,xi+%] ) Ji+% = [zs, Tiy1],
K; = [yj_%vy]q_%] ) Kj-‘-% = [yj, yi+1],

where i =1,..., Ny and j =1,...,Ny.
Finally, they define the discontinuous finite element space
vk = {v s, € PR(Iy), i=1,..., Ny, j = 1,...7Ny} (4.1)
of piecewise polynomials and formulate the scheme:
Find ¢ (z,y,t) € V¥ such that
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FI1GURE 4.1. Part of a rectangular mesh. The bold edges
belong to the cell I;;.

0 :/ (at¢h(m7y7 t) + H(:Cv Y, 61¢h78y¢h Uh Z, y dZC dy (42)
Iij

+/K.7’ <I€H}m Hi(2;11,Y, 0x6n, Oyn)

41

'L+ ,y)’l}h( ;,%ay)dy

+/Ji (yenéln Hy(z, Yl £¢h78y¢h

1 ¢h (12 y]+ )vh(x>y]-_+%)dx

+/ min  Hi(x,_1,Y,0x¢n, Oydn) ¢h] iy on(z1,y)dy
Kj a:GJii% 2 2 2

+/J (relp{in Ha(z,y; 1 x¢h73y¢h)> [én] (z,y;_1) va(z, y )dﬂm

-1
2

where the partial derivatives of H with respect to d;¢ and 0y¢ are denoted
by Hi1 and Ha, respectively, and

Bedn = 5 ((0e00)" +(0:00)7), By = 5 ((0,0)" + (2,00))

denote the average jumps of the gradient of the solution in x- and y-direction.
Moreover,

()" :=min(-,0) and ()+ := max(-,0).
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This scheme is monotone for convex Hamiltonians. Note that, due to the lin-
ear structure of the level set equation (2.8), the Hamiltonian of this equation
is also linear and, in particular, convex. This is in contrast to the non-linear
level set equation (2.11) whose Hamiltonian is not convex. In the latter case,
the DG scheme of Cheng and Shu does in general not approximate the correct
viscosity solution.

To translate the idea of [29] to triangular grids, we obviously have to replace
the special rectangular grid by a general triangulation 7, of Q. The first
integral in (4.2) naturally translates into an integral over an element K €
Tr, while the boundary integral terms in (4.2) require a little more work.
Consider, e.g., the second integral in (4.2). If we denote by VH the gradient
of H with respect to 0,¢ and 0y¢, we have

Hl(xi+%ay7az¢h7a’y¢h) = VH(xi+%7y7 aZ¢h78y¢h) - ny,

where n1 = (1,0) 7 is the outward unit normal to the edge I of the cell I;;, see
Figure 4.1. Similar relations obviously hold for the remaining three integrals.
In addition, we observe that for the linear level set equation (2.8)

Hl(a:: Y, aw¢7 8y¢) 17
Ha(z,y, 0u, ay¢)) = V),

so that the interior minimization problems in (4.2) drop out. Consequently,
all terms involving derivatives of the Hamiltonian can be replaced by terms
of the form V - n;, where i € {I, IL, III,IV}.

VH(xy y7 8$¢7 8y¢) = (

We are now in the position to formulate the discontinuous Galerkin scheme
for the spatial discretization of the level set equation (2.8). Given a tri-
angulation 7j of the domain 2, we define the discontinuous finite element
space

Pl = {11 |ve P*(K) for all K € 'Th} (4.3)
as a generalization of (4.1). The scheme then reads:

Find ¢ € P{fw such that
3
0= / (Or pn + V. Voén) vn d + Z/min(‘? “Ne;,0) [(bh]e_v; ds (4.4)
K i=17 ‘

for all v, € P;Ifw and for all K € Tj.

Here, ne; denotes the outward unit normal of an element K of the mesh on
the edge e;, and

(1], = on (2, 8) — & (x,1)
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denotes the jump of ¢, across e;, where

ok (x,t) = ;i{%qﬁh(wienei,t). (4.5)

Remark 4.2. We denote the mass matriz induced by the bilinear form
/ onvndx forall K eT,
by M. Similarly, the billi(near form
/ V- -Veénvndr forall KeT,
K

induces the system matriz K.

The interpretation of (4.4) is as follows. The first term, which is obtained by
multiplying (2.8a) with a test function v;, and integrating this product over an
element K of the triangulation, guarantees the accuracy of the scheme. The
boundary integral terms add a Roe-type stabilization on all inflow edges, i.e.,
on all edges on which V. ne, < 0. To ensure that the scheme approximates a
continuous solution (the viscosity solution), [qﬁh} .. is included as well. Note
that this stabilization approach does not require ‘the tuning of parameters.
Moreover, the scheme literally translates to the three-dimensional setting if
we replace edges of triangles by faces of tetrahedra.

Remark 4.3 (Error Estimate). In the one-dimensional case with smooth data,
Cheng and Shu [29, Proposition 2.2] provide the optimal error estimate

6n(t) — ()|l 2 < C R,

where k is the polynomial degree of the discontinuous finite element
space (4.1). Unfortunately, it is not known whether this result carries over
to two or more spatial dimensions.

4.2.2. Temporal Discretization

For first-order hyperbolic partial differential equations, spatial approxima-
tions of discontinuous Galerkin type have to be combined with strong sta-
bility preserving (SSP) Runge-Kutta methods to ensure stability of the fully
discrete scheme [70]. The step from time level n to time level n + 1 for a
general explicit m-stage Runge-Kutta method for the autonomous system of
ordinary differential equations

¢ = L(o) (4.6)
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with suitable initial conditions can be written in the form

¥ =",
] i—1
¢V => (ko™ + AtBix L(6™)), i=1,....,m, (4.7)
k=0
¢n+l _ ¢(m)

where o > 0. If 8; x > 0 as well, then all intermediate steps of this scheme
can be interpreted as convex combinations of forward Euler steps with the
modified time step ?—Z At. This is the key observation to prove the following

result:
Lemma 4.4 (see [70, 150]). If the explicit (forward) Euler method applied
to (4.6) is strongly stable under the CFL condition

At < Atrg (48)

(which means that ||¢" + A L(¢™)|| < ||¢"]| in a suitable norm), then the
Runge-Kutta method (4.7) with Bix > 0 is SSP (which means that ||¢" || <
||| in the same norm) under the CFL condition

At < cAtrg (4.9)

with the CFL coefficient ¢ = min; j ﬁL: .

Remark 4.5. (1) As mentioned in [70], it is not always possible to fulfill
the condition f; x > 0 for all ¢, k. In this case, an associated opera-
tor L has to be introduced to preserve the statement of Lemma 4.4.

(2) If ¢ > 1, the CFL condition (4.9) for the Runge-Kutta scheme is
less restrictive than the CFL condition (4.8) for the explicit Euler
method. This time step relaxation can be achieved at the expense
of additional stages in the Runge-Kutta scheme, see [152].

(3) Gottlieb et al. [70] prove that there are no SSP implicit Runge-
Kutta schemes of order higher than 1. As a consequence, it suffices
to consider only explicit schemes of the form (4.7) for discretizing
the level set equation in time. This is in a sense good news as
the level set equation, i.e., the geometric information, can be up-
dated before making a time step in the discretization of the heat
equation (3.2a)—(3.2h), see Algorithm 3.

In view of the error estimate given in Remark 4.3, a spatial discretization of
order k should be combined with a Runge-Kutta method of order k£ + 1 to
have an optimal order of convergence for the fully discrete scheme. In all our
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TABLE 4.1. Butcher array of the optimal SSP(3,3) Runge-
Kutta scheme

numerical examples, we use quadratic finite element spaces. Thus, we employ
the third-order optimal SSP scheme defined by the Butcher array in Table 4.1.
This scheme was designed by Spiteri and Ruuth [152] by maximizing the
CFL coefficient ¢ in (4.9). The authors show that this optimal 3-stage SSP
Runge-Kutta method of order 3 fulfills the condition ;% > 0, and that the
corresponding CFL coefficient is given by 1.

It remains to establish the CFL condition under which the time stepping
scheme is stable. Such conditions are easy to formulate in the one-dimensional
case and for rectangular grids in two dimensions but straightforward exten-
sions to triangular meshes are in general not sufficient for the stability. Fol-

lowing Kubatko et al. [97], we impose the CFL condition
hmin 1 . 1 1
AtcrL = /3 52U/ mln{H}”oo,z}, (4.10)

where hmin is the length of the shortest element edge of the triangulation 7y.

4.2.3. Implementation

In this section, several issues related to the efficient implementation of the
level set method are discussed. We comment on the boundary conditions
used, and on the extension of a quantity that is defined on the interface to
all of the computational domain. Finally, we briefly discuss the so called
narrow band approach that aims at keeping the numerical effort for the
level set method at a reasonable level by restricting all computations to the
neighborhood of the moving boundary.

Taylor Basis. The scheme (4.4) can be implemented by using any suitable
basis for the discontinuous finite element space (4.3). In particular, the
standard Lagrange basis is applicable. For reasons that are explained in
Section 4.5.2, we choose a so called local Taylor basis [101] to span (4.3).
In this representation, the normalized degrees of freedom are proportional
to the cell mean value of a function, and, in case of quadratic polynomials,
the derivatives of this function up to second order, evaluated at the centroid
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of the cell. The mass matrix corresponding to this Taylor basis is non-
diagonal. However, setting all off-diagonal entries to zero is a conservative
mass lumping strategy [101]. For the reinitialization of the level set function
explained below, we switch from the Taylor basis to the standard Lagrange
basis as the reinitialization relies on the nodal values of the level set function.
This switching is cheap in terms of computing time. Moreover, it is not
unusual for discontinuous Galerkin schemes to operate with different bases
for different tasks.

Boundary Conditions. To make the Hamilton-Jacobi equation (2.8) well-
posed, boundary conditions on the inflow boundaries, i.e., on those parts of
the boundary of the computational domain on which V.on< 0, need to be
specified. This is reflected by the scheme (4.4) that takes into account only
the jumps across those edges on which the inflow condition is fulfilled.

Since there are no physical boundary conditions on ¢ given, we have to resort
to artificial boundary conditions. Neumann-type conditions are attractive for
level set computations as they do not prescribe the values of ¢ on the bound-
ary of the computational domain. Unfortunately, such boundary conditions
can not be easily implemented in the scheme (4.4). As an alternative, we
impose Dirichlet boundary conditions on the time-discrete level by prescrib-
ing ¢" as the required Dirichlet data in the time step from ¢" to ¢"*1. Of
course, fixing the values of ¢ on the boundary of the computational domain
certainly influences the evolution of ¢, but numerical experiments confirm
that this influence is negligible if we use reasonably small time steps and
a frequent reinitialization of the level set function ¢ to a signed distance
function as described below.

Extension Velocity and Reinitialization. When formulating the level set equa-
tion (2.8) we tacitly made the assumption that the velocity field V' is known
on all of D. In contrast to, for instance, two-phase fluid flow problems in
which the velocity of the fluid can be used, this is obviously not the case
as the Stefan condition (2.4) defines only the normal velocity V - n on the
interface.

There are several (equivalent) ways to construct a vector valued velocity field
with global support from this scalar quantity.

(1) The first approach is to make the natural identification (see (2.7))

s (. 0us , Our
‘/Z = pL <ks ((9171 k‘F 8{&) on P[(t), (4.11)

and to extend this velocity field to all of D. This approach requires
two evaluations of the gradient of y.




60 4 Discretization

(2) Alternatively, one can set
V=W-n)n on I'z(t), (4.12)

and use an extension of this velocity vector. This approach requires
only the evaluation of V -n which can be implemented using a simple
jump calculation, see Section 4.3.4, and should thus be cheaper
than (1). Since the velocity field defined by (4.11) has no tangential
component due to (3.2h), it can be written as in (4.12) and, thus,
(1) and (2) are equivalent.

(3) Finally, one can rotate the coordinate system in a way that the
x1-axis is transformed into the outer normal of I';(¢). The jump
of the gradient (as in (4.11)) in this new coordinate system can
then be easily evaluated as it is given by V - n in the direction
corresponding to x1 and zero in the direction corresponding to x».
In the original coordinate system, we obtain the representation
(4.12) and therefore, also (2) and (3) are equivalent.

As mentioned above, we consider (2) and (3) to be more efficient than (1).
Thus, we discuss the evaluation of the Stefan condition (2.4) in the next
section in more detail. We now turn to the question of how to compute the
extension of V' to all of D.

The support of a scalar quantity ¥ that is known on an interface only can be
enlarged to all of D by means of a constant extension in normal direction.
Thanks to (2.9), this is achieved by solving

sign(¢) V¥ - V¢ =0 in D, (4.13a)
U =0 on I'7(t). (4.13b)
As in [30], we add the sign term to ensure that the characteristics of this

equation emanate from I';(¢), see Figure 4.2(a). Consequently, the given data
U can be used as a boundary condition on I’ 1(t). To construct an extension
of a wector-valued quantity, (4.13) is solved for each component. Note that
this is the case for the velocity field V that has to be extended away from
the interface. This choice of extension velocity moves the interface with the
correct speed. Moreover, it preserves the signed distance property of ¢ as
shown by Zhao et al. [171].

We use the fast marching method of Kimmel and Sethian [92] to construct a
signed distance function to the current position of the interface and simulta-
neously solve (4.13) for all components of the velocity field on the triangular
mesh. This means in particular that the reinitialization of the level set func-
tion which should be performed periodically can be computed at low cost in
each time step. The key idea of the fast marching scheme is to subdivide
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(a) Characteristics of (4.13). (b) Subdivision of grid points.

FI1GURE 4.2. Construction of extension velocities by the
fast marching method.

the grid points into three sets, see Figure 4.2(b). All points for which the
initial condition (4.13b) is known (or can be explicitly computed) are tagged
as ALIVE and remain unchanged. All points that are adjacent to ALIVE points
are tagged as CLOSE and all others are tagged as FAR. The method then itera-
tively moves points tagged as CLOSE to the ALIVE nodes and at the same time
moves nodes from the set of FAR points to the CLOSE nodes. This procedure
is implemented to monotonically move the front of CLOSE nodes and update
the signed distance function. During the update procedure several triangles
might contribute to the value of the signed distance function at a certain
node. In this case, the triangle yielding the smallest value is taken as the
upwind triangle. We use the same triangle to update the components of the
extension velocity. We finally remark that all fast marching computations
are carried out on the finer level of the grid which is also used to determine
the current interface position, see Section 4.3.4. Interpolation is used to map
these values to the quadratic framework on the coarse grid.

Narrow Band Level Set Method. The major drawback of level set tech-
niques is the considerable additional effort that is introduced by embedding
the moving interface into a higher-dimensional object whose evolution is de-
scribed by a partial differential equation. In cases where there is no physical
quantity that can be used as the velocity field V in (2.8a), such a velocity
field has to be constructed as discussed above and in Section 4.3.4. These
problems are at least partly overcome by using a narrow band technique that
solves the level set equation only in the vicinity of the interface [1,31, 1,
see Figure 4.3. As a consequence, the extension PDE (4.13) can also be
restricted to the narrow band.



62 4 Discretization

1
nodes close to the
YYVYVYY v
¥ v - i1St-
parge puge (mazDist-howClose)
h 4 b4 level set
h h 4
¥ ¥
¥ h 4
¥ h 4
- - nodes close to the
¥ h A 1St-
A» b, mazDist-howClose
aw: oy evel set
¥ v
YYV¥YV¥YY
—1

FIGURE 4.3. The interface (red line) embedded into the
narrow band (gray) that collects all nodes whose distance
from the interface is less than mazDist.

The localized computational domains contain only those nodes of the grid
whose distance to the current interface is less than a threshold value denoted
by mazDist [1]. A monitoring procedure based on the distance howClose of
the interface from the boundary of the current narrow band (tube) is im-
plemented to control the evolution of the tube. If this distance falls below
a predefined tolerance, the tube has to be rebuilt which requires also the
construction of a signed distance function to the current interface, e.g., by
the fast marching method. To implement the monitoring procedure, we de-
termine the +(mazDist-howClose) level sets of the current signed distance
function. All nodes that belong to triangles that are intersected by these
level sets and whose signed distance to the interface is larger than maxzDist-
howClose or smaller than -(mazDist-howClose), respectively, are tagged. Fi-
nally, the values of the signed distance function at these nodes are checked in
each time step, and, if any of these values changes sign, the tube is rebuilt.
This idea is illustrated in Figure 4.3.

4.2.4. Numerical Examples

We verify the implemented level set solver on two benchmark examples. Vari-
ations of these test examples are frequently used to validate solvers for hy-
perbolic conservation laws and more general Hamilton-Jacobi equations, see,
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e.g., [29,64, ]. To estimate the order of convergence, we compute the L?

error
1/2
E7(¢n) = ( / on ds) (4.14)
T (T)

as well as the L error

E7 (¢n) == sup |¢n] (4.15)

rp(T)
for a decreasing sequence of grid sizes, ranging from h = 0.4 (which corre-
sponds to 256 triangles in the hold-all D = [—1,1]?) to h = 0.025 (which

corresponds to 65536 triangles). The time grid is refined with the spatial
grid according to the CFL condition (4.10). In all the computations in this
section, we use the given velocity field instead of the constant extension de-
scribed in Section 4.2.3. Since we are only interested in the error in the
interface position, it suffices to use the narrow band level set method.

Solid Body Rotation. In this example, the initial interface at time ¢ = 0
is a circle with radius 0.5 centered at (0.25,0.25). We are interested in the
evolution of this circle under the velocity field

()
1

in the time interval [0, 7] with 7" = 2. This velocity field causes a counter-
clockwise solid body rotation. The given time interval corresponds to one
period of rotation, i.e., at ¢ = T', the interface should have obtained its initial
configuration again. The convergence behavior of the implemented level set
solver on this example is documented in Table 4.2. We observe (almost)
second-order convergence with respect to both (4.14) and (4.15). o

Swirling Flow. In this second example, a slightly rotated quatrefoil, which is
the zero level set of the function [64]

1
®(z1,72) = -1+ - \/x2 4+ 22, r=0.6+04sin (4 arctan <%)> ,
1

undergoes a severe deformation under the velocity field
) .
= sin®(mw 1) sin(2 7 z2) _ t
Vi=9(®) (7 sin®(mas) sin(27wxy1) )’ 9(t) = cos ")

in the time interval [0, %}, which corresponds to one period of deformation.

As above, the interface should have regained its initial shape at final time.
Figure 4.4 illustrates this behavior. The convergence history is reported in
Table 4.3. The least squares approach suggests a linear rate with respect
to both, the L? error measure (4.14), and the L* case (4.15). Compared
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TABLE 4.2. Errors and estimated orders of convergence for
the solid body rotation example. The last row is based on
a least-squares approach taking into account all grid sizes
and all errors.

h EZ(¢n) eoc EF (¢n) eoc

0.400 1.2084e—01 - 1.6952e—01 -

0.200 5.3999¢—02 1.16 6.7867e—02 1.32
0.100 1.2065e—02 2.16 1.4566e—02 2.22
0.050 2.8733e—03 2.07 3.7166e—03 1.97
0.025 7.5494e—04 1.93 1.0797e—03 1.78

eoc 1.89 1.88

TABLE 4.3. Errors and estimated orders of convergence for
the swirling flow example. The last row is based on a least-
squares approach taking into account all grid sizes and all
errors.

h E7(¢n) oc  EF(¢n)

0.400000 4.6736e—02 -~  6.5510e—02  —

0.200000 1.3217e—02 1.82 1.5841e—02 2.05
0.100000 6.2935e—03 1.07 8.3094e—03 0.93
0.050000 4.4397e—03 0.50 5.3264e—03 0.64
0.025000 2.8141e—03 0.66 3.5676e—03 0.58

eoc 0.97 1.00

@
@

0C

to the solid body rotation problem, the convergence order is decreased. We
attribute this to the fact that the deformation of the initial interface shape
in the swirling flow example is much more severe. o

Remark 4.6. In neither of the two cases, we observe cubic convergence. At a
first glance, this is in contrast to Remark 4.3. However, the proposed reini-
tialization procedure (Section 4.2.3) is of lower order than the discontinuous
Galerkin scheme (4.4) with the Runge-Kutta method given by the Butcher
array 4.1. To improve on this point, one can either implement a higher-
order version of the fast marching method on triangular grids [149], or use
a different reinitialization PDE as in [135].
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FIGURE 4.4. Evolution of the narrow band meshes and the
interface in the swirling flow example on a spatial grid con-
sisting of 16384 triangles (h = 0.05).
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4.3 Extended Finite Element Approximation of the Temper-
ature

Throughout this section, we focus on the description of the extended finite
element method for the solution of the two-phase Stefan problem (3.2), as-
suming for the sake of simplicity that the heat flux g is given on all of 0D,
i.e., 'c = 0. The extension to the situation in which the control v acts on
part of the boundary is obvious as the control contributions are given in the
form of Neumann boundary data.

4.3.1. Introduction

General Idea. The extended finite element method (X-FEM) was originally
introduced for the solution of computational mechanics problems by Dol-
bow [42]. Its goal is to avoid the remeshing that is required with standard
finite element approaches for problems involving, e.g., cracks or moving in-
terfaces. Rather, the mesh is kept fixed. The counterpart of the remeshing is
then a dynamic local modification of the underlying finite element spaces: In
each time step, special enrichment functions that capture the characteristic
features of the problem to be solved are added to the usual finite element ba-
sis. For instance, to model the discontinuities that arise in crack propagation
problems, typically a Heaviside-type enrichment is constructed.

X-FEM for Solidification Problems. Solutions of solidification problems
involving phase change phenomena are usually weakly discontinuous across
the moving phase boundary, i.e., they are continuous but their gradient has
a jump in normal direction to the moving interface. The first extended fi-
nite element approaches for such solidification problems are due to Chessa et
al. [30] in the multidimensional case using a sharp level set representation of
the interface and a so called abs-enrichment, and to Merle and Dolbow [110)]
in the one-dimensional case. Dolbow extends the latter approach to the
multidimensional case and a level set representation of the moving phase
boundary with other coworkers [86]. Another important contribution is the
paper by Zabaras et al. [168] in which the Stefan problem is coupled with
the Navier-Stokes equations in the fluid phase for the modeling of dendritic
solidification in the presence of convection in the melt. Higher-order approx-
imations are discussed in [27]. Our presentation and implementation of the
X-FEM closely follows [30, ].
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. standard nodes

. enriched nodes

FI1GURE 4.5. Tllustration of local enrichment for quadratic
finite elements (k = 2).

4.3.2. The Enriched Finite Element Approximation

We assume that we are given a triangulation 7; of our domain D. The
extended finite element approximation of the temperature y is

N Ne(t)

yn(z,t) = > vi@)yi(t) + D> y(,t) as(t), (4.16)

i=1 j=1
where v;(x) are the usual Lagrangian finite element shape functions of order
k > 1 on the triangulation 75 and y;(¢) are the corresponding time-dependent
degrees of freedom, located in the points z;. The additional degrees of free-
dom a; () are added locally around I'; () to the (k+1)(k+2)/2 nodes (in 2D)
of those elements intersected by I';(¢) (the so called reproducing elements),
see Figure 4.5. The corresponding enrichment functions are defined as

Fﬁj(x’t) = Ui(j,t)(m) ( ‘(:b(gj’t)‘ - |¢(:Ei(j,t)7t)| )7 i=1... Nﬁ(t)v
where ¢(2;(;,+),t) denote the nodal values of the level set function and i(j, t)
maps the indices of the enriched nodes at time ¢ to the fixed degrees of
freedom. The enrichment kernel |¢(x,t)| — |#(x;(;¢),t)| (abs-enrichment) is
chosen to model the phase change across I'z(t), i.e., it is continuous with a
discontinuous first derivative normal to the moving boundary. This kernel is

multiplied with the standard shape function v;;;)(x) to preserve the sparsity
of the stiffness matrix.

Remark 4.7 (The Corrected X-FEM). Sub-optimal convergence rates have
been reported for the approximation (4.16). These rates are usually attrib-
uted to the fact that the proposed finite element basis functions do not form
a partition-of-unity in so called blending elements, i.e., in elements in which
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only some of the nodes are enriched. The corrected X-FEM of Fries [62] cir-
cumvents this problem by redefining the finite element basis functions. How-
ever, in view of the convergence rates for the curvature approximation (Sec-
tions 4.5.2—4.5.3) there is no need to improve on the approximation (4.16).

4.3.3. Discrete Energy Balance Equation

It is a particular feature of the X-FEM that in general the underlying partial
differential equations must be discretized in time before the enriched finite
element spaces can be defined [63]. This is because the enrichment func-
tions v;(z, t) depend on the location of the interface. We choose the implicit
(backward) Euler method which is of first order to discretize (3.2a)—(3.2b) in
time.

By a simple division, the heat equations (3.2a)—(3.2b) in the two-phase Stefan
problem are rewritten as

k 1 .
Y= Ay+ — f in Qs(2),
pcs pcs
kr 1 .
yp=—~Ay+ —1Ff in Qp(t).
pcr pcr

Formally, we interpret this as an ordinary differential equation (ODE) of the
form

ye = L(t,y)
with an operator L,
k(z,t)
L(t = ——2A t —_— t

that is linear with respect to y. Note that
k if t if t
k(z,t) := s 1 ¢(@,t) <0 and c(z,t) := cs 1 o) <0
kr if ¢(x,t) >0 cr if p(x,t) >0

are interpreted as functions of space and time. In the following, the super-
scripts j — 1 and j refer to instances of time, e.g., y’(z) = y(z,t?). The
application of the implicit Euler method with time step At = ¢/ — 77! (j =
1,...,N7) to this ODE yields the equation

Y =y A L, y)

which has to be solved for 4’ in each time step. A multiplication of the
discretized ODE with a test function dy and a subsequent integration over
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D yields the weak form
1 ; 1 1 K ; f?

AtJ/D yy ax AtJ/D vy x+/DPC] Yy oy er/DpCJ yax
As in the usual finite element framework, we integrate the Laplace operator
by parts:

J ) J J .
/k—.ijéyda::/ 5yk—.aids— Vy' V| —dy | dz
ppc ap P On D pc

gj kI .
= 5y—,ds—/ — Vy’ - Véydz.
op P ppd
According to the results of [63], the test function dy should be taken at time
level j as well. Thus, the time-discrete energy balance equation in weak form

is

1 iy K o sy
At /1)6y v do /D pc v o do
fj

1 o C g )
- (Sjjld 6J7d /75“7(1
Replacing dy and y by their discrete counterparts, we obtain the fully discrete
system

(ﬁ Mj+Kj> Yy’ = ﬁM;i_IYHJFGMFJ’ (4.17)
which has to be solved for the coordinate vector
Yyl = [y{, . yf\,, a{, R ag\,e(tj)}T
with respect to the finite element basis
B = {vi(a), va(a), ..., on (@), 0a(@, ), ..., By, (@ t)}. (418)

The matrices and vectors in (4.17) are defined as

- ([nos)
(foetae),,
K’ = ( /D (vgal)T% Vor dm) (4.19)
(
(

k,l
GJ = / ) 9 ds)
oD pc 1
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where @i, € B?, goi_l € B!, and all other quantities without a super-
script are taken at time level j.

Remark 4.8 (Implicit Euler vs. Crank-Nicolson). It is tempting to use the
Crank-Nicolson scheme instead of the implicit Euler method to obtain a
higher-order time discretization at the expense of a little more work in as-
sembling the linear system (4.17). In fact, for the Crank-Nicolson scheme one
has to assemble an additional pseudo stiffness matrix K; _, that is similar to
M§71: and two vectors G/~ and F/~! that represent the contributions of
the Neumann boundary condition and the heat sources, respectively. Unfor-
tunately, an application of the Crank-Nicolson scheme to problems involving
free or moving boundaries might lead to oscillations in the solution, see,
e.g., [33] and [117, Section 5.3]. The damping property of the implicit Euler
method suppresses these oscillations, leading to better results. Our numerical
experiments on the Frank sphere example (see Section 4.4) have confirmed
the findings of [33, ]

4.3.4. Implementation

In this section we comment on some issues related to the implementation of
the X-FEM for the two-phase Stefan problem and more general solidification
problems.

Location of the Discrete Interface. For various purposes as, e.g., the numer-
ical integration of the matrices and vectors in (4.19), the reinitialization of
the level set function, and the construction of extension velocities, a discrete
approximation of the interface I';(¢) is needed. For linear ansatz functions,
the discrete interface is determined by its (at most) two intersection points
with the edges of each element. Thus, constructing a polygonal approxima-
tion to the interface is extremely simple in a linear framework, but a severe
drawback of the linear representation is that it does in general not result in
a good approximation of expressions that are related to second derivatives
of the level set function such as, for instance, curvature. In [58, Chapter 4],
it is even shown that the usage of linear finite elements might prevent ap-
proximations of curvature from converging. An obvious remedy is to use a
higher-order ansatz space for the level set function. Unfortunately, determin-
ing the discrete interface for such higher-order approaches is not as simple
as in the linear case. In the following, we focus on interface representations
based on quadratic polynomials.

Fried [58, Section 6.2] develops a strategy, that is based on a distinction of
cases that are characterized by the number of roots that the level set function
has at the edges of the triangles. In each of the resulting cases, a polygonal
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approximation of the discrete interface can be constructed in each triangle.
As shown by Fried, this approach is very reliable. Its tedious programming is
certainly a drawback. Moreover, the extension to three-dimensional problems
is not obvious.

A more straightforward idea is to use a two-level grid as suggested in [71].
Let Tr/2 be the triangulation obtained from 75 by one regular refinement.
We define Z(¢n) as the continuous piecewise linear function on 7/o that
interpolates ¢, at the vertices of all four triangles that form a subdivision of
an element of 7;. Then the location of the discrete interface is determined
as
Ta(t) := {az eD |I(¢h(-,t))(x) = 0},

see Figure 4.6. As in the method proposed by Fried, the resulting discrete
interface is polygonal in all of the elements of the triangulation. Note that the
approaches in [58,71] exhibit sub-optimal convergence rates. This behavior
is similar to polygonal approximations of curved domain boundaries in the
usual finite element context.

Motivated by this observation, Cheng and Fries [27] propose yet another way
to determine the discrete interface in a higher-order framework. The idea is
to use a non-polygonal interface approximation which in turn means that the
integration in the X-FEM has to be based on isoparametric methods. The
optimal order of this method (as demonstrated in [27]) thus comes at the
cost of more complicated integration techniques.

Taking all the advantages and disadvantages of the three methods just dis-
cussed into account, we choose the approach by Grof et al. [71] as it is
most convenient to program and it literally translates to three dimensions if
needed. We mention that, apart from sub-optimal convergence rates, we did
not encounter any problems with this approach in our numerical experiments.
If the discrete interface found in this way consists of several non-connected
parts, we ignore those parts whose diameters are less than the length of the
longest edge in the triangulation. This approach stabilizes the evolution of
the interface, for instance, if changes of topology occur.

Numerical Integration. Because the kernels of the enrichment functions
U;(z,t) are not differentiable across I';(¢), standard numerical integration
routines might not produce reasonable approximations to the integrals in
(4.19). This is remedied as follows.

e To compute the entries of M7, K?, G’ and F?, we first subdivide
all intersected elements according to the position of the discrete
interface as indicated by Figure 4.7(a). We then apply standard
numerical integration routines of appropriate order on each of these
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FIGURE 4.6. Determining the position of the discrete in-
terface using linear (I'1(¢)) and quadratic (I'2(¢)) finite el-
ement spaces.

sub-triangles. This approach is proposed in | | in the context of
computational mechanics and is also used successfully by Chessa
et al. [30] for the treatment of phase change problems.

e In case of M§717 such an exact subdivision is not applicable (or
at least very difficult to implement) as an element might be inter-
sected by two interfaces that in turn might intersect. Therefore,
we regularly refine all intersected elements and apply numerical
integration schemes on the resulting triangulation to compute the
entries of M;:_l. This approach can be attributed to Dolbow [42]
and is adapted by Zabaras et al. [168]. This situation is illustrated
by Figure 4.7(b).

Evaluating the Stefan Condition. The Stefan condition

dys _, dur
on " on
requires the evaluation of Vy on I';(¢). Due to the discontinuity of Vy across
I';(t) a straightforward evaluation is not possible. Since we are seeking only
the normal component of the velocity, the domain integral method of Ji and
Dolbow [87] could be applied. A more efficient approach to evaluating the
normal velocity is the jump calculation used by Zabaras et al. [168], which
we adapt here.

pLV -n=ks = [kVyLi#L on I'y(t) (2.4)

In addition to the point x4 on I'r (t)7 the temperature is evaluated at three
points, denoted by x‘;/4, m25/4, mg and x}i/él, 115/4, x‘ls,, respectively, that are
located on normals through x4 to I';(¢) on each side of the interface. The

distances of these points to I';(t) are i 0, % 0 and 6, where ¢ is chosen as the
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JLr(t)

(a) Exact subdivision. (b) Regular refinement.
FIGURE 4.7. Numerical integration on intersected elements.

average element size. The slopes of the least squares lines through the pairs

) 5/4 5 5/2 3 36/4 5
{0vea). ($o6¥). (30620). (Fou6in) . (bueln)
are then taken as approximations to the temperature gradients in normal

direction. Thus, the normal velocity of the interface is evaluated according
to

_,.n:L k gZy(a:d)+y(x(;/4)_y(m?éém)_?y(x(;)
pL | %5 5
o 2t )t
5 1)

at the point x4 on I'7(¢). This construction is of course more involved and
also slightly more costly than the simple jump calculation proposed in [168],
but all numerical experiments have confirmed that this choice of the normal
velocity is robust, reliable and, most important, reasonably accurate.

Enforcing the Interface Condition (3.2h). The linear system (4.17) does not
take into account the interface condition (3.2h). In [30, ], this condition
is enforced by deriving explicit constraint equations that are then added to
(4.17) as penalty terms. An alternative to this explicit method is adapted
from [87]. At each time level t/, j = 1,..., Ny, we require only the weak
form

/ (yn —ym)vds =0 forall ve B’
rr(td)
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of (3.2h), where all continuous quantities are replaced by their discrete coun-
terparts using the finite element basis (4.18). This weak form can be ex-
pressed as the equivalent linear system

QY =Y/

that is added as a penalty term to (4.17). Thus, in each time step, we have
to solve

L o wi Tl \vi
(5™ +K+u@) @)Y
1

= A MY T G P (@)Y

(4.20)

for Y7 for some value of the penalty parameter p > 0.

Remark 4.9 (Lagrange Multipliers for the Interface Condition). As explained
in [87], the isothermal interface condition can also be enforced by introducing
a Lagrange multiplier. This leads to a problem with saddle point structure
for which the inf-sup-stability of the discretization has to be proved.

Remark 4.10 (Including the Control). For the application of the discussed
extended finite element approximation of the temperature in the numerical
solution of optimal control problems, only one minor change is necessary.
As the control contributions are given in the form of Neumann boundary
data, they are assembled in the same way as a normal Neumann boundary
condition and added to G”.

4.4 An Algorithm for Solving the Forward Problem

Since the extended finite element approximation of y relies on the geometric
information provided by the level set function ¢, it is natural to first advance
the level set equation one time step and then solve (4.20) to update the
temperature. Such a procedure can be realized thanks to the explicit time
discretization of the level set equation, see Section 4.2.2. This observation
already sets up the basic structure of an algorithm for the solution of the two-
phase Stefan problem. However, the energy balance equations (3.2a)—(3.2h)
are discretized in time using the implicit Euler method with the time steps
At?) j=1,..., Ny, while a Runge-Kutta scheme with time steps AtéFL, J=
1,..., N, that must conform to the CFL condition (4.10) is used for the level
set equation (2.8). These time steps must be synchronized.
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FIGURE 4.8. Interplay of the time stepping schemes.

In practice, this synchronization is realized by fixing the time steps A¢’ for
the heat equation, while Atl ., is determined by the CFL condition (4.10).
If AtéFL is smaller than the desired step size for the heat equation, several
time steps for the level set equation are executed to arrive at the next point
of the time grid for the heat equation. This procedure is illustrated by Fig-
ure 4.8. A benefit of such a fixed time grid is that the number of optimization
variables is known a priori and does not change during an iterative optimiza-
tion procedure. In addition, interpolation between different time steps can
be avoided. For these reasons, we use a fixed equidistant time grid in all our
computations.

Our solution strategy is summarized in Algorithm 3. Its formulation is tai-
lored to the application to optimal control problems. In particular, all system
matrices are stored for the efficient solution of the adjoint system. This ap-
proach is explained in more detail in Sections 4.5.2 and 4.6. In Algorithm 3,
we use the notation 3 = y(t’), I = I';(t7), and so on. NB’ denotes the
narrow band in which all level set related computations are carried out at
time step t7.

The Frank Sphere. The growing Frank Sphere [56] is a perfect benchmark
example (used, e.g., in [5,25,26,67]) to verify the implementation of Algo-
rithm 3 and to determine the order of convergence as an exact solution for
both, the temperature and the interface position, is known. The setup of the
Frank sphere is such that a solid nucleus which is initially a circle of radius
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Algorithm 3 Solver for the Two-Phase Stefan Problem

Input: D, T:(0), yo, ¢°, ynr, p, cs, cr, ks, ke, L, f, g, u, {1375, 1

Output: 3/, ¢/, T9, VI NB/, Al , M/, K/, Q° forj=0,...,Nr
MI K forj=0,...,Np—1, and M), forj=1,...,Nr

1: Initialize NB?, V° and Atp;, and assemble M°, K° and Q°, j — 1.
2: while j < Nr do
3: ty — 0, m — 1.
Assemble M7~! and K7™! for the scheme (4.4).
while t, <t/ — 7! do
Compute ¢* 5™ using At = min {Até}i, -t~ t¢}.
Update the narrow band NBY if necessary.
Reinitialize ¢ if necessary.
m%erl, t¢*>t¢+At.
10:  end while
11:  Determine F]I' and the enriched nodes.
12: Assemble MY, K/, M’_,, Q’, G/, F/ and Y}.
13:  Solve the linear system (4.20) for .
14:  BEvaluate V7 and reinitialize @’ by the fast marching method.
15:  Compute AtéFL.
16:  j—j+1.
17: end while

© ® >R

so at the equilibrium temperature yar = 0 grows into an undercooled liquid
in the infinite domain R?. The initial radius of the nucleus, so, is related to
the temperature at infinity, yoc, by the equation

_ S0 F(s0)
it 2 F’(So) ’
The value sp = 0.25 corresponds to yoo = —0.05709187113307 [25]. At time
t, the exact temperature distribution is
1— L > S0,
y(z,t) = g(s) = oo (1= 707) 9> 20 (4.21)
0 S S S0,

where the similarity variable s = ﬁ depends on the radius r = /22 + 2,

and
o] 67t
F(s) = / — dt.
s2/4 t
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Thus, at any instance of time, the interface is the boundary of
Qs(t) = {(a1,22) € R | [u? + a3 < s0 Vi),

i.e., it is a circle with radius sg V.

To solve this problem numerically in the time interval [1, 2], we use the hold-
all D = [~1,1]? and the parameters

p=L=cs=cr=ks=kr=1, yu =0.

The coarsest discretization (h = 0.4) corresponds to 144 triangles and 50
time steps, while the finest grid (h = 0.025) consists of 36864 triangles and
800 time steps are taken in this case. Exact Dirichlet boundary conditions
are imposed on 9D using (4.21). The error indicators for the temperature at
t="1T,

1/2
2 (gn) = ( [ i)~ vt 1P dw)
and
ET (yn) := sup lyn(z, T) — y(x,T)|,

are of L? and L® type, respectively. Here, y;, denotes the numerical solution,
and y is the exact solution as given in (4.21). For measuring the error in the
interface position, we use (4.14) and (4.15). As documented in Table 4.4 and
Table 4.5, the convergence rate in all four cases is slightly less than linear.
Potential reasons for this sub-optimal behavior are indicated in Remark 4.6.
In addition, the Frank sphere example has been found to be ill-posed [66],
making its accurate numerical solution a challenging task. However, com-
pared with the results in [25], where the same parameters are used, we can
state that our solver exhibits reasonable accuracy. o

Solidification in a Corner. In addition to the Frank sphere example, we
validate Algorithm 3 by considering the benchmark problem of a material
solidifying in an infinite corner that has been treated, for instance, in [8,
, , ]. We simulate this problem by solving the two-phase Stefan
problem in the domain D = [0, 14] x [0,14]. The parameters are chosen as

p=1, L=025cs=cr=ks=kr=1

resulting in equal thermal diffusivities in both phases. The equilibrium tem-

perature is yas = 0, the initial temperature is yo(z) = 0.3. As in the Frank

sphere example, no heat sources are present. The boundary conditions are

given by the Dirichlet conditi%n y = —1 on the lower and the left part of 9D
y

and the insulation condition 3% = 0 on the upper and the right part of 9D.
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TABLE 4.4. Errors and estimated orders of convergence for
the temperature in the Frank sphere example at t =T

h FZ(yn) eoc  EF(yn) eoc

0.400 8.0462e-03 -  1.1409e-02 -

0.200 5.2930e-03 0.60 7.8064e-03 0.55
0.100 2.6942e-03 0.97 4.3767e-03 0.83
0.050 1.3958e-03 0.95 2.4855e-03 0.82
0.025 7.4430e-04 0.91 1.4822e-03 0.75

eoc 0.88 0.75

TABLE 4.5. Errors and estimated orders of convergence for
the interface position in the Frank sphere example at ¢t = 7.

h EZ(én) eoc  EF(¢n) eoc

0.400 1.9575e-01  — 1.6698e-01  —

0.200 1.3178e-01 0.57 1.1265e-01 0.57
0.100 6.6174e-02 0.99 5.7688e-02 0.97
0.050 3.4302e-02 0.95 3.2080e-02 0.85
0.025 1.8719e-02 0.87 1.8272e-02 0.81

eoc 0.87 0.82
As cited in [8], the interface position in dimensionless coordinates
* X
r; =
Vidat

is constant in time and given by

C 1/w

for an infinite region. The constants A ~ 0.70766, w ~ 5.02 and ¢ ~ 0.159
are determined numerically, and a is the thermal diffusivity that has to be
equal in both phases:
a= ks - L7 -1
pcs  pcr
Figure 4.9 shows this dimensionless interface in comparison with interface
positions obtained by Algorithm 3 at four different time steps in the interval
[0,4]. The prediction of the interface is reasonably close to the analytic
solution at all four time steps. In addition, Figure 4.10 shows the temperature
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FIGURE 4.9. Analytic and numerical solution for the cor-
ner solidification problem at four time steps in dimension-
less coordinates.

distribution for the solidification process corresponding to the four time steps
in Figure 4.9. These results were obtained with a discretization involving
16384 triangles and 1000 time steps. o

4.5 Discretization of the Adjoint Level Set Equation

One way of discretizing the adjoint Stefan condition (3.10k)—(3.101) is to go
back one step in the derivation of the optimality conditions and to rewrite (3.8)
as the first-order PDE

; : 7 Y2 (0 Ay
p LIVl (\Ij + W dive, () W) ) (% (|¢d|2) + ”i|¢d‘2) + an P1

(3.9)

pL 1991 9(0) = =3 (55 (02I%) + o)

on the moving surface I's ().
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(a) t =0.16 (b) t=1.20

(c) t =2.50 (d) t = 4.00
T T T
—1.00 —0.78 —0.56 —0.34 —0.12 0.10 0.32

FI1GURE 4.10. Temperature distribution for the corner so-
lidification problem at four time steps.

Numerical methods for partial differential equations on moving or evolving
surfaces are a rather recent research topic in numerical and applied mathe-
matics. Nonetheless, there is already a broad spectrum of numerical schemes
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for conservation equations to choose from. Dziuk and Elliott [49] consider a
conservation equation with a diffusive term. They assume an evolving polyg-
onal approximation of the surface which allows for the natural definition of
finite element spaces on the surface. The resulting finite element basis func-
tions enjoy a transport property that implies a significant simplification of
the scheme. In the follow-up paper [50], the same authors exploit a level
set framework. By an application of the coarea formula, the conservation
equation on the moving surface is extended to an equation on a certain fixed
domain, on which standard finite element spaces can be defined. This ap-
proach may be combined with the hA-narrow band method of Deckelnick et
al. [39] to make the computations more efficient. Lenz et al. [104] translate
the finite element method of [49] to a finite volume framework. As in the
previously mentioned works, the underlying PDE is a conservation equation
with a diffusive term. Adalsteinsson and Sethian [2] and Xu and Zhao [165]
pursue a somewhat different idea. In both cases, the quantities involved in
the conservation equation on the moving interface are extended to a narrow
band by standard level set techniques, i.e., by a constant extension in nor-
mal direction. This allows for the extension of the given PDE to neighboring
level sets of the interface, and, consequently, for the use of standard finite
difference schemes for second-order PDEs on fixed domains.

Unfortunately the PDE (3.9) lacks diffusive terms and, thus, the available
discretization strategies described above all exhibit stability problems. This
could be circumvented by adapting the finite volume methods of Du and
coworkers [43,44] or Lenz et al. [104] to first-order equations. As an alter-
native, we note that all derivatives in the first-order conservation law (3.10k)
on I';(t) are globally defined. Thus, this equation can be directly extended
to all of D, or at least to a narrow band around I';(¢), by using a constant
extension of the terminal condition (3.101) and the forcing term on the right
hand side of (3.10k) as in [2, ]. In the next subsection, we present a
suitable discretization of the resulting partial differential equation.

4.5.1. Spatial and Temporal Discretization

It turns out that after applying the constant extension procedure described
above, the first-order conservation equation (3.8) on the moving interface
I';(t) transforms into a first-order conservation law in D which can be
written in the standard form

—py —div(p V) =7 in D, (4.23a)
H(T) = rr in D, (4.23b)
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where r and rp denote constant extensions in normal direction to I'z(¢) of
the right hand side of (3.8a) (or, equivalently, (3.10k)) and of the terminal
condition (3.8b) (or, equivalently, (3.101)), both normalized by m.

Spatial Discretization. The conservation law (4.23) can be solved by finite
difference, finite volume, or stabilized finite element methods. However, as
we have already chosen to use a discontinuous Galerkin scheme for the spatial
discretization of the level set equation, it is natural to use a similar strategy
for its adjoint as well. Discontinuous Galerkin schemes for first-order con-
servation laws have received a lot of attention during the last two decades,
see, e.g., [34] and the references therein. They exhibit several properties
that make them attractive, for instance, local conservation and the ease of
implementation of higher-order methods, to mention only two.

The approach of Kuzmin [101] is particularly appealing because it does not
involve any parameters that have to be tuned, and it avoids the detection
of troubled cells. As in Section 4.2.1, we assume that we are given the
triangulation 73, of D on which we define the space Pgw, see (4.3). To obtain
the scheme, we multiply (4.23a) with a suitable test function w and integrate
over an arbitrary element K of 7. By integration-by-parts, the divergence
acting on v is transformed into a gradient acting on the test function w.
After replacing all continuous quantities by their discrete counterparts from
Pllfw, the scheme reads:

Find ¢ (z,t) € Pll,fw such that

/ —(8t1/1h)wh+wh‘7~thdx—/ whd}h\?~nd$ :/ rwp, dx
K 0K K

(4.24)
for all wy, € P;fw and for all K € Tj,.

The numerical flux @h in the boundary integral is defined as

i (z, ) ~V-n<0,zeD\OD,

Un(z,t) = P(z,t) -V -n<0,zedD,
Y (z,t) =V -n>0,z€D,

where v are Dirichlet boundary data, and ;" (z, ), (z,t) are to be under-
stood in the sense of (4.5). The minus sign in front of the normal velocity
V - n is necessary as the direction of the velocity is reversed compared to
the level set equation. A vertex-based slope limiter has to be used when
implementing (4.24), we refer to [101] for the details.

Temporal Discretization. The discussion of the temporal discretization of the
level set equation (2.8) in Section 4.2.2 also covers the temporal discretization
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of the corresponding adjoint equation (3.8). As motivated below, the finite
element spaces for the adjoint equations are the same as for the forward
equations, and, thus, the strong stability preserving Runge-Kutta method
specified by the Butcher array in Table 4.1 is applicable. The time steps are
restricted by the CFL condition (4.10).

4.5.2. Implementation

This section highlights some aspects of the implementation of the discontin-
uous Galerkin scheme (4.24).

Boundary Conditions. To derive the adjoint system (3.10), we included only
a restriction of the level set equation to the interface, the Stefan condition,
in the forward system (3.2). As a consequence, no boundary conditions for
the level set equation have to be specified on the continuous level—it suffices
to implement suitable boundary conditions on the fully discrete level, see
Section 4.2.3. Another implication of this approach is of course that the
derivation of the adjoint system does not yield suitable boundary conditions
for the adjoint level set equation. Thus, the Dirichlet boundary data v
in the definition of the numerical flux 1/:% are not given naturally. Rather,
artificial boundary conditions are implemented in the same way as for the
level set equation, i.e., in the time step from 17! to 17, the boundary data
o = ¢’*! are taken. To minimize the influence of these conditions, we use a
reinitialization procedure that is similar to the reinitialization of the level set
function ¢, see Section 4.2.3. The adjoint state 1 is evaluated at the interface
and then extended constantly in normal direction to all of the current narrow
band by solving (4.13) by the fast marching method.

Curvature. For the discretization of the curvature x that arises in the right
hand sides of (3.10k) and (3.101), we make use of the finite element scheme
proposed by Fried [58, Chapter 4]. We extend the relation (2.10) from
I'7(t) to all of D, multiply by a proper test function w and integrate over

the given hold-all:
Vo
rwdr = / w div ——
/D |V¢|

Integration by parts on the right hand side yields

/D"““’dx:/ R /V o

which is the basis for defining a weak curvature of the interface I'; (¢). Choos-
ing Dirichlet boundary conditions on 9D implies that w = 0 at the boundary.
Thus, this weak form simplifies to

Kwdr = — /V dr Yw e Vy, 4.25
/, v ’ (429
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where
V*i={we C(D)|wlk € P2(K) for all K € T},
Vo= V"N Hy(D).

As the gradient of ¢ possibly vanishes in certain non-smooth configurations,
Fried proposes to regularize the denominator |V¢| in (4.25) by replacing it
by the quantity /|V¢|? + €2 for small €, > 0. We follow his advice, and
we introduce additional regularization into (4.25) by adding a diffusive term
of the form —e,; Ax. Thus, to obtain the discrete curvature, we solve the
problem:

Find x € V" such that

Vo
&wdm+en/Vw-Vn:f/Vw~7dm 4.26
/D D D VIV|? + €2 (4.26)

for all w € Vi with the boundary condition k = k¢ on 9D.

Remark 4.11. (1) Fried [58, Chapter 4] shows that using linear finite
elements to solve (4.26) might prohibit convergence of the method.
This is the reason for choosing quadratic finite element spaces,
in particular in the solution of (4.26), but consequently also for
the X-FEM for approximating the temperature and its adjoint, see
Section 4.3.
(2) Because ¢ is computed in a narrow band around the current po-
sition of I';(¢) only, we have to restrict the computation of £ to
the same narrow band. This affects the definition of the spaces V"
and V5© and the evaluation of the integrals in (4.26).

Efficient Implementation and Taylor Basis. As for the level set equation (2.8)
in the solution of the system (3.2), it suffices to solve (4.24) in a narrow band
around the current position of I';(¢). Note that the interface positions and
the corresponding narrow bands at any instance of time are already known
from the solution of the forward problem (3.2). A strategy for the solution
of the adjoint level set equation in this situation is thus given as follows,
assuming that the forcing terms r and rr in (4.23) are independent of the
adjoint temperature p:

e Initialize ¢(z, T') by (4.23b) and evaluate the source term in (4.23a).
e Whilet >0
— Evolve (4.24) for one time step.
— Extend v¥(z,t) off the interface constantly in normal direction.
— Evaluate the source term in (4.23a).
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A more detailed description is given in Algorithm 4. Of course, a coupling
of the schemes (4.4) and (4.24) to solve the level set equation and its adjoint
simultaneously is also possible.

The vertex-based slope limiter designed in | ] aims at limiting variations in
the spatial derivatives of the solution. If the mass matrix of the scheme (4.24)
is non-diagonal, the application of an additional limiting procedure for tem-
poral derivatives of the solution is necessary. This is the motivation for using
a local Taylor basis in which a conservative mass lumping is achieved by
setting all off-diagonal entries of the mass matrix equal to zero. To make the
implementation consistent, and for the sake of efficiency, we use the same
Taylor basis also in the discontinuous Galerkin scheme (4.4) for the level set
equation (2.8) in the solution of (3.2), see Section 4.2.3. As a consequence,
the mass matrix that is induced by the bilinear form

/wwd:v forall KeT,
K

is the mass matrix corresponding to (4.4), provided that we use the same
polynomial degree in the spaces of trial functions, see (4.3). In addition, the
system matrix that is induced by the bilinear form

/1/1‘7-de:£ forall K €Tp
K

is the transpose of the matrix that is induced by the corresponding bilinear
form in (4.4), provided again that we use the same polynomial degree in the
spaces of trial functions. Thus, the matrices from solving (2.8) in the forward
problem are stored and then invoked again during the solution of the adjoint
problem.

4.5.3. Numerical Examples

Convergence of the Weak Curvature. We test the convergence of solutions
of equation (4.26) in two different situations. The first test example involves
a smooth interface whose curvature is defined everywhere. The interface in
the second test case is a square whose curvature is not defined at the four
corners. In both cases, we use the norm

ESs (kn) = [|K" = Fnlloo,r = sup |[&7 — fip|
r

to estimate the errors. Here, k™ denotes the exact curvature of the interface I,
and kp, is the solution of (4.26) corresponding to the regularization parameter
€x. In all our numerical experiments, the default value for the regularization
parameter ¢, is defined as €? := 107*+/h, where h is the longest of all

triangle edges in the mesh. The underlying computational domain is the
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TABLE 4.6. Convergence test for (4.26) on a circle with
radius 0.15 and different values of €.

h €. =101 eoc €. =102 eoc €.=10"° eoc €x = efi eoc

0.4000  5.88e+00 - 2.03e+00 - 3.27e+00 - 3.10e+00 -

0.2000 5.63e+00 0.06 4.50e—01 2.02 8.73e—01 1.90 6.24e—01 2.31
0.1000 2.81e+00 1.00 4.06e—01 0.30 2.68e—01 1.70 1.99e—01 1.65
0.0500 2.75e+00 0.03 3.14e+00 -2.95 8.23e—02 1.70 5.6le—02 1.83
0.0250 1.29e+01 -2.23 1.50e+00 1.06 3.32e—02 1.31 4.23e—02 0.41
0.0125 3.28e+01 -1.35 2.30e+01 -3.94 3.19e—01 -3.26 2.55e—01 -2.59

TABLE 4.7. Convergence test for (4.26) on a circle with
radius 0.3 and different values of .

h €. =101 eoc €. =102 eoc €.=10"° eoc €x = e’,i eoc

0.4000  2.88e+00 - 2.36e—01 - 5.37e—01 - 4.43e—01 -

0.2000 3.21e+00 -0.16 2.50e—02 3.24 1.64e—01 1.71 1.38e—01 1.68
0.1000 7.37e—01 2.13 3.28e—01 -3.71 7.64e—02 1.10 5.32e—02 1.38
0.0500 6.07e+00 -3.04 1.24e4+00 -1.92 2.04e—02 1.91 1.51e—02 1.82
0.0250 1.62e+01 -1.42 4.62e+00 -1.90 1.21e—02 0.76 1.79e—02 -0.25
0.0125 3.6le+01 -1.16 2.63e+01 -2.51 1.50e—01 -3.64 1.22e—01 -2.77

TABLE 4.8. Convergence test for (4.26) on a circle with
radius 0.45 and different values of €.

h €. =101 eoc €. =102 eoc €.=10"° eoc €x = efi eoc

0.4000  2.09e+00 - 5.20e—01 - 5.36e—01 - 4.97e—01 -

0.2000 2.19e+00 -0.06 3.74e—01 0.47 2.65e—01 1.01 2.45e—01 1.02
0.1000 1.45e+00 0.59 5.97e—01 -0.67 4.30e—02 2.62 2.55e—02 3.26
0.0500 6.42e+00 -2.14 1.17e+00 -0.97 8.17e—03 2.39 6.57e—03 1.96
0.0250 1.75e+01 -1.45 5.91e+00 -2.34 7.98e—03 0.03 1.19e—02 -0.86
0.0125 3.76e+01 -1.10 2.78e4+01 -2.24 9.45e—02 -3.57 7.84e—02 -2.72

square D = [—0.5,0.5]%. As in Section 4.2.4, we decrease the grid size from
h = 0.4 (which corresponds to 64 triangles) to h = 0.0125 (which corresponds
to 65536 triangles).

(1) A smooth example: The considered interface is a circle, centered at
the origin, whose exact curvature is given by the reciprocal of its
radius. We solve (4.26) for different radii and vary the grid size and
the regularization parameter ¢, for each of these radii. The results
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TABLE 4.9. Convergence test for (4.25) on a circle with
radius 0.15 and different values of €.

h €. =101 eoc €, =102 eoc €, =10"° eoc €x = eﬁ eoc
0.4000 7.15e+00 - 3.29e+00 - 3.31e+00 - 3.31e4+-00 -
0.2000 6.28e+00 0.19 1.11e+00 1.56 1.06e+00 1.64 1.06e4+00 1.64
0.1000 6.55e+00 -0.06 1.08e4+00 0.04 3.65e—01 1.54 3.65e—01 1.54
0.0500 6.63e+00 -0.02 3.76e4+00 -1.80 2.20e—01 0.73 2.17e—01 0.75
0.0250 6.66e+00 -0.01 5.88¢+00 -0.64 1.27e—01 0.79 1.40e—01 0.64
0.0125 6.67e+00 -0.00 6.47e+00 -0.14 3.51e—01 -1.46 2.83e—01 -1.02

TABLE 4.10. Convergence test for (4.25) on a circle with
radius 0.3 and different values of €.

h €. =101 eoc €. =102 eoc €, =10"° eoc €x = eZ eoc
0.4000  2.59e+00 - 5.66e—01 - 5.64e—01 - 5.64e—01 -
0.2000 3.09e+00 -0.25 2.08e—01 1.44 1.82¢e—01 1.63 1.82¢e—01 1.63
0.1000 3.27e+00 -0.08 3.90e—01 -0.90 1.11e—01 0.72 1.10e—01 0.72
0.0500 3.32e+00 -0.02 1.90e+00 -2.28 5.33e—02 1.05 5.48e—02 1.01
0.0250 3.33e+00 -0.00 2.93e+00 -0.63 2.14e—02 1.32 2.76e—02 0.99
0.0125 3.34e+00 -0.00 3.24e4+00 -0.14 1.82e—01 -3.09 1.48e—01 -2.42

TABLE 4.11. Convergence test for (4.25) on a circle with
radius 0.45 and different values of €.

h €. =101 eoc €, =102 eoc €, =10"° eoc €x = eﬁ eoc
0.4000 1.63e+00 - 5.44e—01 - 5.46e—01 - 5.46e—01 -
0.2000 2.07e+00 -0.35 2.90e—01 0.91 2.74e—01 0.99 2.74e—01 0.99
0.1000 2.18e+00 -0.07 2.91e—01 -0.00 7.89e—02 1.80 7.87e—02 1.80
0.0500 2.21e+00 -0.02 1.26e+00 -2.11 2.10e—02 1.91 2.20e—02 1.84
0.0250 2.22e+00 -0.01 1.96e+00 -0.64 1.74e—02 0.27 2.15e—02 0.03
0.0125 2.23e+00 -0.00 2.16e+00 -0.14 1.19e—01 -2.78 9.65e—02 -2.16

are reported in Tables 4.6-4.8. We repeat these experiments with
the same setup, but we remove the diffusive regularization part,
i.e., we solve (4.25) instead of (4.26). The results are reported in
Tables 4.9-4.11.

(2) A non-smooth example: The considered interface is a square, cen-

tered at the origin. In this case, the curvature is zero away from
the four corners, in which it is not defined. We take this into
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account when computing the errors by neglecting the four corner
points of the square. Similar to the first test case, we solve (4.26)
for different side lengths of the square and again vary the grid size
and the regularization parameter €.. The results are reported in
Tables 4.12—-4.14.

In summary, we interpret these results as follows. For large values of the
regularization parameter €., the errors in all three test cases are rather large
and we do not observe convergence. In fact, the error increases in almost
all cases. As ¢, is decreased, the errors go down in general and we observe
convergence, albeit at rather irregular rates. This is not true when passing to
the finest grid on which the error increases again. We attribute this behavior
to the fact that the boundary of the computational domain, the narrow band,
is too close to the interface, see Figure 4.11. As a consequence, the artificial
boundary conditions ko that we pose in (4.26) significantly influence the
values of the weak curvature. This may be remedied by enlarging the narrow
band in case of fine grid computations. At moderate grid sizes, this effect
can be ignored. A comparison of Tables 4.6-4.8 and 4.9—4.11 explains the
additional regularization that we introduced by adding a diffusive term to
the scheme (4.25). The solutions we obtain on basis of the fully regularized
problem (4.26) are in general more well-behaved than the solutions to (4.25).
To be more precise, the error is smaller when using the additional diffusive
regularization and we observe better convergence rates. o

A Test Example for the Adjoint Level Set Equation. We now verify the
proposed solver for conservation laws on moving surfaces that is used to
solve the adjoint level set equation in Algorithm 4 on a test example for
which the exact solution is obvious. Once again, the square D = [—1, 1]2
serves as the hold-all. At initial time ¢ = 0, the interface is a circle with
radius 0.25, centered at (0.5,0.5)". The initial distribution

T2 — 0.5
1(0) = cos (2 arctan m)
of the adjoint level set function is periodic. In the time interval [0, 1], the con-
stant velocity field V = (=1, —1)T moves the interface to the circle with cen-
ter point (—0.5, —O.5)T, the radius remains unchanged. We set all constants
equal to unity and neglect source terms. As the chosen velocity field V is in
particular divergence-free, we solve the pure transport equation (see (3.9))
d} = 0 along the moving circle. At any instance of time, the exact solution
obviously has the same distribution as the initial data. We calculate the
solution numerically for the same decreasing sequence of grid sizes as in Sec-
tion 4.2.4. At the same time, the time steps are refined in accordance with
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TABLE 4.12. Convergence test for (4.26) on a square with
side length 0.4 and different values of €.

h €. =101 eoc €. =10"% eoc €. =10"° eoc € = e}; eoc

0.4000 6.39e—01 - 1.64e+01 - 2.70e+4-01 - 2.60e+01
0.2000 9.04e—02 2.82 1.77e4+01 -0.11 4.09e+01 -0.60 3.83e+01 -0.56
0.1000 3.66e+00 -5.34 1.61le+01 0.13 5.20e+01 -0.35 4.74e4+01 -0.31
0.0500 9.56e+00 -1.38 6.82e4+00 1.24 2.37e4+01 1.13 2.87e4+01 0.72
0.0250 1.95e+01 -1.03 7.60e+00 -0.16 1.13e4+00 4.39 6.05e+00 2.24
0.0125 3.94e+01 -1.01 2.95e4+01 -1.96 1.29e+01 -3.51 1.16e+01 -0.93

TABLE 4.13. Convergence test for (4.26) on a square with
side length 0.6 and different values of €.

_ _ -
h €. =107 eoc €.=10"% eoc €.=10"° eoc € = eZ eoc

0.4000 4.48e—01 - 1.55e+01 - 2.69e+-01 - 2.57e+01
0.2000 1.17e—01 1.94 1.54e+01 0.01 3.21le+01 -0.26 3.03e+01 -0.24
0.1000 4.01e+00 -5.10 1.42e4+01 0.12 2.88e+01 0.16 2.82e4+01 0.10
0.0500  9.39e+00 -1.23 5.93e+00 1.26 1.46e+01 0.98 5.50e+00 2.36
0.0250 1.95e+01 -1.05 7.61le+00 -0.36 5.92e+00 1.30 6.59e+00 -0.26
0.0125 3.99e+01 -1.04 2.95e+01 -1.96 3.3le+00 0.84 2.76e+00 1.26

TABLE 4.14. Convergence test for (4.26) on a square with
side length 0.8 and different values of €.

—1 — -5 )
h €, = 10 eoc €. =107 eoc €. =10"° eoc €n =€l eoc

0.4000  2.40e—01 1.39e+01 2.12e+01 2.06e+01

0.2000 6.54e—02 1.88 1.42e+01 -0.04 2.80e+01 -0.40 2.64e+01 -0.36
0.1000 1.18e+00 -4.17 1.20e+01 0.24 1.43e+01 0.97 1.12¢e4+01 1.24
0.0500 9.37e+00 -2.99 5.00e+00 1.27 2.04e+01 -0.51 1.20e4+01 -0.11
0.0250 1.95e+01 -1.06 7.66e+00 -0.62 8.48e—01 4.59 1.33e4+00 3.18
0.0125 3.93e+01 -1.01 2.94e4+01 -1.94 8.05e—01 0.07 6.23e—01 1.09

the CFL condition (4.10). The known exact interface position is provided in
each time step to eliminate additional errors that are introduced by solving
the level set equation for the evolution of the interface. We measure the error
at t =T in an L? as well as in an L™ sense (see Sections 4.2.4 and 4.4)

1/2
2 (4n) = / o —fPds |, EF(n) = sup lpn — .
T (T) r(T)
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0.5 0.5
—0.5 0.5
-0.5 0.5 —-0.5 0.5
(a) h = 0.1000 (b) h = 0.0500
0.5 0.5
—0.5 0.5
-0.5 0.5 0.5 0.5
(c) h = 0.0250 (d) h =0.0125

FI1GURE 4.11. Narrow band meshes for different grid sizes
h as used in the computation of the curvature of a circle
with radius 0.3.

The results are reported in Table 4.15. We observe that the method converges
in this test case. The convergence rates with respect to both error indicators
are rather low. As for the level set equation, this can be at least partially
attributed to the fact that the reinitialization we use is of lower order, see
Remark 4.6. Figure 4.12 shows the evolution of the interface along with
the surrounding narrow band, and the distribution of the adjoint level set
function 1, for a discretization of the given hold-all with 16384 triangles
(which corresponds to the grid size h = 0.05) and 807 time steps. o
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TABLE 4.15. Errors and estimated orders of convergence
for the transport equation on the moving interface. The
last row is based on a least-squares approach taking into
account all grid sizes and all errors.

h Ef(yn)  eoc  EF(Yn)  eoc

0.400 6.1393e—01 -  7.7532¢e—01 -

0.200 1.4660e—01 2.07 2.4822e—01 1.64
0.100 9.8521e—02 0.57 1.8420e—01 0.43
0.050 3.6755e—02 1.42 8.3621e—02 1.14
0.025 1.9948e—02 0.88 7.4096e—02 0.17

eoc 1.19 0.83

4.6 An Algorithm for Solving the Adjoint Problem

X-FEM Approximation of the Adjoint Temperature. We have already seen
in Section 3.3.3 that the equations (3.10a)—(3.10j) governing the adjoint tem-
perature p in the system (3.10) have the same basic structure as the cor-
responding equations (3.2a)—(3.2h) for the temperature y in the two-phase
Stefan problem (3.2). Consequently, the extended finite element approxima-
tion that we discussed in Section 4.3 is applicable to the discretization of the
adjoint temperature as well:

N Ne(t)
pr(z,t) = Zvi(iv)pi(t) + 0j(2,1) b;(t).

j=1

Note that the geometric information that is needed to define the enrichment
functions v;(z, t) is already known from the solution of the forward problem.
In fact, the (pseudo) mass and the stiffness matrices that are assembled dur-
ing the solution of the forward system (3.2) (or its discretized version (4.20),
respectively) can be stored and reused to solve the adjoint heat equation.
This is similar to the solution strategy for the adjoint level set equation.

The only major difference between the heat equations in (3.2) and (3.10)
is in the interface conditions that prescribe the equilibrium temperature at
I';(¢). As in Section 4.3.4, we require only a weak form of the interface
condition (3.10j):

/ (p—w|qu|)vds:0 Yo.
Ir(t)
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FIGURE 4.12. Solutions of the pure transport equation 1/) =
0 along a moving circle at different time steps.

Replacing the continuous quantities by their discrete counterparts using the
finite element basis (4.18) gives rise to the linear system

QJ P] :PI]
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that we add as a penalty term to the linear system that emerges from applying
the X-FEM to the adjoint heat equation along the lines of Section 4.3.3. Note
that the matrix in this penalty term is the same as in the system (4.20). Thus,
we end up with the system of linear equations

1 . . N\
R MK (@) ) P
(A”H (4.27)

1 j+1\ T pitl INT pi
ZW(MJ' ) P+ (Q) Py
that has to be solved for the coordinate vector

. . o . -

Pl=pl, o oons Ul O )]

with respect to the finite element basis (4.18) for some penalty parameter
pu > 0 and for j = Np —1,...,0. As mentioned above, the matrices and
vectors in this equation are defined as in (4.19).

Remark 4.12. (1) The adjoint heat equation is backwards in time.
Thus the roles of ansatz and test function are interchanged with
respect to the discretization of the forward system. This is reflected
by using the transpose of the non-symmetric matrix M;H on the
right hand side of (4.27).

(2) We do not discuss the discretization of the forcing terms in (3.10a)—
(3.10d) in detail as they can be included in (4.27) in the same way
as the source term in the discretization of the forward system.

Solution Strategy. The coupling condition (3.10j) between the two adjoint
states p and @ and the implicit time discretization of the adjoint heat
equation lead the way to an algorithm for the solution of the adjoint sys-
tem (3.10). In each time step, we first update the adjoint level set function
1 by the DG scheme (4.24) and the explicit Runge-Kutta method that we
discussed in Section 4.2.2. The new value of ¢ is then used to update the
adjoint temperature p by solving the linear system (4.27). This approach
is similar to the solution strategy for the forward problem (3.2) in which
we first update the geometric information by evolving the level set equation
one time step and then update the temperature by solving (4.20). These
ideas are summarized in Algorithm 4. As in Algorithm 3, we use the nota-
tion y/ = y(t/), and so on, and NB’ denotes the narrow band at time #.
Note that ¢’ and V7 are given only locally in NB’ and not globally in all
of D. This explains the necessity of steps 6 and 11. Mapping a quantity
from NB?~! to NB? (or in the reverse direction) is implemented by copying
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the values of the quantity at nodes close to the interface in NB/~! to the
corresponding nodes in NB? and applying the constant extension procedure
described in Section 4.2.3. The initialization of the adjoint level set function
1 and the evaluation of the source terms in steps 2 and 16 are implemented
in analogy to the evaluation of the Stefan condition in the solution of the
forward problem, see Section 4.3.4.

Algorithm 4 Solver for the Adjoint Two-Phase Stefan Problem
Input: D, p,cs, cr, ks, kr, L, 11, 72, 73, V4, 1, Y1, @1,
for .7 = 07"'7NT: tjv ij ¢]7 PJI? NBJ7 yzy 317 MJ’ Kj? ij
for j=0,...,Np—1: M7, K7,
for j = 1,.. .. ,.NT: M;._l
Output: p’, ¢! for ;5=0,...,Nr

1: ] — NT.

2: Initialize p’ and 47 in NB?, see (3.10c)—(3.10d) and (3.101).
3. BEvaluate the source term in (3.10k) in NBY.

4: while 7 > 1 do

5. if NB/ # NB’~! then

6: Map ¢~ and V7= from NB/~! to NB/.

7. end if

8:  Compute 17~ in NB7.

9:  Apply the slope limiter to 17 ™! in NB7.
10: if NB? #£NB’~! then
11: Map ¢’ ! from NB’ to NB/ 1.
12 end if
13:  Reinitialize ¢/~ in NB/ ™1,
14:  Implement the interface condition (3.10j) by a penalty approach.
15:  Solve the adjoint heat equation (4.27) to obtain p? .
16:  Update the source terms in (3.10k).

17 j—j—1
18: end while
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This chapter contains five numerical examples to validate the proposed opti-
mal control approach to motion planning for the two-phase Stefan problem
in level set formulation. The first test case is included to demonstrate that
controling the interface motion can counteract nature, in the sense that the
initial interface position is kept almost constant in the controled case, while
the natural motion of the interface in the case of perfect insulation is to
shrink. The second example uses a similar geometric setup as the first one,
but the controled interface moves in the same direction as the uncontroled
interface. The resulting temperature distribution is non-physical, and this
motivates the inclusion of control constraints in Section 5.3. In all of these
test cases, the interface is a closed curve. As an additional challenge, we
introduce a change of topology in the desired interface motion which is to
be tracked in the fourth example. We close this chapter with the case of so
called unidirectional solidification in which the control goal is to have a flat
interface move monotonically in one direction. This last example serves as
the motivation for introducing state constraints, see Chapter 6.

General Setup. Unless otherwise stated, we use the following settings
throughout this chapter. The constants in the two-phase Stefan problem are
taken as

ks =1, kr=13%, cs=1, cr=1 L=1, p=1, yu=0,

and the initial temperature distribution is

féo  inQs(0),
Y7V 100 in QR (0).
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1.0
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Iteration: 0 3 6 9

FIGURE 5.1. The relative cost functionals j(uj)/j(uo) for
the control problem of Section 5.1.

Moreover, we omit temperature tracking terms completely, i.e., v1 = v3 =0
in all of the examples to follow. The tolerances in the convergence criteria of
Algorithm 1 and Algorithm 2 are

=108 =108 1Y =10"% 1Y =10"",
MAXITER = 100, 7° =10"".

In all test cases, u? = 0 serves as the initial guess for the control. We store
m = 5 pairs (s?,¢’) for the update of the inverse Hessian approximation in
the limited memory BFGS method.

Computing Environment. The finite element discretization introduced in
Chapter 4 was implemented in MATLAB. Some of the more time consuming
program parts, e.g., the fast marching method, were translated to C+4+
using the corresponding MATLAB interface. Except for the PDE toolbox
supplied by MATLAB which was used to generate the meshes, and the code
for estimating the order of convergence by a least-squares approach which was
implemented by Frank Schmidt, no external code was used. All computations
were carried out on an Intel®Xeon®Dual Core processor with 3.0 GHz and
64 MB RAM.

5.1 Keeping a Constant Position

Setup. We choose the annulus D = {z € R? | 0.2* < zf + 23 < 0.7°} as
the hold-all. The initial configuration is such that the solid phase is adjacent
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FIGURE 5.2. The optimal control for the problem of Sec-
tion 5.1 computed by the L-BFGS method at time steps
t € {0.0,0.06,0.12,0.18,0.24,0.3} (top to bottom).

to the outer part of dD, the circle with radius 0.7 (denoted by T%"), and
the fluid phase is adjacent to the inner part of 9D, the circle with radius
0.2 (denoted by F%Z), The two phases are separated by a circle with radius
0.45, and the control goal is to keep this interface position constant until the
terminal time 7" = 0.3. This setup and the control goal correspond to the

choice
¢a(x1,T2,t) = ¢r(x1,22) = —\/2? + 23 + 0.45.

The control u acts only on T'%?, and we impose the insulation condition
Ay
ks 9 0
We discretize the hold-all using 3384 triangles and the time interval [0, 0.3]
is subdivided into 200 equal slices (At? = 0.0015). This discretization cor-
responds to 9648 unknowns. We run Algorithm 1 and Algorithm 2 with the
parameters

on FS)\}7.

Y2 =100, y=1, 75 =10""

Interpretation of the Results. After 8 iterations, the limited memory BFGS
method stops because of condition (T4). The computed optimal control, the
resulting interface evolution, and the corresponding temperature distribution
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are shown in Figures 5.2-5.4. The gradient method (abbreviated by PGM)
stops after 9 iterations. Figure 5.1 compares the two relative cost functionals.
In this example, the numbers of iterations needed by the two methods are
comparable. However, L-BFGS stops with a smaller value of the cost func-
tional than PGM, indicating that PGM stopped too early. By extrapolating
the behavior of PGM, we see that it would need much more iterations than
L-BFGS to obtain the same value of the cost functional.

Figure 5.3 demonstrates that the controled interface remains close to the
desired constant interface position. Since the control is only active on the
inner part of the boundary, T'%2, this behavior can only be achieved by a
positive heat flux into the fluid phase Qr(t), see Figure 5.2. After t ~ 0.18,
there is barely any control activity, the corresponding lines in Figure 5.2 are
almost indistinguishable. As demonstrated by Figure 5.4(e)—(f), the resulting
temperature distribution at t = T is identical to the equilibrium temperature,
a state in which solid and fluid phases can exist in equilibrium, keeping the
interface position constant [72, Section 2.1.4].
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FicUrRE 5.3. The interface position corresponding to the
computed control (black, thin line) and the desired motion
(cyan, thick line) for the control problem of Section 5.1
at different time steps. The final interface position in the
uncontroled case is shown in red (dashed line).
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FIGURE 5.4. The temperature distribution and the inter-
face evolution corresponding to the computed control for
the control problem of Section 5.1 at different time steps.
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FIGURE 5.5. The relative cost functional J(u?)/J(u®) for
the unconstrained control problem of Section 5.2 in semi-
logarithmic scale.

5.2 Shrinking to a Circle

Setup. The hold-all is the same as in Section 5.1, i.e., D = {z € R* | 0.2? <
2422 < 0.72}7 but now, we let the control be active on the whole boundary
of this domain. We use the notation I's? and I'S” to distinguish the two parts
of the boundary. The positions of the two phases at initial time ¢ = 0 are
unchanged with respect to Section 5.1, but now the interface is a closed curve
that distantly resembles a flower. The control goal is to have this interface
shrink uniformly to a circle with radius 0.35 in the time interval [0,0.3]. The
functions ¢4 and ¢r representing this desired interface motion in the cost
functional are constructed numerically by the fast marching scheme as the
signed distance functions to the zero level sets of the function

1—-t 03—t

z(ryp,t) =1 — 5 + 3

where (r, ) are the polar coordinates of (z1,z2) € D. We choose the same
spatial and temporal discretizations as before. Since the control boundary is
now larger, this results in 33768 optimization variables. Algorithm 2 is run
with the parameters

sin(4 p),

vo=1, qa=1, ~5=10""2

Interpretation of the Results. The L-BFGS method stops after 7 iterations
because of condition (T4). The results are reported in Figures 5.5-5.8. Fig-
ure 5.6 indicates that the tracking of the desired interface works well, al-
though there is a deviation from the prescribed interface motion towards the
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end of the process. This can be attributed to the fact that u(-,7") = 0 since
we have omitted temperature tracking terms from the cost functional, see
Remark 3.8. While the control remains almost the same on I's” for a re-
markably long time interval, it changes rather rapidly on I'%2. In particular,
the control attains negative values on I'S?, causing the temperature to fall
beneath the equilibrium temperature yas in regions close to I'S?, see Fig-
ure 5.8(d)—(e). As the two-phase Stefan problem without Gibbs-Thomson
correction can not account for undercooling effects (see (2.6)), new interfaces
between the fluid and the solid phases are expected to emerge in these regions.
However, this is not the case, as we observe from Figure 5.8. This shows a
limitation of the level set formulation of the two-phase Stefan problem, or,
to be more precise, of the discretization presented in Chapter 4: Without an
additional interpolation routine that compares the current interface to the
ynm-level set of the temperature and updates the interface if necessary, we
might end up in situations in which there is a gap between the mathematical
model and the numerical results. As we shall see in the next section, this
can be remedied by imposing control constraints, at least in this particular
example.

5.3 Shrinking to a Circle with Control Constraints

Setup. The geometric setup, the control goal and the choice of the weights in
the cost functional are the same as in Section 5.2. To prevent the optimization
process from running into non-physical situations as in the last Section, we
impose the control constraints

vw>0 onT%® and uw<0 onIY%.

These constraints ensure that no fluid-solid interfaces emerge in regions close
to the boundary of the domain due to control activity.

Interpretation of the Results. We solve this control-constrained problem
using the projected gradient method, Algorithm 1. With the choice

=107, 7¢=10""%, 77=10"",

Algorithm 1 stops after 12 iterations. Figures 5.9—-5.11 show that the tracking
of the desired interface motion is qualitatively as good as in the absence of
control constraints. In fact, the optimal value of the cost functional changes
negligibly from 0.001503 to 0.001773. Figure 5.12(e) and Figure 5.10 demon-
strate that the control constraint is indeed active on T'S? while the behavior
of the control is almost unchanged on I'%”. Except for t = T, the control
is always negative on this outer part of the boundary, and the constraint
is never active there. Finally, Figure 5.13 depicts the resulting temperature
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FIGURE 5.6. The interface position corresponding to the
computed control (black, thin line) and the desired motion
(cyan, thick line) for the unconstrained control problem of
Section 5.2 at different time steps.
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FIGURE 5.7. The computed control for the unconstrained
control problem of Section 5.2 at different time steps.

distribution, and we observe that the gap between the mathematical model
and the numerical results that we faced in the absence of control constraints
is gone, i.e., the requirements (2.6) are fulfilled at all times.
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FI1GURE 5.8. The temperature distribution and the inter-
face evolution corresponding to the computed control for
the unconstrained control problem of Section 5.2 at differ-
ent time steps.
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FIGURE 5.9. The relative cost functional J(u?)/J(u®) for
the constrained control problem of Section 5.3 in semi-
logarithmic scale.
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FIGURE 5.10. Activity of the control constraint in the
problem of Section 5.3 at two different time steps.
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FIGURE 5.11. The interface position corresponding to the
computed control (black, thin line) and the desired motion
(cyan, thick line) for the constrained control problem of
Section 5.3 at different time steps.
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FIGURE 5.12. The computed control for the constrained
control problem of Section 5.3 at different time steps.
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FIGURE 5.14. The relative cost functional J(u?)/J(u°) for
the control problem of Section 5.4 in the absence of control
constraints in semi-logarithmic scale.

FIGURE 5.15. Snapshot of the computed optimal control
for the problem of Section 5.4 at ¢ = 0 if no control con-
straint is present.

5.4 Tracking a Change of Topology
One of the distinguishing features of the level set method is its capability to

handle changes of topology. The example we discuss in this section demon-
strates that our optimal control approach inherits this property.
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(b) t =0.18

FIGURE 5.16. The temperature distribution in the control
problem of Section 5.4 if no control constraint is present at
two different instances of time.

Setup. We consider the rectangular hold-all D = [—-2,2] x [-0.5,0.5]. The
initial configuration is such that the solid phase, which is adjacent to 9D,
completely encloses the fluid phase. As in Section 5.3, the desired interface
motion corresponds to an inwards solidification, starting from an ellipse-
like shape at t = 0. A pinch-off should occur at ¢ ~ 0.124. The level set
functions ¢4 and ¢ which encode the desired interface evolution are taken
as the signed distance functions to the evolving interface obtained during
a simulation run with given Neumann temperature boundary data. Fast
marching reinitialization as described in Section 4.2.3 is used. The boundary
is decomposed into two parts 0D = I'y UT'¢ that are defined by

I'y = ([-0.5,0.5] x {—2}) U ([-0.5,0.5] x {2}),
e = ([-2,2] x {-0.5}) U ([2,2] x {0.5}).

This time we do not impose any constraints on the control u. The Neumann
data on I'y are homogeneous, and the initial temperature is assumed to be

_ ¢0 in QS(O),
Yo = 3(;50 in QF(O)
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FIGURE 5.17. The computed control for the control prob-
lem of Section 5.4 at different time steps. The con-
straint (5.1) is clearly active.

The domain is discretized using 4096 triangles and we take 90 time steps
in the interval [0,0.18]. This discretization results in a total of 11830 opti-
mization variables. We use the parameters y1 = 8, vo = 1, 73 = 107 in
the cost functional and apply Algorithm 2 with a scaled down version of the
Neumann data used to generate the desired interface evolution as the initial
guess u’.

Interpretation of the Results. The BFGS method stops after 7 iterations
because of (T4). Figure 5.14 shows the decrease of the relative cost func-
tional. Due to the good initial guess we used for the control, the reduction
of the cost functional is not too impressive. After four iterations, the BFGS
method recognizes the change of topology. This corresponds to the kink in
the relative cost functional. A snapshot of the computed optimal control is
shown in Figure 5.15 and the resulting temperature distribution is shown in
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Figure 5.16. We observe that the change of topology is indeed recognized and
appropriately tracked by the proposed optimal control approach. However,
the temperature distribution violates the assumption (2.6), as can be seen in
Figure 5.16(a). This non-physical configuration is caused by the fact that the
control is positive on certain parts of I'c as indicated in Figure 5.15. This
situation is similar to what we have seen in Section 5.2. Again, we impose
the control constraint

u<0 on I'c (5.1)
to ensure that the temperature distribution does not violate (2.6).

After projecting it to the set of admissible controls, we use the solution
of the unconstrained case as the initial guess for the control and run the
projected gradient method with the same parameters as above. It turns
out that this initial guess is already close to a solution of the constrained
problem. The projected gradient method stops after only 5 iterations because
of (T4) without having made significant progress. The results are reported in
Figures 5.17-5.19. We observe in Figure 5.18 that the change of topology is
still resolved. The temperature distribution is now well-behaved in the sense
that it does not violate the assumption (2.6) anymore, see Figure 5.19. This
means in particular, that the solution we have found is physically meaningful.
The computed optimal control is depicted in Figure 5.17, where we clearly
observe that the constraint (5.1) is active.
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FI1GURE 5.18. The interface position corresponding to the
computed control (black, thin line) and the desired motion
(cyan, thick line) for the control-constrained problem of
Section 5.4 at different time steps.
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FIGURE 5.19. The temperature distribution and the inter-
face evolution corresponding to the computed optimal con-
trol for the problem of Section 5.4 with the constraint (5.1)
at different time steps.
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5.5 Unidirectional Solidification

Setup. In this last section of Chapter 5, we consider a unidirectional so-
lidification problem in the hold-all D = [—1,1] x [—0.5,0.5]. The initial
interface position is a straight line connecting the points (—0.6, —0.5)T and
(—0.6, 0.5)-'—7 and the control goal is to move this straight line to the right in
the time interval [0, 1] such that the final position at 1 = 0.6 is reached. In
this setup, the functions ¢4 and ¢r encoding the desired interface evolution
can again be computed explicitly:

¢d($1,$2,t) =z — 1.2t + 0.6, ¢T($1,$2) =x1 — 0.6.

We assume that the control v is active only on the left part of the boundary,
ie, I'c = {—1} x [-0.5,0.5]. The remaining parts of the boundary are in
principle insulated, but during the time interval [0.3,0.7] a shock appears
close to the control boundary I'c that pushes the interface in the right
direction but at the same time destroys the flat shape of the interface, see
Figure 5.20(a). Thus, the task of the control is to move the interface to the
right and to counteract the prescribed heat flux to preserve the flat interface
shape.

The discretization of the rectangular hold-all consisting of 4800 triangles
and a subdivision of the given time interval into 200 equal slices (At =
0.005) result in a total of 5829 unknowns. Note that the geometric setup and
the control goal are comparable to previous work, see, for instance, [167]
and [79].

We run Algorithm 2 with the parameters
Yo =12, =1, ~5=10"°%.

Interpretation of the Results. The resulting interface motion computed with
the BFGS method is compared with the desired interface motion in Fig-
ure 5.20(b). Figure 5.21 depicts the relative cost functional. In addition,
the optimal control computed by the BFGS method is shown in Figure 5.22
for all ¢ € [0,1]. The corresponding temperature distribution at different
instances of time can be found in Figure 5.23. The careful reader will notice
that the computed control and, consequently, the corresponding temperature
distribution are not symmetric, although the chosen setup is symmetric. This
is due to the unsymmetric grid that is used in this computation. It is not a
shortcoming of the proposed optimal control approach.

After a short start-up phase, the tracking of the desired interface motion is
almost perfect. Since the control acts only on the left part of the boundary
and is thus rather far away from the interface position, this behavior might
not be expected. As in the previous examples, there is again a deviation from
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(a) Uncontroled interface at ¢t € {0,0.25,0.5,1,0.75} (left to right).

0.5
—0.5
—1 1
(b) Controled interface at t € {0.0,0.1,0.2,...,1.0} (left to right).

FiGURE 5.20. The interface positions in the uncontroled
and the controled case of the unidirectional solidification
problem of Section 5.5. The actual motion is depicted as
the thin line (black), the desired interface positions are
represented as thick lines (cyan).

the desired interface motion towards the end of the time interval. The reason
is of course the same as before: We have omitted temperature tracking terms
completely.
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FIGURE 5.21. The relative cost functional J(u?)/J(u°) for
the control problem of Section 5.5 in semi-logarithmic scale.
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FIGURE 5.22. The optimal control for the unidirectional
solidification problem of Section 5.5 computed by the
BFGS method.
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FIGURE 5.23. The temperature distribution and the in-
terface evolution corresponding to the optimal control for
the unidirectional solidification problem of Section 5.5 com-
puted by the BFGS method at time steps t

{0,0.25,0.5,0.75,1}.
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In this chapter, we discuss a motion planning problem subject to a constraint
on the position of the moving interface. We briefly review regularization tech-
niques for state-constrained optimal control problems. The Moreau-Yosida
regularization is then applied to the motion planning problem under consider-
ation. First-order necessary optimality conditions are derived by extending
the optimality conditions obtained for the unconstrained motion planning
problem in Chapter 3. We comment on some issues concerning the imple-
mentation of the adjoint-based (projected) gradient method (Algorithm 1)
and the limited memory BFGS method (Algorithm 2) for the solution of the
regularized problem, and close this chapter with numerical results.

6.1 Principles of State-Constrained Optimal Control

In analogy to the control-constrained optimal control problem (OCPCC), we
formulate the abstract state-constrained problem

e
. t.
° (OCPSC)
e(y,u) =0,

9(y) <0 in Qo,

where the pointwise state constraint g(y) < 0 is posed in the subset Qg of
the domain 2 on which the state y is defined.
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The difficulty with state-constrained optimal control problems is that La-
grange multipliers associated to state constraints exhibit only low regularity.
In general, they belong to a space of measures on g, see [24] for an elliptic
example. This lack of regularity affects the theoretical analysis of state-
constrained optimal control problems as well as their discretization and their
numerical solution. Without aiming for completeness, we comment on some
of the strategies to circumvent these difficulties.

e The Lavrentiev regularization of Meyer et al. [112], see also [111],
relaxes the pure state constraint into a mixed control-state con-
straint. This transformation is motivated by the observation that
Lagrange multipliers to such mixed constraints enjoy more regu-
larity. Typically, they are measurable functions, see, for instance,
[7,15]. The drawback of the Lavrentiev regularization is that it
can only be applied if the domain on which the control is defined
and the domain on which the state constraint is posed match. In
the case of a boundary control and a state constraint in the inte-
rior of the domain that we have in mind, this approach is thus not
applicable.

e Krumbiegel and Rosch [96] extend the Lavrentiev regularization by
introducing a virtual control that is defined on the domain on which
the state constraint is posed. The pure state constraint is then
relaxed into a mixed constraint as discussed above. Introducing
an auxiliary variable, the virtual control, obviously implies that
the dimension of the discretized problems in the virtual control
concept is increased compared to other regularization techniques.

e Interior point or barrier methods | , ] replace the state con-
straint by a suitable smooth functional that tends to infinity as the
solution approaches the bound. However, an application of these
techniques is beyond the scope of this work.

We treat the state constraint by the Moreau-Yosida regularization which is
due to Ito and Kunisch [85]. The cost functional is penalized with a term
that measures the violation of the state constraint. The resulting optimal
control problem has the form

e Ty (y, w)
s. t. (OCPSC,)
e(y,u) =0

with the penalized cost functional
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Iy (y,u) = J(y,u) + %/QO max{O,g(y)}2 dz. (6.1)

(OCPSC,) is a standard optimal control problem in which only the state
equation appears as a constraint. As the non-smooth function max{0, -} is
squared, the reformulated cost functional J, is differentiable. To enforce
the state constraint, the penalty parameter v must theoretically be driven
to infinity. In practice, (OCPSC,) is often solved for some increasing se-
quence of values for 7. This process can be automated by path-following
techniques [76].

6.2 The State-Constrained Optimal Control Problem

In Section 5.5, we discussed a unidirectional solidification problem in which
the task was to follow a prescribed flat interface motion. Since the cost
functional did not contain any temperature tracking terms, the control in
this example had to vanish at ¢ = T, see Remark 3.8. As a consequence,
there was a considerable deviation of the controled interface from the desired
interface at final time. In certain situations, for instance if it is important
that a minimal amount of material has solidified up to a certain instance of
time, such a deviation is not tolerable. A potential workaround is to increase
the weight 74 in the cost functional to enforce that the controled interface
is closer to the desired interface position at the end of the process. However,
this modification can not guarantee that the deviation is small enough.

A suitable state constraint on the position of the controled interface ensures
that the observed deviation between the controled and the desired interfaces
at t = T is below a given tolerance. For instance, we can demand that
the distance between the two interfaces must be less than one percent of
the size of the hold-all in z;-direction. This constraint can be expressed by
requiring that the modulus of the signed distance function ¢4 modeling the
desired interface motion must not be larger than 0.02 on the current interface
position:

|pa(-,t)] <0.02 onTy(t) forall ¢e]l0,T].

Equivalently, we can rewrite this single constraint as two differentiable con-
straints

da(-,t) <0.02  on I's(¢)

—$a(-,t) <0.02  on T(¢) } for all ¢ €[0,7]. (6.2)

Thus, we are concerned with the state-constrained motion planning problem
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min J(y,$,u) subject to (3.2) and (6.2), (MPPSC)

Y,P,u

in which temperature tracking terms are omitted, i.e., y1 = 73 = 0 in the
cost functional (3.3). A consequence of this particular choice is pointed out
in Remark 3.8.

6.3 First-Order Necessary Optimality Conditions

We apply the Moreau-Yosida regularization introduced in Section 6.1 to re-
move the state constraint (6.2) from the optimal control problem (MPPSC).
As in Sections 3.3.1-3.3.4, we omit the dx, ds and dt for the sake of brevity.
According to (6.1), the penalized cost functional is

T
T (9, 6,u) ”//'ww “/ wm+%//\w
I (t) (T o Jro

v 2 2
+ 5/ /rm) (max{0, pa — 0.02}* + max{0, —¢4 — 0.02}") .

Now, we have to derive first-order necessary optimality conditions for the
problem

min J,(y,$,u) subject to (3.2). (MPPSCy)

y,0,u

Structurally, problem (MPPSC,) is of the form (OCPCC). Consequently,
the Lagrange formalism can again be used to derive an adjoint system and
a gradient equation. The Lagrange functional is defined as in (3.4) with
J(y, ¢, u) replaced by J,(y, ¢, u):

T
£l . ppe 8) = Ko - [ [ -
[ (pesye — ks Ay)p — : (PCFyt_kFAy)p
/0 /Qs(t) / Qp(t
_/()T/Fg(t)(ksgz_ / FS (ks2L —u)p
_/OT/Fg(t)(kFgZ_ )p—/o /Fg(kpgj{—u)p
/OT/FI(t)(yme/OT/W (pL et [kV)5- Vo) v.
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As we shall see in the following, the Moreau-Yosida regularization of the state
constraint (6.2) requires only minor modifications in the first-order optimality
conditions derived in Section 3.3 for the unconstrained problem (MPP).

The Adjoint Temperature. Since the penalty term that we added to the
cost functional is independent of the temperature y, the argumentation of
Section 3.3.1 is still valid and does not have to be changed, with the excep-
tion that the multipliers for the Neumann boundary conditions are replaced
by the adjoint temperature p in the above definition of the Lagrange func-
tional. Thus, the equations governing the adjoint temperature for (MPPSC,)
are (3.10a)—(3.10j).

The Adjoint Level Set Function. Concerning its structure, the penalty term
in the Moreau-Yosida regularization is similar to the interface tracking terms
in the cost functional. Therefore, its derivative with respect to variations in
the level set function ¢ can be calculated using the shape calculus tools from
Appendix A. An application of (A.13) yields

T
D Hg / / max{0, ¢4 — 0.02}> 4+ max{0, —pa — 0.02}%; 5¢>ﬂ
Tr(t)
=2 / /F " Vi (£ (max{0, pg — 0.02}*) + & max{0, pa — 0.02}?)
I

_a / /F o V—¢ ai maX{O’ —¢q — 0.02}2) + & max{0, — g — 0.02}2) )
I

As mentioned above, rnaX{O,‘}2 is differentiable, and, thus, this relation
for the variation of the Moreau-Yosida penalty term is (at least formally)
well-defined. We do not simplify it any further because for the numerical
implementation the current representation is already well-suited.

The Gradient Equation. The penalty term in the Moreau-Yosida regulariza-
tion is independent of the control u. Thus, no changes need to be made in
the gradient equation (3.11).

Summary of the Optimality Conditions. The complete adjoint system for
(MPPSC,) is:

—pespe— ks Ap =0 in Qs(t) (6.3a)
—pcrpt —krAp=0 in Qp(t) (6.3b)
p(T)=0 in D (6.3¢c)

ks 32 =0 on T'Z (6.3d)

kr g—i =0 onT& (6.3¢)
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ks 22 =0 on T (t) (6.3f)
kr g—ﬁ =0 on 'k (t) (6.3g)
pfzp[c}ipv-n— [kVp}i-n on I';(t) (6.3h)
p=7v|Ve| on I'z(t) (6.3i)

—L (¢t +div(® V) = S pr — 2 (& 1¢al* + £ |al®)
— 2 [Z (max{0, pg — 0.02})
+ k max{0, ¢q — 0.02}2}
— 2 [Z (max{0, —¢a — 0.02}%)
+ k max{0, —¢a — 0.02}°’]  on I's(t) (6.3))
Ly(T) = =% (glor* +wlerl®) on T'r(T) (6.3k)
L:=pL|V4| (6.31)

Compared to (3.10a)—(3.10d), the forcing terms on the right hand sides of
(6.3a)—(6.3c) have disappeared due to the choice 71 = 73 = 0. The only
other change with respect to the adjoint system (3.10) concerns the right
hand side of the adjoint level set equation (6.3]) to which the Moreau-Yosida
regularization of the state constraint (6.2) contributes an additional forcing
term.

In summary, the optimality system of the optimal control problem (MPPSC,)
in the absence of control constraints is given by

e the forward system (3.2),
e the adjoint system (6.3) and
e the gradient equation (3.11).

Remark 6.1 (Including Control Constraints). If control constraints are added
to (MPPSC), the gradient equation (3.11) has to be replaced by the corre-
sponding variational inequality as discussed in Section 3.1.

6.4 Optimization Methods

It is straightforward to adapt Algorithm 1 and Algorithm 2 to the solution of
(MPPSC,). To illustrate that only minor changes are necessary, the resulting
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Algorithm 5 Adjoint-Based Gradient Method for State Constraints

Input: 0

u

Output: @,7,6,p, 9
1: ] =0.
2: while the convergence condition is not fulfilled do
3. Solve the forward problem (3.2) for 47 and ¢’.
4:  Solve the adjoint problem (6.3) for p’ and 7.
5. Construct the descent direction from (3.11)

V= 4
6: Determine ¢’ from
ol = argminj(uj +crvj).
7 Setwtl=uw 40707, j -G+ 1.
8: end while

solution strategy in the case of the projected gradient method is stated in Al-
gorithm 5, assuming that there are no additional control constraints present.
Note that control constraints of box type can be incorporated by inserting
a projection in steps 6 and 7. We omit the translated version of the limited
memory BFGS method for the sake of brevity. The remarks in Section 3.4.1
concerning Algorithm 1 and Algorithm 2 also apply to Algorithm 5 and an
appropriate adaption of the BFGS method, respectively.

The implementation of Algorithm 5 relies on the discretization approach for
the forward and the adjoint systems that we have used for the implementation
of Algorithm 1. Only minor changes are necessary in the evaluation of the
cost functional which is needed for performing the line search based on the
Armijo rule. In addition, the evaluation of the forcing terms in the adjoint
level set equation (6.3j) has to be extended to include the forcing terms
resulting from the Moreau-Yosida regularization of the state constraint (6.2).
These changes are obviously also necessary when applying the BFGS method.

6.5 Numerical Results

Setup. As indicated in Section 6.2, the setup in this example is the same as
in Section 5.5, i.e., D = [—1, 1] x [—0.5, 0.5] is the hold-all, and we choose the
control horizon [0, 1]. We also use the same spatial and temporal discretiza-
tions as in Section 5.5. The constraint violation is measured in terms of the
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0.5
—-0.5
—1 1
(a) Interface motion as computed in Section 5.5.
0.5
—0.5
—1 1

(b) Interface motion with the state constraint (6.2), v = 1000.

FIGURE 6.1. The interface positions corresponding to the
computed control (black, thin line) and the desired motion
(cyan, thick line) for the unconstrained problem of Sec-
tion 5.5 and the state-constrained problem of Section 6.5
at time steps t € {0,0.1,0.2,...,1} (left to right).

Moreau-Yosida penalty term:
T
V(y) = / / max{0, ¢4 — 0.02}* + max{0, —¢4 — 0.02}> dsdt. (6.4)
0 JIy(t)

Interpretation of the Results. We solve the state-constrained optimal con-
trol problem (MPPSC,) for v € {0, 10,100, 1000} using the limited memory
BFGS method, Algorithm 2. Note that v = 0 means that we actually have
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TABLE 6.1. Constraint violation in the unidirectional so-
lidification example in dependence on the Moreau-Yosida
penalty parameter.

v V(v)

0 0.0000770718

10 0.0000543645
100 0.0000064746
1000 0.0000016678

to solve the unconstrained problem of Section 5.5. The results are reported
in Table 6.1 and, for v = 1000, in Figures 6.1-6.4.

The data in Table 6.1 tell us that, as v is increased, the violation of the
state constraint, V(v), goes down, as expected. For v = 1000, the limited
memory BFGS method stops after 13 iterations because of (T1). The de-
crease of the corresponding relative cost functional is shown in Figure 6.2.
The computed optimal control can be found in Figure 6.3, and the result-
ing interface evolution and the corresponding temperature distributions are
shown in Figure 6.1(b) and Figure 6.4, respectively. For convenience of the
reader, and to make the comparison easier, the evolution of the interface
in the unconstrained case (cf. Section 5.5) is reproduced in Figure 6.1(a).
We observe that, except for the terminal time where there is still a slight
deviation, the interface always stays within the desired region around the
prescribed interface evolution which is printed as a gray rectangle in Fig-
ure 6.1(b). This is achieved by speeding up the solidification such that, in
contrast to the unconstrained case in which the controled interface almost
always stays left of the desired interface (Figure 6.1(a)), the controled inter-
face is running ahead of the desired interface for a certain time interval as
demonstrated by Figure 6.1(b). A comparison of the controls corresponding
to the unconstrained (Figure 5.22) and to the constrained case (Figure 6.3)
shows how this speed-up is administered: At the beginning of the process,
the control in the constrained case is more active than the control in the
unconstrained case.
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1073

1074

10—5 .
Iteration: 0O 2 4 6 8 10 12 14

~

FIGURE 6.2. The relative cost functional .J, (u”)/
the state-constrained control problem of Section 6.
1000 in semi-logarithmic scale.

" (u) for
5 for v =

—0.5 0

FiGURE 6.3. The computed control for the state-
constrained control problem of Section 6.5 for ¢t € [0,1]
and for v = 1000.
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1

[

(a) t =0.00

0.5

—

—0.5
—1

1

(b) t=0.25

,_.I

(c) t = 0.50

0.5

—0.5

.

0.5

—

—0.5
—1
(e) t =1.00
N . ‘
—4.20 —3.37 —2.53 —1.70 —0.87 —0.03 0.80

(f) Temperature scale.

FIGURE 6.4. The temperature distribution and the inter-
face evolution corresponding to the optimal control for the
state-constrained problem of Section 6.5 computed with
the BFGS method for v = 1000 at time steps t €
{0,0.25,0.5,0.75,1}.
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7.1 Discussion and Conclusions

This thesis discusses motion planning for the classical two-phase Stefan prob-
lem in level set formulation. The proposed approach advances research on the
optimal control of free and moving boundary problems in several directions.

Level Set Formulation. In contrast to previous approaches, the moving in-
terface which separates the fluid phases from the solid phases is represented
by the level set method, thus allowing for more geometric flexibility. In addi-
tion to unidirectional solidification problems, closed interfaces and changes
of topology are handled naturally within this framework as demonstrated by
the numerical examples. The considerable additional effort that is introduced
by the level set method is kept at a reasonable level by using the narrow band
method that goes along nicely with the proposed optimal control approach.

First-Order Necessary Optimality Conditions. The tracking-type cost func-
tional incorporates observations of the temperature distribution in the hold-
all and, in particular, of the interface position. The formal derivation of
first-order necessary optimality conditions for the resulting optimal control
problems subject to control constraints of box type in Chapter 3 is a major
contribution of this thesis. This derivation is based on the Lagrange for-
malism and relies on shape calculus tools to take into account the geometric
variations introduced by perturbations of the level set function. As neither
the existence nor the uniqueness of solutions of the two-phase Stefan problem
in the general level set formulation are known, it is not clear in which func-
tion spaces one should work. Thus the proposed optimal control approach is
purely formal.

Discretization. The second major contribution of this thesis concerns the
discretization of the arising forward and adjoint systems. Representing the
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interface as the zero level set of a function requires solving the level set equa-
tion which in the proposed framework is a linear first-order Hamilton-Jacobi
equation. To obtain the viscosity solution, a discontinuous Galerkin scheme
is adapted. A suitable explicit Runge-Kutta method serves as the time step-
ping scheme. In addition, the level set method requires a reinitialization
routine for the level set function and an extension procedure to construct a
velocity field that advects the level set function. Both goals are met by using
the fast marching method. All of these methods were available in the litera-
ture and necessitated only minor modifications, mostly because a triangular
grid is used in this thesis, while a rectangular grid is far more popular in
the literature. The discretization of the curvature which arises naturally in
the optimality conditions requires a higher-order approximation of the level
set function. Thus, quadratic finite element spaces are used throughout this
thesis. For capturing the phase change characteristics of the temperature,
the extended finite element method is applied. To conform with the level set
solver, a quadratic finite element space is used. A polygonal approximation
of the discrete interface allows for simple, yet efficient, numerical integra-
tion routines for assembling mass and stiffness matrices over elements that
are intersected by the interface. This discretization strategy is one of the
first attempts at applying the extended finite element method for optimal
control purposes. Another finding of this thesis is that the adjoint system
which is used for the efficient computation of the gradient has a structure
that can be exploited advantageously in the numerical solution. The adjoint
equation to the level set equation is a first-order conservation law on the
moving interface (which is a moving curve in 2D and a moving surface in
3D). Numerical schemes for equations of this type have not been developed
before as one of the usual assumptions in the modeling of conservation laws
on moving surfaces is the existence of a flux that introduces diffusive terms.
Thus, an important contribution of this thesis is the design of a numerical
scheme for first-order conservation laws on moving surfaces in a level set
context. A discontinuous Galerkin method is in this case used for the spa-
tial discretization, while the same explicit Runge-Kutta method as for the
level set equation is used for the time-stepping. The mass and the system
matrices needed to evaluate this scheme can be re-used from the solution
of the level set equation. Numerical experiments confirm the convergence
of this approach. In addition, they demonstrate that our strategy benefits
from the geometric flexibility of the level set method, i.e., closed interfaces
and changes of topology can be handled when solving first-order conservation
laws on moving surfaces. However, a theoretical foundation of this approach
has not been established so far.
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State Constraints. So far, most of the optimal control approaches for the two-
phase Stefan problem that considered state constraints made use of a weak
formulation of the forward problem avoiding an explicit interface represen-
tation. Typically, only state constraints on the enthalpy—which is nothing
but a transformed version of the temperature—can then be posed. The level
set approach used in this thesis provides a flexible framework for posing con-
straints on, e.g., the position of the interface. A reason for doing so might
be to prevent rapid solidification, thus improving material quality.

7.2 Perspectives

The optimal control approach developed in this thesis can serve as a starting
point for various directions of future research. Before commenting on some
more specific issues, we mention three general aspects that might initiate
future work. The motivation to consider motion planning problems for the
two-phase Stefan problem was intrinsic. From a mathematician’s point of
view, the results are satisfactory. However, it would be interesting to assess
the performance of the proposed optimal control approach in real world appli-
cations. Such a study might require an extension of the first-order optimality
conditions and the numerical methods to the three-dimensional setting. The
analysis of Chapters 3 and 6 carries over to this case literally if the curvature
of the interface is replaced by the mean curvature. All numerical methods
are basically suited for three dimensions although the implementation is sig-
nificantly more complicated than in the current setting. In particular, the
numerical integration on intersected elements is rather involved. Finally, it
might be interesting to see in how far the proposed techniques extend to shape
optimization problems for the two-phase Stefan problem as the motion of the
interface can also be influenced by the design of the boundary of the hold-all.
We now turn to some more specific comments on potential extensions.

The Mathematical Model. Among the many potential extensions of the
two-phase Stefan problem in the proposed level set formulation, we men-
tion the Gibbs-Thomson correction and the Nawier-Stokes equations. It is
expected that the proposed shape calculus based techniques for computing
the first-order optimality system are applicable in these two cases with mi-
nor modifications. For instance, in case of the Gibbs-Thomson correction,
one needs to take into account the variation of the curvature with respect
to variations in the level set function, see Remark 3.4. The discretization
of the curvature has already been addressed. Coupling the Navier-Stokes
system to the heat equation in an extended finite element framework is also
possible, see [168]. In addition, a generalization to m-phase Stefan prob-
lems should be realizable. However, if more than two phases are present, one
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level set function is not sufficient to describe the geometric configuration.
This complicates the derivation of the optimality conditions as well as the
implementation and the numerical solution.

Numerical Methods. A challenging problem concerning the numerical solu-
tion of the forward and the adjoint systems is the implementation of a “true”
higher-order method. The current implementation is based on quadratic poly-
nomials. However, the motivation to depart from linear finite elements was to
have a convergent discretization of the curvature, and not primarily to have
an improved convergence rate. All the numerical experiments indicate that
the implemented solver converges linearly. To improve on this point, several
changes are necessary. As indicated in Remark 4.6, the reinitialization of
the level set function and the construction of extension velocities must be re-
placed, either by a higher-order fast marching method or by using a different
reinitialization PDE. The discrete interface should be non-polygonal which
requires isoparametric integration routines for assembling the extended finite
element systems. Finally, the time discretization of the heat equation with
the implicit Euler method has to be improved. As pointed out, the Crank-
Nicolson scheme tends to preserve oscillations. Lobatto or Radau time step-
ping methods might provide an alternative. A modification that potentially
renders the current implementation more efficient is to use the discontinuous
Galerkin scheme proposed by Yan and Osher | ] which is applicable to the
non-linear version of the level set equation, and, thus, requires the construc-
tion of a scalar velocity only. A potential drawback of this scheme is that it
might not be compatible with the adjoint level set equation in the sense that
the matrices that are assembled during the solution of the level set equation
can not be reused for the solution of the corresponding adjoint equation.

Optimization. Throughout this text, we focused on a quadratic cost func-
tional of tracking type. Other cost functionals, e.g., of L' or L° type, might
be relevant for applications. Such non-standard cost functionals introduce
additional mathematical challenges. Since certain shapes of the interface,
for instance, flat or convex interfaces, are preferable over others, adding a
term that penalizes the (sign of the) curvature to the cost functional is for
sure worth looking at. It was pointed out that taking the derivative of the
curvature with respect to perturbations in the level set function is an issue
that arises in such configurations. To solve the optimization problems, the
projected gradient method and the limited memory BFGS method were im-
plemented. An extension to CG-type algorithms is for sure within reach.
However, methods that rely on second-order information, e.g., SQP, require
additional work to provide Hessians. Higher-order shape calculus tools might
be applicable for computing second derivatives. The implementation of alter-
native approaches for treating control and state constraints as, for instance,
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the active set method or semi-smooth Newton methods, and, in particu-
lar, of other reqularization methods for state constraints is another potential
starting point for future research. An extension of the techniques proposed
in this thesis to more complicated state constraints is for sure possible. A
natural candidate are constraints on the temperature or even on its gradi-
ent. Another issue concerning the computation of derivatives is the usage
of automatic differentiation (AD) to provide gradient information. Due to
the geometric non-linearities contained in the two-phase Stefan problem, the
application of AD tools is expected to be non-trivial.
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This chapter contains some basic definitions, formulae and results from shape
calculus and tangential calculus, along with two transport theorems. As ex-
plained in Section 2.4, the existence and the uniqueness of solutions of the
two-phase Stefan problem in level set formulation are not known. Conse-
quently, the regularity of the temperature and the interface is also an open
problem. Therefore, all the calculations in Section 3.3 are only formally cor-
rect. In particular, we assume that all quantities involved are smooth enough
so that the shape calculus tools are applicable. As a consequence, and for
the sake of brevity, we state the results in this chapter mostly without their
precise assumptions. Unless otherwise stated, we use the textbooks [40, ]
as our primary sources. We mention that the same formulee for derivatives
of domain and boundary integrals can be obtained by using perturbations of
the given boundary in normal direction as shown, e.g., by Pironneau [136].

A.1 Ingredients of Shape Calculus

A shape functional J : O — R is a map from a given set O of admissi-
ble domains, for instance, C* domains contained in a hold-all D, to the
real numbers. A sensitivity analysis for shape functionals is based on per-
turbations {Qx} of a given domain Q@ = Q0. If Q and Q. enjoy the same
topological properties and the same smoothness for 0 < A < ¢, a family of
transformations T with certain smoothness properties (see (A.1)—(A.2) for
the case that all domains are constrained to lie in a fixed hold-all D) can be
constructed that transforms € into Q. If Q and the family {T)} are given,
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then Qx = T (€2) defines the transformed domains uniquely. The converse is
not true in general.

In two spatial dimensions, an example of such a transformation is the parameter-
dependent level set representation of curves. Assume that a family of func-
tions ®,, that depend on the parameter A and are defined on a fixed set
D, is given. This family induces the transformation Ty = & ,\71(0), and the
corresponding perturbed domains are defined by

Qx :{QZGDlCI)A(aZ) <0}.
Instead of 0, any other level set could be used.

The Speed Method. The speed method [151, Section 2.9] provides a frame-
work to construct the needed transformations via so called speed vector fields
(velocity fields). In the following, we consider a bounded domain D C R?
with smooth or at least piecewise C* boundary dD. Let Ty : D — D be a
one-to-one mapping that satisfies the smoothness properties

T € C*(D,R?) and T\"'e C*(D,RY), (A1)
and
A= Ta(z), A=Th'(z) €C([0,¢) VaeD. (A.2)

Using this transformation, we can compute for any point X € D (Lagrangian
coordinates) and for any A > 0 a trajectory z(-) along which the point z(X) =
T\(X) (Eulerian coordinates) moves with the velocity

%x(x)’: ’%TA(X)‘.

In this way, the given transformation induces a speed vector field

V() :=V(\z) = (% TA> oTh '(z)
that has the smoothness

vV e C([0,¢),C*(D;RY)). (A.3)

Conversely, let V € C([0,¢€),C*(D;R?)) be a given speed vector field with
V(A z)-n(z)=0 if n(x) exists at « € D, (A.4a)
V(A z)=0 if n(z) does not exist at = € D, (A.4b)

where n(x) is the outward unit normal to 9D at x. Note that condition (A.4a)
holds almost everywhere on dD. The transformation T can be obtained as
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the solution to the system of ordinary differential equations

d
e X) = V(A (A X)),

z(0,X) = X.

(A.5)

These observations are summarized in the following theorem.

Theorem A.1 (Equivalence Between Velocities and Transformations). Let D be
a bounded domain in R with piecewise smooth boundary D and let V be
a given speed vector field that satisfies (A.3) and (A.4). Then there ezists a
one-to-one transformation Tx(V) : R? — R? that in particular maps D to D
and satisfies the conditions (A.1), (A.2), (A.5) and

) _
V= (ﬁ T,\) oyt (A.6)

Conversely, if T is a given transformation of D that satisfies (A.1) and
(A.2), and V is defined as in (A.6) then the compatibility conditions (A.4)
and the smoothness property (A.3) hold. Moreover, the transformation
T\(X) = z(\, X) can be obtained as the local solution of (A.5).

Admissible Speed Vector Fields. As indicated above, the speed vector fields
can not be chosen arbitrarily. Based on the set

DF (R RY) := {f e C*(R*,R?) | f has compact support },
we introduce the set of admissible speed vector fields | , Section 2.10]
VH(D) = {V € D*(RY,RY) | (A.4) is fulfilled }
For V € C([0,¢), Vk(D)), D bounded, there exists § < € and a one-to-one
transformation T (V') such that Theorem A.1 is applicable for A < 4.

Shape Differentiability. We are now in the position to introduce the notion of
shape differentiability. Assume that D C R? is an open set and that Q C D
is measurable.

Definition A.2 (Eulerian Derivative [151, Definition 2.19]). For V €
C([0,€), V¥(D)) and the associated transformation Tx(V) : D — D, the
Eulerian derivative of the domain functional J(2) at Q in direction V is
defined as the limit

4I(; V) = lim < (J(0x) — (),
where Qx = Ta(V)(22).
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Definition A.3 (Shape Differentiability [151, Definition 2.20]). The functional
J(Q) is shape differentiable at Q if

(1) dJ(V) exists for all admissible directions V' and
(2) the mapping V — dJ(Q; V) is linear and continuous.

It remains to identify a gradient from this formula. The main result concern-
ing the representation of shape gradients is the famous Hadamard formula
which is sometimes also called the Hadamard-Zolesio structure theorem.

Theorem A.4 (The Hadamard Formula [151, Theorem 2.27]). Let J(-) be a
shape functional that is shape differentiable at each @ C D of class C*. If
Q C D has a boundary T of class C*~1 then there exists a scalar distribution
g(T) € DF(T") such that the gradient G(Q) € D=*(Q,RY) of the functional
J(-) at Q which is supported on T is given by

G(Q) =r(g-n),
where i is the transpose of the trace operator qr : D(D,R?) — D(T',RY).

Under additional smoothness assumptions on the boundary of the domain,
one can show [40, Chapter 8, Section 3.3] that there exists a scalar distribu-
tion g(T') € C*(I')’ such that

dJ (V) = (g(I), (V) - ”>ck(r) :
If this distribution is regular enough, e.g., g(T') € ! (T"), one can simply write

dJ(&; V) z/gV-nds.
r

A.2 Derivative of a Domain Integral
If Ve D*(RY,RY), k> 1 and f € WHH(R?), the domain functional
J(Q) = / fdz
Q

is shape differentiable for measurable €2, and | , Section 2.16]

dI(Q;V) = (% /mfd:p) A:O:/Qdiv(f\/(o)) dz.

If Q has a boundary T of class C*, k > 1, then by virtue of Stokes’ theorem

dJj(; V) = /Ff (V(0),n) ds. (A7)
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In [40, Chapter 8, Section 4, pp. 352] one can find a somewhat more general
statement under the smoothness conditions
>0 YreD: V(,z)eC(0,d,RY),
de>0 Vaz,yeD: |V(,y) = V(,2)llcqo,ery < cly —zl,
Yee dD VAe[0,0]: V(\z)€ Lp(x)

on the velocity field V for bounded D C R?. Here, Lp(x) is the linear tangent
space to D at x € 9D.

Theorem A.5 (Theorem 4.2 (p. 352) in [40]). Assume that there exists § > 0
such that V € C°([0, 6], Cii,. (RY, ]Rd)) satisfies the above smoothness assump-
tions. For any ¢ € C([O,d),WIE’;(Rd)) N C’l([O,é),Llloc(Rd)) and for any
measurable domain Q with boundary I", the Eulerian derivative of the func-

tional
B = [ e
Q5
at A\ =0 is given by
dJv(0) = / ©'(0) + div(¢(0) V(0)) da,
Q
where ' (0)(z) = g—f((), z). If Q is open with a Lipschitzian boundary T, then

dJy (0) = /Q & (0) d + /F (0) V'(0) n ds.

Application in the Context of Level Sets. For the application of the speed
method in a level set context, we have to choose a proper velocity field V.
If the transformed domains 2, are defined by ¢ '()\), the corresponding

velocity field is autonomous [151, Section 2.9]:
Vo

Ve = ——.

9= g

In contrast, if the transformed domains 2, are defined by the level curves
®,71(0) (or any other level curve), then the corresponding velocity field is
non-autonomous and given by [151, Section 2.9]

Voy

V()\,x) = —CI))\’(QZ) ‘V@)\‘27

(A.8)

where ®,’ is the partial derivative of ®, with respect to the parameter \.
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We describe the transformed domains 25 via perturbations of a given level
set function ¢ in the form

Dy =0+ Ndo.
According to (A.8), the corresponding velocity field is
Vo, Vo + AV (ip)
V(N = —®) = —6¢ 22 TAVD)
N == Tap = Mo+ avio)P
which implies
V¢ d¢ V¢
V(0)= -4 =— , A9
=% T6p = Vel V4 (49)
and (A.7) translates to
dp V¢
nds.
-~ [ wawe
The expression
V¢
= 2.9
Vel (29
for the normal to the interface, n, in terms of the level set function ¢ admits
the reformulation
0p Vo V¢ /
— A.10
-~ [ mame ma e L 40

of this formula for the shape derivative. The factor — ‘é¢’ can be interpreted

as the perturbation of I' in normal direction that is 1ntroduced by perturbing

®.

Remark A.6. To ensure that the velocity field is admissible, we have to con-
form to (A.4), i.e., the conditions

{V(O) n=-22 Y . Ll if n exists,

Vol [Vl

V(0) = — \gd:bl \gﬁl =0 otherwise,

have to be fulfilled. In both cases, we have to require d¢ = 0 on 9D.

A.3 Derivative of a Boundary Integral

IfvVe C([O,e),Dk(Rd,R’i)), k> 1, and f € WY (R?), the boundary func-
tional

= /Ffds (A.11)
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is shape differentiable for measurable €2, and | , Section 2.18]

d
(dz\/ fds*) .

— /FVf V(0) + f(divV(0) — (DV(0) - n,m)) ds,

dJ(; V)

where DV (0) denotes the Jacobian matrix of V(0).

As for domain integrals, a more general statement is the following:

Theorem A.7 (Theorem 4.3 (p. 355) in [40]). Let I' be the boundary of a
bounded open subset Q of R% of class C? and let ¢ € Cl([0,5)7H12OC(Rd)).
For V € C°([0,6], Clo (R?,R?)) consider the functional

Jv()\) ::/ w(k) dSA.
(V)
Then its derivative with respect to A at X = 0 is given by

dJv (0 /w )+ V- V(0) + ¢ (divV(0) — (DV(0) - n,n)) ds

/w (—+w> V(0)-nds,

where ¥’ (0)(z) = (O x) and Kk s the (mean) curvature of T'.

(A.12)

Application in the Context of Level Sets. The velocity field V is constructed
as in Section A.2. In particular, Remark A.6 applies here as well.

From (A.9) and (2.9) we infer
divV(0) — (DV(0) - n,n)

e 5 Vo < ( 8¢ ws) >
=div(-=2 Y2 ) _(p(-2£ Y%
W( IVl |V¢|) Vel ve[) ™"
5o . (Ve 5¢ ) Vo
= d — o —
Bz <|V¢|> v<|V¢| ¥l
59 \ Vo ¢ Vo V¢ Vo
v <|v¢|) vol IV <D <|V¢|) iz \v¢|>‘
A straightforward computation shows that

Vo) Vo Vo
<D <|V¢|> |V¢|’|v¢>\>‘°’




A.4 Tangential Calculus 143

and, thus, we have

divV(0) — (DV(0) - m,m) = —22_ diy (ﬂ) .

Vel Vol

Therefore, the Eulerian derivative of the boundary functional (A.11) is given
by

0 V¢ 0 < Vo >

dJ(; V) = — V- div ds
V== fowa ¥ el el T Y e
e (77 e 4 4 (1))
= \Y% + fdiv| =—— ds.
~ o (77 w7 o (w5

Since

Vo o\ . [, Vo
vi |v¢|+fdv(|v¢|)*dw( |v¢\>

this formula can be rewritten as

= [ (o) @

Alternatively, we can make use of (2.9) and

div éil - (2.10)
to derive the expression
A V) = — /\gﬁﬂ (8f+f ) (A.13)
Similarly, (A.12) translates to
dJv (0 / (0 ( tr w) Wd(;‘ (A.14)

A.4 Tangential Calculus

In this section, we give the definitions of the tangential gradient and the
tangential divergence of smooth functions as they can be found in [151,
Section 2.19]. The extension to functions in Sobolev spaces is possible by a
density argument but not of interest here because we apply the tangential
calculus only in a formal sense.



144 A Shape Calculus Primer

Definition A.8 (Tangential Divergence).

(1) Let Q be a given domain with its boundary T' of class C* and let
V e CYU,R?) be a vector field, where U is an open neighborhood
of I'. The tangential divergence of V is defined as

divp V = (divV — (DV - n,n))|r € C(U).

(2) If Q has a boundary T of class C* and V € C*(I',RY) is a vector
field on T, the tangential divergence of V is defined as

dive V = (divV — <Df/ : n,n>)|r‘ e (),

where V is any C* extension of V to an open neighborhood of T.

It can be shown that for two admissible vector fields V4, V5 that satisfy Vi|r =
Va|r, the identity

div Vi (z) — (DVi(x) - n(z),n(x)) = div Va(z) — (DVa(x) - n(z), n(x))

holds for any z € I'. Hence the tangential divergence is independent of the
choice of V' and, thus, well-defined.

Definition A.9 (Tangential Gradient). Let h € C*(T) be given and consider
an extension h € C*(U) to an open neighborhood U of T' such that h|r = h
on I'. The tangential gradient of h is defined as

- oh - -
Vrh = Vhlr = =2 n=Vhr - <Vh, n> n.

It can be shown that such an extension exists and that the right hand side
of this definition is independent of the choice of the extension h.

A.5 Transport Theorems

In addition to the shape calculus tools described in the preceding sections,
the formal derivation of first-order optimality conditions for the control con-
strained optimal control problem in Chapter 3 requires characterizations of
transport in moving domains and on moving interfaces. In particular, for-
mulee for integration by parts on variable domains are needed.

A proof of the following classical transport theorem can be found in [51,
Section 5.4].
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Theorem A.10 (Reynolds Transport Theorem). The derivative of the quantity

F(t) := f(z,t)dx
Q(t)
is given by
aF . [ of ..
7 D= o O + div(f V) dx (A.15a)
daf .
= — + f div(V) dz (A.15Db)
Q) dt
:/ gdm—i—/ fV-nds, (A.15c¢)
o) Ot aQ(t)

where V is the velocity field in which the control volume Q(t) moves.

From this theorem, we infer a formula for integration by parts in time in
moving domains.

Corollary A.11 (Integration by Parts in Time in Moving Domains). For g =
g(z,t) and h = h(z,t), we have

7
/ / ghedxdt = / g(z,T) h(z,T) dx — / g(z,0) h(z,0) dz
o Ja) Q(T) 2(0)

T i
—/ / gthdmdt—/ / ghV -ndsdt.
o Ja() 0 JaQ(t)

PROOF. By integrating (A.15¢) over the time interval [0,7] we derive
the relation

T af T
F(T)fF(O):/ / 8—dazdt+/ / fV -ndsdt.
o Jaw Ot o Joa

Now, the assertion of Corollary A.11 follows by setting f = g - h, applying
the product rule and a simple rearrangement. O

Transport across moving surfaces can be characterized as follows [38,55]:

Theorem A.12 (Surface Transport Theorem). Let f(-,t) : St — R be a scalar
field defined on the moving surface S;. Then

4 f(z,t)dS: = [ f(z,t) + f(x,t) divs, w(z, t) dSt, (A.16)
dt Js, o
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where w is the normal velocity of the moving surface S: and f is the
parameter-time derivative of f. If f(-,t) is the restriction of a function f(-,t)
to St, then

F@,0) = wlo,t) - V(1) + o flab)

Corollary A.13 (Integration by Parts in Time on a Moving Surface). With the
notation of Theorem A.12, we have

/T/ gz, t) he(z,t) dS; dt = / g(z,T) h(z,T)dSr — / g(z,0) h(z,0) dSo
0 JS; St So

= /O /S ge(x,t) h(z, t) + w(z,t) - V(§(z,t) h(z, 1))
+ g(z,t) h(x,t) divs, wdS: dt,

where g and h are restrictions of g and h to S;.

PROOF. By integrating (A.16) over the time interval [0, 7] we derive the
relation

flz,T)dSr — f(z,0)dSo = /T f(x,t) + f(x,t) divs, wdS; dt.
St So 0 St

After substituting f = g - h, we infer

/ g(z,T) h(z,T)dSr — / g(z,0) h(z,0) dSo
St

So

:/T/ (g-h)(z,t) + gz, t) h(z,t) divs, wdS; dt
St

/ / (z,t) - V(§(=, 1) h(m,t)) + %(g(w,t) fl(x,t))
St
+ g(z,t) h(z,t) divs, wdS; dt

/ /S (2.8) - V (G, £) B, £)) + Gl £) Bl £) + (s £) Bz, 1)
+ g(z,t) h(zx,t) divs, wdS; dt,

and the above formula for integration by parts in time follows by a simple
rearrangement. g
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This thesis is devoted to motion planning for the two-phase Stefan
problem. The distinguishing feature of the proposed approach is
the level set representation of the moving interface separating the
fluid phases from the solid phases. In contrast to previous work in
this direction which was based on representations of the interface
as the graph of a function or on parameterizations, the level set
formulation provides significantly more geometric flexibility.

The resulting optimal control problems are solved by the “optimize-
then-discretize” approach. This means that the optimality system
is devised in a continuous framework. The coupled partial differen-
tial equations arising in this system are only discretized afterwards
for the numerical solution.

A major contribution of this thesis is the derivation of first-order
necessary optimality conditions by the Lagrange formalism using
tools from shape calculus. In the absence of control constraints,
these conditions consist of the forward system modeling the physi-
cal problem, a structurally similar adjoint system, and the gradient
equation.

The gradient of the tracking-type cost functional can be computed
efficiently on basis of the optimality conditions. Each gradient eval-
uation comes at the expense of one solution of the forward and
the adjoint systems. This readily allows for the implementation
of gradient-based optimization methods. The method of steepest
descent and the limited memory BFGS (L-BFGS) method are dis-
cussed.

In case of the steepest descent method, control constraints of box
type are naturally included by applying a projection.

The extended finite element approximation of the temperature in
the forward system and the corresponding adjoint variable in the
adjoint system constitutes a novel discretization approach in opti-
mal control problems. Thanks to the dynamic local enrichment of
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the underlying finite element spaces in the extended finite element
method, costly remeshing is completely avoided. Thus, all com-
putations can be carried out on a fixed triangular two-level grid.

While the discretization of the level set method on the triangular
grid necessitates only the reformulation of an existing discontinu-
ous Galerkin scheme, the discretization of the corresponding adjoint
equation requires the development of a novel solution strategy. The
reason is that this adjoint level set equation can be interpreted as
a first-order conservation law on the moving interface. Since this
equation does not contain a diffusive flux, all available numeri-
cal schemes for conservation equations on moving surfaces exhibit
stability problems. A narrow band embedding technique and a
discontinuous Galerkin discretization are used to circumvent these
difficulties.

The implementations of the level set solver and the extended finite
element method are tested on several benchmark examples. In
all of these test cases, convergence of the implemented methods is
observed. The typical order of convergence is linear. In addition,
the scheme for the adjoint level set equation is validated on an
example with known solution, showing linear convergence as well.

The numerical examples for the motion planning problems high-
light the potential of the proposed approach. They demonstrate
that, in addition to the standard unidirectional solidification ex-
ample in which the goal is to move a flat interface in one direction,
closed interfaces and changes of topology are handled naturally.
This geometric flexibility of the optimal control approach is inher-
ited from the level set method.

The unidirectional solidification example is the motivation for pos-
ing a constraint on the position of the interface. This state con-
straint is treated with the Moreau-Yosida regularization that con-
verts the state constraint into a smooth penalty term which is
added to the cost functional. The necessary modifications of the
first-order optimality conditions and in the implementation are dis-
cussed. The numerical results demonstrate the efficacy of the state
constraint.
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ré
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I (t)

I (t)

'r(t)
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Functionals

D S~

density [kg/m?]
equilibrium temperature at I'z(t) [K]
heat capacity in the solid/fluid phase [J/ (kg K)]
heat conductivity in the solid/fluid phase  [J/(m s K)]
latent heat per unit mass [J/kg]

regularization parameter for the discrete curvature
penalty parameter in the Moreau-Yosida regularization
penalty parameter for interface conditions in the X-FEM
tolerance for the step length in the Armijo rule

absolute and relative tolerance on the control

absolute and relative tolerance on the gradient

weights in the cost functional J

hold-all, D = Qg(t) U Qr(t)

boundary of D

fluid phase

solid phase

the controled part of 9D, I'c =T'Z UT'E

boundary of Qr(t) on which the control v is active
boundary of Qs(t) on which the control u is active

the uncontroled part of dD, I'ny = 'y (t) UTK ()
boundary of Qr(¢t) on which a prescribed heat flux is
active

boundary of Qg(t) on which a prescribed heat flux is
active

moving interface

narrow band

cost functional
reduced cost functional
Lagrange functional
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D [g; 6g]
V(v)

Eolrgliseii e

projection to the interval [a, b]

variation of the functional g in direction dg

measure of the constraint violation in dependence on the
Moreau-Yosida penalty parameter

enthalpy

Ginzberg-Landau free energy

Hamiltonian

jump of the quantity g across I'7(¢) from fluid to solid
Kirchhoff transformation

Differential Operators

div, V-
v
A

Sets

BUC ()
c* (@)
PH(Q)
u

uad

Yy

R

Variables

G
p

divergence
gradient
Laplace operator

triangulation

set of bounded and uniformly continuous functions on €2
set of k times continuously differentiable functions on 2
set of all polynomials of degree k£ on 2

control space

set of admissible controls, U.qg C U

state space

the real numbers

adjoint level set function

adjoint temperature (the adjoint state variable in Sec-
tion 3.1)

control (the control variable in Section 3.1) [J/(sm?)],
level set function

temperature (the state variable in Section 3.1) K]
direction of variation of the control u

direction of variation of the level set function ¢
direction of variation of the temperature y

velocity in the modeling of the heat equation

velocity with which I'7(¢t) moves

curvature of I';(t)

outward unit normal vector

outward unit normal vector to the solid/fluid phase
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coordinates

terminal time

time step for the heat equation and its adjoint

time step for the level set equation and its adjoint

mass matrix for the temperature equation and its adjoint
mass matrix for the level set equation and its adjoint
penalty matrix for the interface condition in the forward
problem

stiffness matrix for the temperature equation and its ad-
joint

system matrix for the level set equation and its adjoint
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level set function, 37, 43, 44, 50, 88,
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Stefan problem, see adjoint problem
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admissible control, 27, 45, 113, 163
algorithm
for the adjoint Stefan problem, 93,
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for the two-phase Stefan problem,
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projected gradient method, 46
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backward Euler method, see Euler
method, implicit
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derivative of a, 37, 141
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CFL
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classical solution of the Stefan
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conservation
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continuous casting, 1, 17, 24
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tracking-type, 27, 30, 131, 134
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discontinuous Galerkin method, 3,

50-52, 59, 64, 82, 93, 132-134

for first-order conservation laws, 82

for Hamilton-Jacobi equations, 53

for the level set equation, 52, 55, 85
discontinuous Galerkin scheme, see

discontinuous Galerkin method

discretization

of Hamilton-Jacobi equations, 15

of the adjoint level set equation, 79

of the adjoint temperature, 91

of the curvature, 83, 132-134

of the heat equation, 57

of the level set equation, 52
domain functional, 139

Eulerian derivative of a, 138
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derivative of a, 37, 139

energy balance equation, 6, 7, 51, 74
fully discrete, 69
time-discrete, 69
enriched nodes, 67, 76
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formulation, 17, 18, 52, see Stefan
problem in enthalpy formulation
equilibrium temperature, 8, 10, 15, 17,
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error
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measure
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89
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Euler method
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132
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fast marching method, 50, 60—64, 76,
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finite difference scheme
essentially non-oscillatory, 52

for diffusion on a moving surface, 81
finite element
basis, 69, 74, 81, 92, 93
method
for diffusion on a moving surface,
81
for the level set equation, 52
space, 3, 66, 68, 72, 81-83
discontinuous, 53, 55, 56, 58
quadratic, 58, 84, 132
finite volume scheme, 52
for diffusion on a moving surface, 81
for Hamilton-Jacobi equations, 52
forward
Euler method, see Euler method,

explicit

problem, 1, 3, 46, 48, 84, 85, 91, 93,
94, 126

system, 24, 30, 31, 43-45, 83, 91, 93,
125, 126

Fourier’s law, 7

Frank sphere example, 70, 75-78

free boundary, 7, 8, 21, 23, 70
problem, 1, 17, 31, 131
regularity of the, 21

Gibbs-Thomson correction, 15, 16, 21,
40, 102, 133
modified, 16
Ginzberg-Landau free energy, 19, 163
gradient, 2, 33, 46, 47, 132, 135
equation, 3, 28, 44, 45, 123-125
method, 98
for state constraints, 126
projected, 3, 28, 45, 46, 113, 134
Green’s formula, 6, 34

Hadamard formula, 139
Hamilton-Jacobi equation, 3, 14, 15,
52, 53, 59, 62, 132
Hamiltonian, 15, 55, 163
convex, 53, 55
linear, 14, 55
non-convex, 53
non-linear, 14
heat
capacity, 7, 16, 163
conduction equation, see heat
equation
conductivity, 7, 16, 22, 163
equation, 1-3, 5-8, 16, 50, 57, 68,
75, 91, 133, 134
flux, 2, 7, 22, 23, 25, 28, 30, 66, 98,
116
source, 7, 18, 24, 38, 70, 77
hold-all, 6, 28, 32, 36, 38, 63, 83, 90,
96, 97, 116, 122, 126, 131-133, 163
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hyperbolic
conservation law, see conservation
law
partial differential equation, 56

inflow
boundary, 59
edge, 56
initial condition
for the heat equation, 7
for the level set equation, 12
integration by parts, 34, 83, 145, 146
interface, 8-10, 12, 13, 15, 16, 19, 43,
60, 62, 77, 83, 85-88, 90
capturing, 5, 11
closed, 2, 3, 11, 12, 131-132
condition, 39, 73, 91, 94, 163
adjoint, 43, 91
isothermal, 10, 15, 21, 40, 74
controled, 98, 122, 128
convex, 1, 134
desired, 128
dimensionless, 78
discrete, 70-72, 132134
flat, 1, 95, 134
motion, 8, 11, 22, 23, 28, 30, 51,
116, 122, 133
desired, 2, 22, 23, 31, 116, 122
moving, 1-3, 5, 10-12, 21, 36, 51,
61, 66, 81, 91, 131-132, 163
representation, 5, 6, 10, 11, 19, 70
diffuse, 11
explicit, 2, 10, 11, 21, 133
sharp, 5, 11, 18, 66
isoparametric integration, 71, 134

jump of the temperature gradient, 1,
2,9, 39, 60

Karush-Kuhn-Tucker system, 28
Kirchhoff transformation, 20, 163

Lagrange
formalism, 24, 26, 31, 123, 131
functional, 26, 27, 33, 37-41, 123,
124, 163
multiplier, 27, 37, 39, 43
for a control constraint, 28
for interface conditions, 74
for mixed constraints, 121
for state constraints, 121
latent heat, 8, 163
Lavrentiev regularization, 121
level set equation, 3, 11-15, 40, 50-53,
55, 57, 59, 61, 74, 75, 82-85, 90,
93, 132-134

level set function, 3, 12, 13, 15, 29-31,
37, 67, 70, 74, 111, 124, 131-134,
141, 163

level set method, 3, 5, 11, 12, 21, 43,
51, 52, 58, 131-132

line search, 46, 126

mass
lumping, 59, 85
matrix, 56, 85, 91, 132, 163
material derivative, 42, see
parameter-time derivative
Moreau-Yosida regularization, 3, 120,
121, 123-126, 163
motion planning, 2, 3, 23, 28-32, 131
problem, 29, 30, 120, 133
control-constrained, 26
state-constrained, 122
moving mesh method, 51, 52
multiplier, see Lagrange multiplier
Mumford-Shah functional, 32
mushy region, 10

narrow band, 61-65, 75, 76, 81-93,
131, 163
level set method, 61, 63
Navier-Stokes equations, 16, 66, 133
normal
outward unit, 12, 55, 163
to the fluid phase, 163
to the solid phase, 163
normal velocity, 1, 2, 14, 59, 72, 73,
82, 146
numerical flux, 82
numerical integration, 70-73, 132

optimal control, 11, 20, 45, 52
of the Stefan problem, 1, 11, 21
problem, 17, 26-31, 33, 44, 46, 74,
75, 121-125
control-constrained, 26, 120
for a free boundary, 26, 31
state-constrained, 25, 120, 121,
127
state-constrained, 12, 120
optimality conditions, 33, 79, 124
first-order necessary, 2, 26-31,
120-123, 131
optimality system, 24, 27, 44, 125, 133
first-order, 26, 28
optimize-then-discretize, 2, 31
order of convergence, 57, 6364, 75,
78, 91
ordinary differential equation, 56, 68

parameter-time derivative, 146
parameterization, 11, 51, 52
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path-following, 122
penalty
parameter, 74, 93, 163
in the Moreau-Yosida
regularization, 122, 128, 163
term, 73, 74, 93, 124
phase
change, 1, 3, 5-8, 17, 28, 66, 67, 72,
132
fluid, 1, 5, 8, 10, 12, 16, 19, 23, 39,
51, 66, 97, 98, 102, 111, 131, 163
solid, 1, 5, 8, 10, 12, 16, 19, 39, 96,
08, 102, 111, 131, 163
phase field
formulation, 19, 52
function, 18-20
model, 10, 19, 24
projection, 46, 47, 126, 163

quatrefoil, 63

reduced cost functional, see cost
functional
regularization, 88, 120, 121, 135, see
Lavrentiev regularization,
Moreau-Yosida regularization
of the weak curvature, 84
parameter, 85, 86, 88
reinitialization, 59, 64, 76, 83, 90, 94
of the level set function, 15, 50, 59,
60, 70, 83, 132-134
remeshing, 3, 51, 52, 66
Reynolds Transport Theorem, 6, 145
Runge-Kutta method, 3, 50, 51, 56,
57, 64, 74, 93, 132
strong stability preserving, 53, 56,
58, 83
total variation diminishing, 52

shape
calculus, 2, 26, 37, 39, 124, 131-134,
136
differentiable, 138, 139, 142
function, 67
functional, 136, 139
gradient, 139
optimization, 12, 31, 51, 133
shock-capturing operator, 52
signed distance function, 12, 15, 32,
59-62, 122
slope limiter, 82, 85, 94
solid body rotation, 63, 64
solidification, 1, 8, 10, 24, 66, 70, 79,
111, 128, 133
in a corner, 22, 77, 79, 80
unidirectional, 22, 95, 116, 118, 119,
122, 128, 131

speed
method, 39, 137, 140
vector field, 137, 138
admissible, 138
stabilization, 56
GLS, 52
Roe-type, 56
state
adjoint, see adjoint state
constraint, 24, 44, 120-123, 125,
126, 128, 133-135
desired, 27, 30, 31
equation, 27, 30, 122
space, 27, 163
variable, 27, 30, 31, 163
Stefan condition, 1, 2, 5, 6, 810, 13,
36, 37, 51, 59, 60, 72, 83, 94
for one-phase problems, 17
in level set formulation, 13
Stefan problem, 10, 11, 15, 16, 66
classical, 5, 9, 21
in enthalpy formulation, 22, 24, 25
in level set formulation, 2, 13, 21,
29, 30, 33, 50, 51, 102, 131
multiphase, 16, 19
one-phase, 16, 17, 19-21, 23
inverse, 22
two-phase, 1-3, 5, 9-11, 18, 20, 21,
23, 26, 29, 46, 50-52, 66, 68, 70,
77,91, 102, 133, 135
inverse, 22
stiffness matrix, 67, 70, 91, 132, 163
strong stability preserving, see Runge
Kutta method
subdivision, 61, 71-73
supercooling effect, 10, 16
surface transport theorem, 145
swirling flow, 63-65

tangential
calculus, 136, 143
divergence, 143, 144
gradient, 143, 144
Taylor basis, 58, 85
topological changes, see change of
topology
trace, 39, 139
tracking
a change of topology, 3, 110
the interface, 2, 3, 28, 32, 44, 101,
102, 116, 124
the temperature, 2, 38, 43, 45, 96,
102, 122, 123
transport theorem, 26, 136, 144, see
Reynolds Transport Theorem,
surface transport theorem
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triangular
grid, 3, 52, 55, 64, 132
mesh, 53, 58, 60
triangulation, 55, 56, 58, 67, 71, 72,
82, 163
two-level grid, 71

variational inequality, 3, 10, 24, 27, 28,
45, 125
formulation, 19
parabolic, 20
velocity
extension, 60, 61
field, 12, 15, 36, 39, 43, 52, 59-61,
63, 88, 132, 140-142, 145
admissible, 141
of the interface, 8, 163
virtual control concept, 121
viscosity solution, 14, 15, 52, 55, 56,
132

weak curvature, see curvature
weak form
of the adjoint interface condition, 91
of the curvature equation, 83
of the interface condition, 73
of the temperature equation, 69
weak solution
of a Hamilton-Jacobi equation, 15
of the Stefan problem, 19, 20

X-FEM, see extended finite element
method
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