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## ABSTRACT

The aim of radiotherapy is to destroy the unhealthy tumorous tissue with ionizing radiation, while the other parts of the human body are saved. The absorbed dose is used as a measure of the ionizing radiation. In external radiotherapy treatment planning, one tries to select the treatment settings such that the high dose volume conforms the planning target volume, while other sensitive organs and normal tissue receive as low dose as possible. To be able to do this, one needs a physical dose model, which describes the dose distribution within the patient domain, when the treatment settings or radiation flux intensities at the patient boundary are known. This is often referred to a radiation therapy forward problem.

Three coupled time independent linear Boltzmann transport equations can be used to describe the traveling of ionizing radiation, taking rigorously into account tissue inhomogeneities and different scattering phenomena. From the solution of this coupled system the absorbed dose can be computed. In this thesis, the solving of the coupled system of time independent linear Boltzmann equations with assigned boundary conditions is called as the radiotherapy forward problem.

The time independent linear Boltzmann transport equation is a integrodifferential equation, whose solution has spatial, angular and energy variables. In practical geometries, numerical methods are needed to solve the forward problem. In this thesis, finite element method is utilized to solve the radiotherapy forward problem and the existence of the solution is studied. The theories are tested via finite element simulations in two and three spatial dimensions.

Radiotherapy treatment planning is an inverse problem. This means that one knows the desired dose distribution within the patient and the problem is to solve the boundary flux intensities or some treatment settings. In this thesis, the inverse problem of radiotherapy is considered using boundary control optimization method. The novel approach of parametrization is used to make the global optimization possible. With parametrization the number of unknowns is reduced significantly and global optimization is more practical to implement than it would be without the parametrization. These methods are tested with numerical simulations in two spatial dimensions.
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## Abbreviations

| 1D | One dimensional |
| :--- | :--- |
| 2D | Two dimensional |
| 3D | Three dimensional |
| BTE | Boltzmann transport equation |
| B-CSDAE | Boltzmann-CSDA equation |
| CSDA | Continuous slowing down approximation |
| FEM | Finite element method |
| IMRT | Intensity modulated radiation therapy |
| IRTTP | Inverse radiation therapy treatment planning |
| keV | Kilo electron volts |
| MC | Monte Carlo |
| MeV | Mega electron volts |
| MLC | Multileaf collimator |
| MV | Mega volts |
| PTV | Planning target volume |
| SAAF | Self-adjoint angular flux |
| SVD | Singular value decomposition |
| sr | steradian |

## List of symbols (and units)

| $(\cdot)^{\mathrm{Br}}$ | Refers to electron bremsstrahlung process |
| :---: | :---: |
| $(\cdot)^{\text {C }}$ | Refers to photon Compton effect |
| (.) ${ }^{\text {h }}$ | finite element approximation |
| $(\cdot)^{\mathrm{Ie}}$ | Refers to electron inelastic scattering |
| $(\cdot)^{\mathrm{R}}$ | Refers to electron elastic scattering |
| (.) $)^{\text {sd }}$ | Refers to steam-line diffusion method |
| $(\cdot)^{\mathrm{T}}$ | Transpose operator |
| $(\cdot)^{*}$ | Adjoint operator |
| $(\cdot)_{\mathrm{e}}^{\prime},(\cdot)_{\mathrm{e}}$ | Refers to electron before and after scattering |
| $(\cdot)_{j}$ | Refers to particle $j$ |
| $(\cdot)_{\mathrm{p}}^{\prime},(\cdot)_{\mathrm{p}}$ | Refers to photon before and after scattering |
| $(\cdot)_{\mathrm{pr}}$ | Refers to scattered primary electron |
| $(\cdot)_{s}$ | Refers to scattered secondary electron |
| $(\cdot)_{+}$ | Positive part of the function |
| $(\cdot)_{-}$ | Negative part of the function |
| \| $\cdot 1$ | Absolute value |
| $\\|\cdot\\|$ | Euclidean norm |
| $\oplus$ | Direct sum |
| $\alpha$ | Unknown vector in FEM approximation or parameter for the coercivity considerations |
| $\gamma$ | Parametrization vector |
| $\Gamma, \Gamma_{i}$ | Patch on the boundary |
| $\delta$ | Stream-line diffusion parameter |
| $\delta(\cdot)$ | Delta function, defined by equation (2.14) |
| $\theta$ | Scattering angle of polar coordinates (rad) |
| $\kappa$ | Coercivity parameter |
| $\mu$ | Cosine of the scattering angle $\theta$ |
| $\rho$ | Density ( $\mathrm{g} / \mathrm{cm}^{3}$ ) |
| $\sigma_{\mathrm{a}}$ | Absorption cross section ( $\mathrm{cm}^{-1}$ ) |
| $\sigma_{\text {s }}$ | Scattering cross section ( $\mathrm{cm}^{-1}$ ) |
| $\sigma, \sigma_{\mathrm{t}}$ | Total cross section ( $\mathrm{cm}^{-1}$ ) |
| $\sigma_{\mathrm{d}}$ | Differential cross section ( $\mathrm{cm}^{-1} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}$ ) |
| $\sigma_{j}$ | Total cross section of particle $j\left(\mathrm{~cm}^{-1}\right)$ |
| $\sigma_{j^{\prime} \rightarrow j}$ | Differential cross section differential in angle and energy to change particle $j^{\prime}$ to particle $j\left(\mathrm{~cm}^{-1} \mathrm{MeV}^{-1} \mathrm{Sr}^{-1}\right)$ |
| $\sigma_{\mathrm{t}}^{\mathrm{r}}, \sigma_{\mathrm{d}}^{\mathrm{r}}$, | Restricted total and differential cross sections |
| $\sigma_{d,}^{j}$ | Total cross section value at point, which is indexed as $d$ |
| $\sigma_{d d}^{j^{\prime} \rightarrow j}$ | Differential cross section (from $j^{\prime}$ to $j$ ) value at point, which is indexed as $d d$ |
| $\tau$ | Total stopping power ( $\mathrm{MeVcm}^{-1}$ ) |


| $\tau^{\mathrm{r}}$ | Restricted stopping power $\left(\mathrm{MeVcm}^{-1}\right)$ |
| :--- | :--- |
| $\tau^{*}$ | Mean-square stopping power |
| $\phi_{k}(\boldsymbol{x}, E, \boldsymbol{\Omega})$ | Basis function for particle angular flux |
| $\phi_{k_{\mathrm{e}}}^{E}$ | Separable basis function for $E$ |
| $\phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}$ | Separable basis function for $\boldsymbol{x}$ |
| $\phi_{k_{\mathrm{s}}}^{\theta^{\prime}}$ | Separable basis function for $\theta$ |
| $\phi_{k_{o}}^{\boldsymbol{\Omega}}$ | Separable basis function for $\boldsymbol{\Omega}$ |
| $\varphi$ | Azimuthal angle of polar coordinates $(\mathrm{rad})$ |
| $\psi(\boldsymbol{x}, E, \boldsymbol{\Omega})$ | Particle angular flux $\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}\right)$ |
| $\psi^{\mathrm{E}}$ | Angle integrated particle flux i.e. the energy |
|  | spectrum (cm $\left.\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ |
| $\psi^{\mathrm{I}}$ | Angle and energy integrated particle flux $\left(\mathrm{cm}^{-2}\right)$ |
| $\psi_{0}$ | Boundary flux |
| $\Psi^{0}$ | Boundary flux vector |
| $\omega$ | Scattering angle for isotropic scattering $\left(\omega=\arccos \left(\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)\right)$ |
| $\boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}$ | Particle direction before and after scattering |
|  | $(\boldsymbol{\Omega}=(\cos \varphi \sin \theta, \sin \varphi \sin \theta, \cos \theta))$ |
| $\boldsymbol{\Omega}_{2 \mathrm{D}}$ | Particle direction in 2D $(\boldsymbol{\Omega} 2 \mathrm{D}=(\sin \theta, \cos \theta))$ |


| $\boldsymbol{A}, \boldsymbol{A}^{\mathrm{r}}$ | Big linear system matrices |
| :---: | :---: |
| $b_{j}$ | Right hand vector of the big linear system, $j=1,2$ indicates the boundary condition for photons and electrons |
| $B, B^{\mathrm{r}}, \widetilde{B}$ | Bilinear forms |
| $c_{i}$ | Weights at the cost function |
| $\mathcal{C}(\bar{G})$ | Function space of continuous functions on $\bar{G}$ |
| C | Critical organ's region |
| $D(\boldsymbol{x})$ | Absorbed dose ( $\mathrm{Gy} \approx 6,24 \cdot 10^{9} \rho \mathrm{MeVcm}^{-3}$ ) |
| $D_{0}$ | Uniform dose in target $\mathbf{T}$ |
| $D_{\mathbf{C}}, D_{\mathbf{N}}$ | Upper bounds of the dose in critical organ and normal tissue |
| $D_{\mathbf{T}}, d_{\mathbf{T}}$ | Upper and lower bounds of the dose in $\mathbf{T}$ |
| D | Operator for the dose ( $\mathcal{D} \psi(\boldsymbol{x})=D(\boldsymbol{x})$ ) |
| $\frac{\mathrm{d} \sigma}{\mathrm{d} E}$ | Differential cross section differential in energy ( $\mathrm{cm}^{-1} \mathrm{MeV}^{-1}$ ) |
| $\frac{\mathrm{d} \sigma}{\mathrm{d} \Omega}$ | Differential cross section differential in scattering angle $\boldsymbol{\Omega}$ ( $\mathrm{cm}^{-1} \mathrm{Sr}^{-1}$ ) |
| $\frac{\mathrm{d} \sigma}{\mathrm{d} \theta}$ | Differential cross section differential in scattering angle $\theta$ |
| $\frac{\mathrm{d} \sigma}{\mathrm{d} \mu}$ | Differential cross section differential in the cosine of the scattering angle |
| $\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} E \mathrm{~d} \Omega}$ | Differential cross section differential in scattering angle and energy $\left(\mathrm{cm}^{-1} \mathrm{MeV}^{-1} \mathrm{Sr}^{-1}\right)$ |
| $\frac{\mathrm{d}^{2} \sigma^{\mathrm{a}}}{\mathrm{~d} \Omega}$ | Differential absorption cross section differential in scattering angle and energy $\left(\mathrm{cm}^{-1} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}\right)$ |


| $\frac{\mathrm{d}^{2} \sigma^{\mathrm{s}}}{\mathrm{~d} \Omega}$ | Differential scattering cross section differential in scattering angle and energy $\left(\mathrm{cm}^{-1} \mathrm{MeV}^{-1} \mathrm{Sr}^{-1}\right)$ |
| :---: | :---: |
| $\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} E \mathrm{~d} \mu}$ | Differential scattering cross section differential in energy and cosine of the scattering angle $\left(\mathrm{cm}^{-1} \mathrm{MeV}^{-1}\right)$ |
| $E^{\prime}, E$ | Particle energy before and after scattering (MeV) |
| $E_{0}$ | Electron rest energy ( $E_{0}=0.511 \mathrm{MeV}$ ) |
| $E_{\text {cut }}$ | Cut-off energy |
| $E_{\text {max }}$ | Maximum energy |
| $E_{\text {min }}$ | Minimum energy |
| $f(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)$ | particle time dependent angular density ( $\mathrm{cm}^{-3} \mathrm{MeV}^{-1} \mathrm{Sr}^{-1} \mathrm{~s}^{-1}$ ) |
| $G$ | Domain $V \times I \times S=$ : $G$ |
| $H, \widetilde{H}$ | Function spaces |
| I | Energy interval ( $I=\left[E_{\text {min }}, E_{\text {max }}\right]$ ) |
| $j$ | Particle index, $j=1,2,3$ refers to photons, electrons, positrons, respectively, or angular current |
| $J_{F}$ | Jacobian matrix of mapping $F$ |
| $K_{j}$ | Scattering term for particle $j$ |
| $L_{2}(G)$ | Lebesgue space of real valued square integrable functions on $G$ |
| $L_{\text {FP }}$ | Fokker-Plank operator |
| M | Gram-atomic weight of an element (g/atom), gram-molecular weight of a molecule ( $\mathrm{g} / \mathrm{mole}$ ) or the total number of node points in all fields |
| $M_{i}$ | Total number of node points in field $s_{i}$ |
| $M_{i}^{e}$ | Number of unknowns in the discretization of energy interval in field $s_{i}$ |
| $M_{i}^{\text {o }}$ | Number of angle unknowns in the discretization of angular domain in field $s_{i}$ |
| $M_{i}^{\text {s }}$ | Number of spatial unknowns in the discretization in field $s_{i}$ |
| $\mathcal{M}(m \times n)$ | Matrix of size ( $m \times n$ ) |
| $n$ | Normal vector |
| $N$ | Number of unknowns in the discretization of particle flux $\psi_{j}$ |
| $N_{\text {e }}$ | Number of unknowns in the discretization of energy interval |
| $N_{\text {o }}$ | Number of angle unknowns in the discretization of angular domain |
| $N_{\text {s }}$ | Number of spatial unknowns in the discretization |
| $N_{\text {A }}$ | Avogadro's constant ( $N_{\mathrm{A}}=6.022 \cdot 10^{23} \mathrm{~mole}^{-1}$ ) |
| $N_{\partial V}$ | Number of subdomains in $\partial V$ with constant normal vector $\boldsymbol{n}$ |
| N | Normal tissue's region |
| $r_{0}$ | Classical electron radius ( $r_{0}=2.818 \cdot 10^{-13} \mathrm{~cm}$ ) |
| $\mathbb{R}^{n}$ | $n$-dimensional real space |
| $s_{i}$ | Treatment field ( $i=1, \ldots, L$ ) |
| $S$ | Unit sphere |
| $t$ | Time variable (s) |
| $t(\boldsymbol{x}, \boldsymbol{\Omega})$ | Distance form point $\boldsymbol{x}$ to the boundary in direction of $\boldsymbol{\Omega}$ (cm) |


| $\mathbf{T}$ | Target volume i.e. PTV |
| :--- | :--- |
| $u$ | Incoming flux distributions for all fields $\left(u=\left(u_{1}, \ldots, u_{L}\right)\right)$ |
| $v$ | Particle speed $(\mathrm{cm} / \mathrm{s})$ |
| $\boldsymbol{v}$ | Particle velocity |
| $v_{j}$ | Test function for particle $j$ |
| $V$ | Spatial domain |
| $\bar{V}$ | Closure of domain $V$ |
| $\partial V$ | The boundary of spatial domain $V$ |
| $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$ | Spatial variable |
| $X_{\mathrm{h}}$ | Linear hull for the discretization of the particle fluxes |
| $Z$ | Number of electrons per molecule of a compound |
| $Z_{i}$ | Number of electrons per atom of an element $i(1 /$ atom $)$ |
| $Q_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)$ | $\left.\begin{array}{l}\text { Time dependent source term for particle } j \\ \\ \end{array} \mathrm{~cm}^{-3} \mathrm{MeV}^{-1} \mathrm{sr}^{-1} \mathrm{~s}^{-1}\right)$ |
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## Introduction

The purpose of radiotherapy treatment is to destroy the tumorous tissue with ionizing radiation by localizing high dose concentrations in the tumor volume while the healthy tissues and organs receive as low dose concentration as possible $[188,106]$. In external radiotherapy the ionizing radiation is directed to the patient from the external source. Another possibility is the internal radiotherapy, in which the sources of ionizing radiation are implanted inside the patient [198]. This study considers the external beam radiotherapy, in which the photon and electron beams are the most often used external radiations in clinical applications. The heavy particles such as neutrons and protons are still rarely used because of the enormous cost involved [165, 106].

In external electron or photon radiotherapy, the treatment unit is typically a linear accelerator, in which electrons are accelerated to high energies using highfrequency electromagnetic waves [177, 106]. In electron treatments, electrons are accelerated to desired energy and then directed to the patient. The electrons entering to the patient surface are almost monoenergetic having the maximum energy achieved in the acceleration. In photon treatments, the incoming photons are produced by making the high energy electrons to strike a target such as tungsten, which produces x-rays in bremsstrahlung progress (see 2.4.2). The photon beam is heterogeneous in energy, having the maximum energy to be near the maximum energy of the incident electrons before the strike. Also the lower photon energies are present in the photon beam due to bremsstrahlung progress.

In treatment planning, one seeks the best alternatives for the beam orientations and different field settings to achieve the desired dose distribution in the tumor volume and as low dose as possible in the healthy tissue and organs. Nowadays the use of three dimensional (3D) imaging techniques, such as computer tomography (CT) and magnetic resonance imaging (MRI), enable more accurate patient 3D imaging. This enables the use of conformal radiotherapy, in which the goals of the radiotherapy treatment are met, i.e the high dose volume conforms the planning target volume (PTV) and other healthy tissue and organs receive as low dose as possible. The intensity modulated radiation therapy (IMRT) can be utilized for the conformity purposes $[35,5,191,190,146]$. In IMRT, the intensities of the external radiation fluxes are modulated using different field settings such as wedges,
multileaf collimator (MLC). Typically, in IMRT treatments several fields are used with a static [169, 109, 15, 154, 61], dynamic [174, 25, 6, 52, 105] or interrupted dynamic sequences [129]. Other possibility is, for example tomotherapy, in which several small beams are directed to the target [126].

Traditionally, in finding the best treatment plan, the treatment settings (incoming radiation direction and intensity, MLC parameters, wedge angles etc.) are selected by a trial-and-error sequence [48]. However, the use of IMRT greatly increases the degree of freedom in selecting the treatment settings and that is why different optimization techniques are becoming more general [37]. These techniques include direct optimization techniques, in which the intensity modulation apertures, for example the MLC parameters are used directly as free variables in the dose optimization [129, 169, 25], and intensity optimization techniques, in which the beamlet weights of the field intensities are used as free variables in the dose optimization [57, 76, 110]. These optimization problems are often referred to an inverse radiation therapy treatment planning (IRTTP) problems.

From the mathematical point of view, the radiotherapy treatment planning is an inverse problem, i.e. the problem is to find the best source arrangements to receive the desired dose distribution within the patient. In solving the inverse problem, one needs a solution of the forward problem, i.e. a solution for the model of the dose calculation. In the forward problem of the external radiotherapy, one computes the dose distribution in a patient resulted from the external sources of ionizing radiation with some aperture settings. Several models have been developed for the dose calculation [4, 164, 144, 95, 114, 84]. Nowadays, the Monte Carlo (MC) method is assumed to be the most accurate method for the dose calculation for the external photon or electron fluxes $[142,8,22,23,104,158]$. In MC, the paths of the scattering particles are followed by randomly selecting the new directions and energies of the particles. In different scattering interactions, the particles loose their energy, other particles are created and energy is absorbed to matter affecting the dose. With several millions particle histories MC method gives an estimate for the dose distribution. The drawback of the MC method is the long computation time and that is why still so-called pencil-beam models are the most commonly used in treatment planning systems [4, 81, 180]. In pencil-beam models, the dose in a patient is achieved as a superposition of appropriately weighted dose deposition kernels. The kernels can be modeled with Monte Carlo methods, using some approximations or using empirical beam data [167, 42, 31, 151, 110].

Most of the dose calculation models have their roots in Boltzmann transport equation (BTE). The previously presented MC method uses BTE to simulate particle transport in a medium [142, 8, 123, 104, 152]. The FokkerPlank and Fermi equations can be shown to be approximations of the BTE $[149,150,33,28,111,138,24]$. In it's original form, the BTE takes rigorously into account the patient inhomogeneity and scattering effects [30]. It is an integropartial differential equation and it is studied in many fields of physics, for example in nuclear reactor physics [18, 79, 197], astrophysics, optical tomography [103, 89, 43, 10], x-ray spectra and electron microbeam analysis [72, 73, 135]. Excellent books, which consider BTE in detail in variety of fields are for example
[50, 47, 67, 196, 148]. The linear stationary BTE can be used in radiation therapy, because the high energy particles move nearly at the speed of light and the interactions of particles with each other are negligible [147, 30]. In applications, which include pulsed sources, nuclear bursts, reactor kinetics or dynamic movement, the time-dependent form of the BTE is needed [14, 186]. In some applications such as electron gas in semiconductor the nonlinear BTE is used [127, 147].

BTE describes particle traveling in a medium and it is based on the particle equilibrium in a small volume [67]. The unknown function in the BTE based forward problem is the particle angular flux, from which the dose can be calculated [123]. In stationary case, it has six variables, three spatial, two angular and one energy variable. BTE can be solved analytically only in very simplified geometries, in which it does not have very much of practical use. Instead of finding an analytical solution of the BTE, one can seek for a numerical solution, which can be stochastic or deterministic [168]. For example MC and the closely related phase space evolution method $[91,86,136]$ are stochastic methods for solving the BTE.

Solving the BTE with deterministic methods is studied by many authors and several production codes are generated in the field of radiation therapy physics $[168,137,195,194]$. In deterministic methods, the stationary BTE is usually solved using some grid-based numerical method, in which the phase space is discretized in spatial, angular and energy domains [119, 59]. The energy discretization is often done by multi-group approximation, in which the energy range is divided into energy groups and the interaction cross sections are replaced by multi-group cross sections $[124,67,7]$. This leads to the coupled system of monoenergic equations, which only need to be discretized in spatial and angular domains and are often studied without energy variable [11, 12, 55, 118]. The often used methods for angular discretization are for example the discrete ordinates $[64,112,125,138$, 185], and spherical harmonic approximations [113, 128]. Finite difference and finite element methods (FEM) are usually used in spatial discretization [3, 118, 156] and some times also for angular discretization [41, 130, 131, 54, 141]. Also finite element discretization is used for all variables simultaneously [26, 173]. Often also discontinuous FEM is used [183, 184]. Other methods, which are successfully used to solve the BTE, are the method of characteristics [194, 83], the method of moments [115], the electron multiple scattering theory [93, 98, 97, 94, 99, 96, 100, 151, 77], the collocation method [172] and hybrid collocation-Galerkin- $S_{n}$ method [139]. Mainly due to computational problems, BTE based deterministic models are not used in dose calculations in clinical applications.

There exist several techniques to overcome the difficulties to solve the BTE. The integral form of the BTE is mostly used in special geometries, in which it is easy to solve $[67,119]$. Also some MC applications are based on the integral form of the BTE [142]. It is also used in the studies of gases [77]. The evenparity $[1,65,66]$ form is derived in the monoenergetic case to be used for example with multigroup method. The second order form [140, 121, 122] is derived in the case, in which angular discretization is done for example using discrete ordinates. The transport of charged particles is difficult to model using grid based numerical methods because of the large interaction probability in forward directions. To
accomplish this for example a continuous slowing down approximation (CSDA) can be used [17, 116, 117]. Quite accurate models are derived by dividing the scattering coefficients into forward and backward scatterings, and using the CSDA to the forward parts $[111,121,134,143,149,155,192,200,46]$. This approximate form of the BTE is often referred to Boltzmann-CSDA equation (B-CSDAE).

In different interactions, the high energy particles are changed to other types of particles and three coupled BTEs are needed to describe the radiotherapy forward problem, which takes into account photon, electron and positron interactions with medium atoms [124]. Typically positron production is neglected and two coupled BTEs with some boundary conditions are used to model the external radiotherapy forward problem [65, 83, 121, 125]. Also often the bremsstrahlung production is neglected in the electron incident radiotherapy and only one BTE with appropriate approximations is used to describe the electron transport [201, 100, 86, 132, 133, 143].

When deterministic methods are considered, one should guarantee that the solution exists and that it is unique. For time-dependent BTE the existence and uniqueness of the solution can be proven $[147,67]$. The existence and uniqueness of variational form of the stationary BTE is studied in [59], in which some additional restrictions are demanded on the scattering parameters. Recently, similar restrictions are shown to hold for the coupled system of BTEs [26]. From the coercivity result the Cea's estimate for FEM convergence can be derived in principle $[53,172]$. The FEM convergence for the BTE is also studied, for example in $[179,7]$. The existence, uniqueness and FEM convergence analysis of the solution for the approximative forms of the BTE (B-CSDAE, even-parity, second order) are not presented in the literature.

Although MC methods are thought to be one of the future dose calculation models, it is not evident that the MC methods are more efficient than deterministic BTE based models [78, 29, 164]. The deterministic methods have advantages in solving the related inverse problem, which can be directly formulated to the deterministic BTE based model. With MC methods one needs to solve the forward problem several times by changing the incoming source arrangements in solving the related inverse problem [92]. Fast MC methods are generated to accomplish the computational costs [74, 163]. Still deterministic methods are worth studying, because of the advantages in inverse problems and because it is not clear if the MC methods are more efficient than the deterministic methods.

The inverse problem in radiotherapy is usually based on the physical or biological criteria [38]. The physical criteria for the IRTTP problem are defined by the physically measurable quantities such as volume and dose [34]. With biological criteria one tries to quantify the influence of the dose deviation on tumor control and normal tissues reactions, i.e. quantify the probability that the patient will have a desirable treatment outcome [39, 40]. The physical criteria are the most often used quantities in the IRTTP problems. This is probably because the biological criteria are more difficult to implement than the physical criteria and because the biological criteria contain parameters such as normalized dose-response gradient and the dose causing $50 \%$ probability of tumor control or severe normal tissue reactions,
from which the normalized dose-response gradient varies from patient to patient and is difficult to determine. In optimization, these criteria are usually connected using cost function, which is then minimized by pre-selecting the weights for different criteria. The unified model [49] handles the physical criteria by proximity function, in which the resulted iterative scheme converges to the feasible solution. The problem of selecting the weights for different criteria in an optimum way can be avoided using method such as the deterministic iterative least-squares method [51] and multi-criteria optimization [36, 160, 159].

Maybe because of the computational problems the IRTTP problems based on BTE and deterministic methods are rarely presented in literature. In the field of image reconstruction and particle transport, the studies based on BTE can be found for example in $[16,145,70,71]$, from which the two latter are based on the computations of the original BTE and it's adjoint form. Related studies are recently done in the field of radiotherapy in the optimization of the dose distribution within the spatial domain $[176,175]$.

## The AIMS AND THE CONTENTS OF THE THESIS

The purpose of this thesis is to use a BTE based model in radiotherapy purposes. The first aim is to solve the radiotherapy forward problem using the coupled BTEs and/or the coupled B-CSDAEs. The second aim is to used this forward model in solving the radiotherapy inverse problem with the optimal control approach.

The BTE based model consists of three coupled BTEs to describe photons, electrons and positrons with related boundary conditions. The variational form is formulated and the existence and uniqueness of the solution are analyzed. From the existence analysis of the coupled system some restrictions on the scattering coefficients are resulted. Also the coupled system B-CSDAEs is considered and the variational form is presented and the existence and uniqueness of the solution are discussed. The derived forward problem is simulated in three (3D) and two (2D) spatial dimensions using FEM for two coupled B-CSDAEs with photon boundary conditions and for one B-CSDAE with electron boundary condition. The results are compared with the MC simulations using EGSnrc ${ }^{\circledR}$ code system [104].

Some of the results presented in this thesis have been published earlier in the articles [26, 27, 176] and in the University of Kuopio Report series [172, 171]. This thesis summarizes the results of the published works and also gives new theories for the existence of the solution of the coupled B-CSDAEs, uses B-CSDAE for charged particles, presents the stream-line diffusion with FEM discretization and simulates the coupled system and B-CSDAEs in 3D using FEM. Also the BTE based inverse problem in radiotherapy purposes is presented and simulated.

This thesis is divided into six chapters. In Chapter 2, the principles of the external radiotherapy are presented. The chapter also presents detailed the main interactions and the related physical quantities, which are needed to describe the traveling of high energy particles in a medium. This chapter forms the physical basis for the thesis.

In Chapter 3, the coupled system of BTEs is derived from the particle equilibrium in a small element. The chapter also presents the formula for the dose
and external radiotherapy related boundary conditions for photons and electrons. Also, the integral form of the BTE and different approximations such as the BCSDAE are presented. This chapter gives a solid basis for the BTE in radiotherapy purposes.

The radiotherapy forward problem using FEM and transport equations are discussed in Chapter 4. The chapter derives the variational forms for the coupled BTEs and for the coupled B-CSDAEs. The existence of the solution of these equations are studied. Also the related convergence results based on the coercivity analysis are presented. The finite element discretization is given including the stream-line diffusion method. The radiotherapy forward problem is simulated at the end of the Chapter 4 using two and one B-CSDAEs in 2D and 3D.

A radiotherapy inverse problem based on the BTEs is presented in Chapter 5. The boundary control optimization method is used to solve the related radiotherapy inverse problem. Also a novel approach using the application of parametrization is presented in finding the solution of the control problem. These theories are simulated by one BTE in 2D.

## Radiotherapy treatment related physics

The determination of absorbed dose in a patient is one task in radiotherapy treatments [4]. In external radiotherapy, the detectors can be used at the patient surfaces, but there is no information how the dose is distributed inside the patient. That is why one has to use a model to simulate the absorbed dose distribution in patient based on the knowledge of high energy particle fluxes at the patient surface and on the knowledge of the patient inhomogeneity. In the BTE based dose calculation models one has to know the physics behind high energy particles i.e. photons, electrons and positrons [124, 104]. The interactions for photons and electrons (positrons) are significantly different, because photons are uncharged and electrons (positrons) are negative (positive) in charge. The transport of photons, electrons and positrons is coupled due to the fact that incident photons produce electrons, electrons produce photons and sometimes photons produce positron electron pair or this pair produces photons in different interactions with medium atoms.

In this chapter, the main physical features of ionizing radiation are explained for the purposes of the external radiotherapy treatment. The different interactions of high energy particles with medium atoms are presented. In Section 2.1, ionizing radiation and absorbed dose are presented. After that, Section 2.2 describes the scattering probabilities via differential and total cross sections and stopping power, which are needed in the BTE based transport models. In Sections 2.3, 2.4 and 2.5, the differential and total cross sections in different interactions are described for photons, electrons and positrons, respectively. In the last Section 2.6, a method is presented to divide the scattering interaction of charged particles into catastrophic and soft collisions and for these purposes the restricted cross sections and restricted stopping powers are derived.

### 2.1 Ionizing radiation

Ionizing radiation is used in radiotherapy treatments because of its ability to damage living tissue [13]. The intended high local concentrations of absorbed energy can kill a cell either directly or through the formation of highly reactive chemical species such as free radicals in water, which are always present in a human tis-
sue. A free radical is an atom or a compound with unpaired electron. Ionizing radiation excites and ionizes medium atoms while it is traveling through medium [13]. It is classified into directly ionizing radiation, such as electrons and positrons, which deliver energy to medium directly, and indirectly ionizing radiation, such as photons, which first transfer their energy to charged particles, which then deliver energy to medium.

Photons consist of x-rays and gamma rays named according to their mode of origin although their properties are the same [161, 13]. Electromagnetic radiation emitted by charged particles in changing atomic energy levels is called characteristic or fluorescence x-rays. Continuous or bremsstrahlung x-rays are emitted from inelastic collisions of charged particles in which they slow down in Coulomb force field. Gamma rays are electromagnetic radiation emitted from the nucleus or in annihilation reactions. Annihilation radiation is emitted when positron and electron are combined. $\beta$-rays (negative or positive) and $\delta$-rays consist of electrons and positrons [13]. $\beta$-rays are emitted from the nucleus and $\delta$-rays are resulted from the charged particle collisions.

Because photons are uncharged they travel quite a long distance in a medium without interacting with medium atoms [193]. On the other hand, charged particles, such as electrons and positrons, travel only a small distance until they undergo interactions with medium atoms. Thus, photons undergo only few interactions until they attenuate and secondary electrons born, while electrons loose their energies in many small interactions with medium atoms along their trajectories [13].

The energy absorbed from the ionizing radiation is usually described by the absorbed dose $D(\boldsymbol{x})$, which is the expectation value of the high energy imparted to medium per unit mass in a point $\boldsymbol{x} \in \mathbb{R}^{3}$ [13]. Thus,

$$
\begin{equation*}
D(\boldsymbol{x})=\frac{\mathrm{d} \epsilon}{\mathrm{~d} m} \tag{2.1}
\end{equation*}
$$

where $\mathrm{d} \epsilon=\mathrm{d} \epsilon_{\text {in }}-\mathrm{d} \epsilon_{\text {out }}+\mathrm{d} \epsilon_{\text {mass }}$ is the mean energy imparted in an infinitesimal volume $\mathrm{d} V, \mathrm{~d} \epsilon_{\text {in }}$ is the energy that comes into $\mathrm{d} V$ (including charged and uncharged particles), $\mathrm{d} \epsilon_{\text {out }}$ is the energy that comes out from $\mathrm{d} V$ and $\mathrm{d} \epsilon_{\text {mass }}$ is the net energy derived from rest mass in $\mathrm{d} V . \mathrm{d} m$ is the mass of $\mathrm{d} V$. The unit of the absorbed dose is $\mathrm{Jkg}^{-1}$ or gray (Gy), having a relation $1 \mathrm{~Gy}=1 \mathrm{Jkg}^{-1} \approx 6.24 \cdot 10^{9} \rho$ $\mathrm{MeVcm}^{-3}$, in which $\rho$ is the density of the medium.

### 2.2 Interaction probability and stopping power

High energy particles interact with medium atoms in different ways resulting in their energy to be imparted to matter [13]. In these interactions, the original direction $\boldsymbol{\Omega}^{\prime}$ and energy $E^{\prime}$ of the particle are changed to $\boldsymbol{\Omega}$ and $E$. Sometimes other types of particles result. These interactions are statistical in nature and can be described by probability distributions such as differential cross section and total cross section. Also stopping powers are used to describe the energy absorption to the medium.

### 2.2.1 Differential cross section

The differential cross section describes the laws for the emission of scattered particles in energy and angle [119]. It is defined by the probability distribution $\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right) \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega}$, which is the probability per unit path length that a particle in a point $\boldsymbol{x}$, having an energy $E^{\prime}$ and coming from a direction $\boldsymbol{\Omega}^{\prime}$ to scatter into an energy interval $\mathrm{d} E$ about $E$ into a solid angle $\mathrm{d} \boldsymbol{\Omega}$ about $\boldsymbol{\Omega}$. The function $\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)$ is now the differential cross section and it has unit of per centimeter per MeV per steradians i.e. $\mathrm{cm}^{-1} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}$. The small solid angle $\mathrm{d} \boldsymbol{\Omega}^{\prime}=\sin \theta \mathrm{d} \theta \mathrm{d} \varphi$ in standard polar coordinates $(\varphi, \theta)$ on an unit sphere $S \subset \mathbb{R}^{3}$ (see Figure 3.1). Here the scattering is assumed to be isotropic meaning that the scattering does not depend on the azimuthal angle $\varphi$ and depends only on the cosine of the scattering angle $\cos \theta=\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}$, not on $\boldsymbol{\Omega}^{\prime}$ and $\boldsymbol{\Omega}$ individually.

### 2.2.2 Total cross section

Total cross section $\sigma\left(\boldsymbol{x}, E^{\prime}\right)$ is a sum of absorption cross section $\sigma_{\mathrm{a}}$ and integrated scattering cross section $\sigma_{\mathrm{s}}$ [123], which are obtained by integrating the differential cross sections for absorbed particles $\frac{\mathrm{d}^{2} \sigma^{\mathrm{a}}}{\mathrm{d} E \mathrm{~d} \Omega}$ and for scattered particles $\frac{\mathrm{d}^{2} \sigma^{\mathrm{s}}}{\mathrm{d} E \mathrm{~d} \Omega}$, respectively, over the energy and angle intervals. Hence,

$$
\sigma_{\mathrm{a}}\left(\boldsymbol{x}, E^{\prime}\right)=\int_{I} \int_{S} \frac{\mathrm{~d}^{2} \sigma^{\mathrm{a}}}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right) \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega}
$$

and

$$
\sigma_{\mathrm{s}}\left(\boldsymbol{x}, E^{\prime}\right)=\int_{I} \int_{S} \frac{\mathrm{~d}^{2} \sigma^{\mathrm{s}}}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right) \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega}
$$

where $I$ is the energy interval, say $\left[E_{\min }, E_{\max }\right] . \frac{\mathrm{d}^{2} \sigma^{\mathrm{a}}}{\mathrm{d} E \mathrm{~d} \Omega}$ is the differential cross section describing an interaction, in which a particle is disappeared (absorbed) and another different type of particle is created. $\frac{\mathrm{d}^{2} \sigma^{s}}{\mathrm{~d} E \mathrm{~d} \Omega}$ describes an interaction, in which a particle is scattered to some angle having some new energy. For isotropic scattering the integrated cross sections are totally independent on the scattering angle $\boldsymbol{\Omega}$. Basically, $\sigma\left(\boldsymbol{x}, E^{\prime}\right)$ is the probability per unit path length for particle of energy $E^{\prime}$ to scatter or to absorb in a point $\boldsymbol{x}$.

The unit of total cross section is $\mathrm{cm}^{-1}$ or $\mathrm{cm}^{2} \mathrm{~g}^{-1}$, if the previous is divided by density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$. Then it is also called the macroscopic cross section [124]. If the cross section is defined per atom ( $\mathrm{cm}^{2} /$ atom $)$ or per molecule $\left(\mathrm{cm}^{2} /\right.$ molecule), it is called as microscopic cross section. The relation between the macroscopic $\sigma_{\text {ma }}$ and microscopic $\sigma_{\text {mi }}$ cross sections is

$$
\sigma_{\mathrm{ma}}=\frac{N_{\mathrm{A}}}{M} \sigma_{\mathrm{mi}}
$$

where $N_{\mathrm{A}}=6.022 \cdot 10^{23} \mathrm{~mole}^{-1}$ is the Avogadro's constant and $M$ is the gramatomic weight of an element or the gram-molecular weight of a molecule. Typically the cross sections are defined as microscopic cross sections for an element (unit
$\mathrm{cm}^{2}$ /electron). The macroscopic cross section for a compound $\sigma_{\mathrm{cp}}$ can then be computed from the microscopic cross sections $\sigma_{i}$ ( indicates the element) using weighted sum

$$
\sigma_{\mathrm{cp}}=\frac{N_{\mathrm{A}}}{M} \sum_{i} N_{i} Z_{i} \sigma_{i}
$$

where $M$ is a molecular mass in moles for a compound, $N_{i}$ is the number fraction of the element $i$ in a compound (i.e. the number of atoms in element $i$ in one molecule) and $Z_{i}$ is the number of electrons per atom of an element. If the microscopic cross section $\sigma_{i}$ does not depend on the element $i$, the macroscopic cross section for a compound becomes

$$
\sigma_{\mathrm{cp}}=\frac{N_{\mathrm{A}} Z}{M} \sigma,
$$

where $Z$ is the number of electrons per molecule of a compound and $\sigma_{i}=\sigma \forall i$. Similarly, the differential cross section for a compound is

$$
\frac{\mathrm{d}^{2} \sigma_{\mathrm{cp}}}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}}=\frac{N_{\mathrm{A}} Z}{M} \frac{\mathrm{~d}^{2} \sigma}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}}
$$

where $\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} E \mathrm{~d} \Omega}$ is the element independent microscopic differential cross section per electron.

The total cross sections for different photon interactions are very well tabulated in the literature (for example in [13]). One can use also an easy access photon total cross section generating code XCOM [19] developed by National Institute of Standards and Technology (NIST). The differential cross sections are also well formulated in the literature (for example in [124, 104], although those are generated for different purposes than what is needed here and can not be used directly). However, the cited references give the differential cross sections with exact formulas, from which the needed data can be generated. These formulas are given in Sections 2.3 and 2.4.

Instead of total cross section, one often describes ionizing radiation using a variable such as a mean free path, which is the average path length that the particle will travel without interaction [67]. In fact, the mean free path is defined by the total cross section as $\sigma^{-1}$.

### 2.2.3 Stopping power

One important element used to describe the charged particle behavior in a medium is the stopping power. The stopping power $\tau\left(\boldsymbol{x}, E^{\prime}\right)$ is the average rate at which the charged particles lose energy at any point along their tracks, i.e. $\tau\left(\boldsymbol{x}, E^{\prime}\right)=$ $\left(\frac{\mathrm{d} E^{\prime}}{\mathrm{d} \boldsymbol{x}}\right)\left(\boldsymbol{x}, E^{\prime}\right)[87]$. Total stopping power is a sum of collision stopping power $\tau^{\text {Ie }}$ and radiative stopping power $\tau^{\mathrm{Br}}$. The collision stopping power is the average energy loss per unit path length due to inelastic collisions (see Section 2.4.1) while the radiative stopping power is the average energy loss per unit path length due to the emission of photon in a bremsstrahlung process (see Section 2.4.2). The
stopping powers are well tabulated in the literature for different materials (see for example [87, 106, 13]). The stopping power is given by the formula

$$
\begin{equation*}
\tau\left(\boldsymbol{x}, E^{\prime}\right)=\int_{0}^{\infty}\left(E^{\prime}-E\right) \frac{\mathrm{d} \sigma}{\mathrm{~d} E}\left(E^{\prime}, E\right) \mathrm{d} E \tag{2.2}
\end{equation*}
$$

where $\frac{\mathrm{d} \sigma}{\mathrm{d} E}$ is the differential cross section differential in energy including inelastic scattering and bremsstrahlung. The stopping powers are needed for example in the computation of the dose (see Section 3.3). The unit of the stopping power is typically $\mathrm{MeVcm}^{-1}$.

### 2.3 Photon interactions

Photons by themselves do not impart energy to matter, but in different interactions the electrons of medium atoms obtain energy from photons and these electrons then impart that energy to matter in many small interactions along their tracks [13]. Photon interactions are dominated by absorption and inelastic scattering collisions, in which photon's energy is reduced. The most important interactions for photons are Compton effect, Photoelectric effect, Pair production and Rayleigh scattering. Figure 2.1 shows the total cross sections for these photon interactions at different energies in water. The values of the total cross sections are comparable to the interaction probabilities. A schematic presentation of different photon interactions are presented in Figure 2.2. To use the same energy units throughout the whole book, the photon energies are described in units ( MeV ) instead of the standard (MV) unit.

### 2.3.1 Compton effect

The Compton effect is dominant at energies under about 30 MeV and above about 20 keV in mediums like human tissue or water (number of electrons per molecule $Z=10$ ). The dominance region is narrower for high Z mediums. In Compton effect, the incident photon (energy $E_{\mathrm{p}}^{\prime}$, direction $\boldsymbol{\Omega}_{\mathrm{p}}^{\prime}$ ) collides with an electron and gives some of its energy to that electron. After the collision the incident photon energy and direction are changed to $E_{\mathrm{p}}$ and $\boldsymbol{\Omega}$, respectively. Also the electron has now kinetic energy $E_{\mathrm{e}}$ and direction $\boldsymbol{\Omega}_{\mathrm{e}}$. If the electron is assumed to be initially at rest and unbounded, then $E_{\mathrm{e}}=E_{\mathrm{p}}^{\prime}-E_{\mathrm{p}}$ and the relation between $\boldsymbol{\Omega}_{\mathrm{p}}^{\prime}$ and $\boldsymbol{\Omega}$ is obtained by kinematics and is defined later in this section in equation (2.9). Then the macroscopic differential cross section, differential in angle for Compton effect for scattered photon in a compound (in units of $\mathrm{cm}^{-1} \mathrm{sr}^{-1}$ ), is obtained from the Klein-Nishina equation [13]

$$
\begin{equation*}
\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} \boldsymbol{\boldsymbol { \Omega } _ { \mathrm { p } }}}\left(\boldsymbol{x}, E_{\mathrm{p}}^{\prime}, E_{\mathrm{p}}, \boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right)=\frac{N_{\mathrm{A}} Z \rho r_{0}^{2}}{2 M}\left(\frac{E_{\mathrm{p}}}{E_{\mathrm{p}}^{\prime}}\right)^{2}\left(\frac{E_{\mathrm{p}}^{\prime}}{E_{\mathrm{p}}}+\frac{E_{\mathrm{p}}}{E_{\mathrm{p}}^{\prime}}-\sin ^{2}\left(\omega_{\mathrm{p}^{\prime}, \mathrm{p}}\right)\right) \tag{2.3}
\end{equation*}
$$

where $\omega_{\mathrm{p}^{\prime}, \mathrm{p}}=\arccos \left(\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right)$ is the photon scattering angle for isotropic scattering, the classical electron radius $r_{0}=2.818 \cdot 10^{-13} \mathrm{~cm}, M$ is the molecular weight in


Figure 2.1: The total cross sections $\sigma\left(\mathrm{cm}^{-1}\right)$ for different photon interactions in water at different energies $E(\mathrm{MeV})$ in logarithmic scale.
units ( $\mathrm{g} / \mathrm{mole}$ ) and $\rho$ is the density in units $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$. The energy of the scattered photon is

$$
\begin{equation*}
E_{\mathrm{p}}=\frac{E_{\mathrm{p}}^{\prime}}{1+\frac{E_{\mathrm{p}}^{\prime}}{E_{0}}\left(1-\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right)} \tag{2.4}
\end{equation*}
$$

where the electron rest energy $E_{0}=0.511 \mathrm{MeV}$.
Because the angle and energy of the scattered photon are kinematically related, the Klein-Nishina cross section differential in angle in equation (2.3) can be expressed as a cross section that is differential in energy [124]. From equation (2.4)

$$
\begin{equation*}
\cos \left(\omega_{\mathrm{p}^{\prime}, \mathrm{p}}\right)=\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}=1+\frac{E_{0}}{E_{\mathrm{p}}^{\prime}}-\frac{E_{0}}{E_{\mathrm{p}}} \tag{2.5}
\end{equation*}
$$

where $E_{\mathrm{p}} \in\left[\frac{E_{\mathrm{p}}^{\prime}}{E_{0}+2 E_{\mathrm{p}}^{\prime}}, \frac{E_{\mathrm{p}}^{\prime}}{E_{0}}\right]$. From equation (2.5) one receives by differentiation a relation

$$
\begin{equation*}
\left|\frac{\mathrm{d} \boldsymbol{\Omega}_{\mathrm{p}}}{\mathrm{~d} E_{\mathrm{p}}}\right|=\frac{2 \pi E_{0}}{E_{\mathrm{p}}^{2}} \tag{2.6}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{\Omega}_{\mathrm{p}}=2 \pi \sin \left(\omega_{\mathrm{p}^{\prime}, \mathrm{p}}\right) \mathrm{d} \omega_{\mathrm{p}^{\prime}, \mathrm{p}}$. Hence, from equations (2.3) and (2.6) one obtains the differential cross section, differential in the energy of the scattered photon


Figure 2.2: The typical interactions that an incident high energy photon can have resulting secondary electron, which imparts energy to the matter.
for Compton effect,

$$
\begin{align*}
& \frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} E_{\mathrm{p}}}\left(\boldsymbol{x}, E_{\mathrm{p}}^{\prime}, E_{\mathrm{p}}, \boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right)=\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} \boldsymbol{\Omega}_{\mathrm{p}}}\left(\boldsymbol{x}, E_{\mathrm{p}}^{\prime}, E_{\mathrm{p}}, \boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right)\left|\frac{\mathrm{d} \boldsymbol{\Omega}_{\mathrm{p}}}{\mathrm{~d} E_{\mathrm{p}}}\right| \\
& =\frac{N_{\mathrm{A}} Z \rho \pi r_{0}^{2} E_{0}}{M\left(E_{\mathrm{p}}^{\prime}\right)^{2}}\left(\frac{E_{\mathrm{p}}^{\prime}}{E_{\mathrm{p}}}+\frac{E_{\mathrm{p}}}{E_{\mathrm{p}}^{\prime}}-1+\left(1+\frac{E_{0}}{E_{\mathrm{p}}^{\prime}}-\frac{E_{0}}{E_{\mathrm{p}}}\right)^{2}\right), \tag{2.7}
\end{align*}
$$

where also equation (2.5) is used with equation $\sin ^{2}\left(\omega_{\mathrm{p}^{\prime}, \mathrm{p}}\right)+\cos ^{2}\left(\omega_{\mathrm{p}^{\prime}, \mathrm{p}}\right)=1$.
The differential cross section, differential in scattered electron direction for Compton effect, is of the form

$$
\begin{equation*}
\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} \boldsymbol{\Omega}_{\mathrm{e}}}\left(\boldsymbol{x}, E_{\mathrm{p}}^{\prime}, E_{\mathrm{e}}, \boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}\right)=\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} \boldsymbol{\Omega}_{\mathrm{p}}}\left(\boldsymbol{x}, E_{\mathrm{p}}^{\prime}, E_{\mathrm{p}}, \boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right) \frac{\left(1+\frac{E_{\mathrm{p}}^{\prime}}{E_{0}}\right)^{2}\left(1-\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right)^{2}}{\left(\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}\right)^{3}}, \tag{2.8}
\end{equation*}
$$

where now the cosine of the electron scattering angle is

$$
\begin{equation*}
\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}=\cos \left(\omega_{\mathrm{p}^{\prime}, \mathrm{e}}\right)=\frac{E_{0}+E_{\mathrm{p}}^{\prime}}{E_{\mathrm{p}}^{\prime}}\left(\frac{2 E_{0}}{E_{\mathrm{e}}}+1\right)^{-1 / 2} \tag{2.9}
\end{equation*}
$$

where $E_{\mathrm{e}} \in\left[0, \frac{2\left(E_{\mathrm{p}}^{\prime}\right)^{2}}{E_{0}^{2}+2 E_{\mathrm{p}}^{\prime} E_{0}}\right]$. Again by differentiation one receives from equation (2.9) a relation

$$
\begin{equation*}
\left|\frac{\mathrm{d} \boldsymbol{\Omega}_{\mathrm{e}}}{\mathrm{~d} E_{\mathrm{e}}}\right|=\frac{E_{0}+E_{\mathrm{p}}^{\prime}}{E_{\mathrm{p}}^{\prime}} \frac{2 \pi E_{0}}{E_{\mathrm{e}}^{2}}\left(\frac{2 E_{0}}{E_{\mathrm{e}}}+1\right)^{-3 / 2} . \tag{2.10}
\end{equation*}
$$

Substituting equations (2.3), (2.5) and (2.9) to equation (2.8) and multiplying it by equation (2.10) one obtains the differential cross section differential in the energy of the scattered electron for Compton effect

$$
\begin{equation*}
\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} E_{\mathrm{e}}}\left(\boldsymbol{x}, E_{\mathrm{p}}^{\prime}, E_{\mathrm{e}}, \boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}\right)=\frac{N_{\mathrm{A}} Z \rho \pi r_{r^{2}}^{2} E_{0}}{M E_{\mathrm{e}}^{2}}\left(1-\frac{E_{\mathrm{p}}}{E_{\mathrm{p}}^{\prime}}\right)^{2}\left(\frac{E_{\mathrm{p}}^{\prime}}{E_{\mathrm{p}}}+\frac{E_{\mathrm{p}}}{E_{\mathrm{p}}^{\prime}}-\sin ^{2}\left(\omega_{\mathrm{p}^{\prime}, \mathrm{p}}\right)\right) . \tag{2.11}
\end{equation*}
$$

If one uses the fact $E_{\mathrm{p}}=E_{\mathrm{p}}^{\prime}-E_{\mathrm{e}}$, then equation (2.11) is the same as equation (2.7) and

$$
\begin{equation*}
\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} E_{\mathrm{e}}}\left(\boldsymbol{x}, E_{\mathrm{p}}^{\prime}, E_{\mathrm{e}}, \boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}\right)=\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} E_{\mathrm{p}}}\left(\boldsymbol{x}, E_{\mathrm{p}}^{\prime}, E_{\mathrm{p}}^{\prime}-E_{\mathrm{e}}, \boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right) \tag{2.12}
\end{equation*}
$$

In Compton effect, the energy and angle are kinematically related and that is why the differential cross section, differential in angle and energy for scattered photon in Compton effect (in units of $\mathrm{cm}^{-1} \mathrm{sr}^{-1} \mathrm{MeV}^{-1}$ ), is obtained from

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma^{\mathrm{C}}}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}_{\mathrm{p}}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)=\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} E_{\mathrm{p}}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right) \delta\left(\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}-\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right) \tag{2.13}
\end{equation*}
$$

where the function $\delta(t)$ is of the form

$$
\delta(t)= \begin{cases}1, & \text { if } t=0  \tag{2.14}\\ 0, & \text { elsewhere }\end{cases}
$$

Equation (2.13) is written for general variables $E^{\prime}, E, \boldsymbol{\Omega}^{\prime}$ and $\boldsymbol{\Omega}$. The value of $\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}$ is obtained from equation (2.5). Similarly, the differential cross section, differential in angle and energy for scattered electron in Compton effect, is of the form

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma^{\mathrm{C}}}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}_{\mathrm{e}}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)=\frac{\mathrm{d} \sigma^{\mathrm{C}}}{\mathrm{~d} \boldsymbol{\Omega}_{\mathrm{e}}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right) \delta\left(\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}-\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}\right) \tag{2.15}
\end{equation*}
$$

where $\boldsymbol{\Omega}_{\mathrm{p}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}$ is obtained from equation (2.9).
The scattering cross section for Compton progress is achieved by integrating the equation (2.7) over the scattered photon energy $E_{\mathrm{p}} \in\left[\frac{E_{\mathrm{p}}^{\prime}}{E_{0}+2 E_{\mathrm{p}}^{\prime}}, \frac{E_{\mathrm{p}}^{\prime}}{E_{0}}\right]$. This results in

$$
\sigma_{\mathrm{s}}^{\mathrm{C}}\left(\boldsymbol{x}, E^{\prime}\right)=\frac{2 \pi N_{\mathrm{A}} Z \rho r_{0}^{2}}{M}\left(\frac{2}{\epsilon^{2}}+\frac{1+\epsilon}{(1+2 \epsilon)^{2}}+\left(\frac{\epsilon^{2}-2 \epsilon-2}{2 \epsilon^{3}}\right) \ln (1+2 \epsilon)\right)
$$

where $\epsilon=\frac{E_{\mathrm{p}}^{\prime}}{E_{0}}$. The absorption cross section is the energyloss probability, in which photons are scattered and attenuated to other particles. Thus, for Compton effect the absorption cross section is obtained by integrating equation (2.11) over the electron scattering energy $E_{\mathrm{e}} \in\left[0, \frac{2\left(E_{\mathrm{p}}^{\prime}\right)^{2}}{E_{0}^{2}+2 E_{\mathrm{p}}^{\prime} E_{0}}\right]$. By noting that the differential cross section differential in scattered electron energy can be computed from the equation of the differential cross section differential in scattered photon energy, then one sees that the absorption cross section $\sigma_{\mathrm{a}}^{\mathrm{C}}\left(\boldsymbol{x}, E^{\prime}\right)$ in Compton effect is the same as the scattering cross section $\sigma_{\mathrm{s}}^{\mathrm{C}}\left(\boldsymbol{x}, E^{\prime}\right)$. The total cross section $\sigma^{\mathrm{C}}\left(\boldsymbol{x}, E^{\prime}\right)$ is then the sum of absorption and scattering cross sections. Thus, $\sigma^{\mathrm{C}}\left(\boldsymbol{x}, E^{\prime}\right)=2 \sigma_{\mathrm{a}}^{\mathrm{C}}\left(\boldsymbol{x}, E^{\prime}\right)$.

As it was mentioned, these differential cross section equations for Compton effect assume electrons to be unbounded and initially at rest. In actual case, the electrons in atoms have some binding energy depending on the energy level. Also these electrons are in motion. However, the resulting errors from the use of unbounded and stationary assumptions are only minor in radiotherapy applications at high energies. More accurate differential cross sections for Compton process are obtained by using an impulse approximation, which takes into account the target electron binding effects and the Doppler broadening of the Compton line [44]. The Doppler broadening is caused from the momentum distribution of the target electrons. This leads to the double-differential cross section, differential in energy and angle.

### 2.3.2 Photoelectric effect

In the photoelectric effect, an incident photon gives all its kinetic energy to a tightly bound electron, such as those in the inner shells of an atom [13]. The photoelectric effect can only occur when the kinetic energy of incident photon is greater than the electron binding energy. However, the photoelectric effect is more probable in lower energies, as long as the energy is more than the binding energy of an electron. The photoelectric effect is dominant at energies below about 20 keV for low Z media. The energy range increases as Z increases.

Photoelectric effect is an event in which an incident photon is disappeared and a so called photo-electron is emerged. The affected cap in the atomic shell is then immediately filled with another electron from the outer less bound atomic shell resulting an emission of the characteristic x-ray, sometimes called fluorescence x-ray or an Auger electron(s) with kinetic energy.

### 2.3.3 Pair production

In pair production, the incident photon with a minimum energy of $2 E_{0}=1.022$ MeV is absorbed and electron and positron are born [13]. Pair production is more dominant at high energies. It can only take place in a Coulomb force field, which is usually near an atomic nucleus. Sometimes pair production can occur in the field of an atomic electron. Then the interaction is called triplet production, because the initial electron achieves also kinetic energy and thus two electrons and one positron has now a significant amount of kinetic energy. An opposite interaction to pair production is an annihilation process, in which electron and
positron disappear and two photons emerge. The differential cross sections for pair or triplet production can be found for example in [124, 104].

### 2.3.4 Rayleigh scattering

In Rayleigh scattering, the incident photon is scattered by the combined action of the whole atom [13]. That is why it is also called coherent scattering. Rayleigh scattering is elastic, which means that no energy is lost in the interaction, in which the atom moves just enough to conserve momentum and initial photon is redirected in a small angle.

Rayleigh scattering is more significant at low energies, in which the photon scattering angle is bigger. The differential cross sections differential in angle (energy is not changed) can be found for example in [107, 104].

### 2.4 Electron interactions

Because electrons are charged particles their interaction probabilities are much bigger than those of uncharged particles. For example photons need only few interactions to dissipate all of its kinetic energy rather than electron would typically undergo about $10^{5}$ interaction before losing all of its kinetic energy [13]. Because photons may pass a slab of matter without any interaction or it may lose all of its kinetic energy in a few interaction, it is impossible to predict individual photon traveling distance. On the contrary, because electrons interact almost with every atomic electron or nucleus it passes and loses its kinetic energy gradually in a small friction like processes, it is customary to describe electron traveling by stopping power, range and yield. These are expectation values for a charged particle energy loss per path length, for a path length and for an electromagnetic radiation production, respectively.

Because of the nature of the charged particle, it is not customary to describe charged particle interactions by total cross sections and differential cross sections, which are needed in the Boltzmann transport equation (3.14) and these are found more rarely in the literature than those for photons. These can be found for example in [199, 104, 124].

Electron interactions are elastic scattering, inelastic scattering and radiation processes, which take place in a form of bremsstrahlung and electron positron annihilation [104]. The bremsstrahlung process dominates at high energies where as the inelastic scattering dominates at low electron energies in high Z media. In tissue like materials, the inelastic scattering dominates at all energies and the influence of the bremsstrahlung progress is only few percents [13]. The total cross sections for electron interactions are shown in Figure 2.3. Electron interaction chart illustrates the typical electron interactions in Figure 2.4.

### 2.4.1 Inelastic electron scattering

Electrons scatter inelastically from the atomic electrons ejecting them from the atom with considerable kinetic energy [13]. The result for the electron inelastic scattering is that incident electron (with energy $E_{\mathrm{e}}^{\prime}$ and direction $\boldsymbol{\Omega}_{\mathrm{e}}^{\prime}$ ) scatters


Figure 2.3: The total cross sections $\sigma\left(\mathrm{cm}^{-1}\right)$ for different electron interactions in water at different energies $E(\mathrm{MeV})$ in logarithmic scale.
(with new energy $E_{\mathrm{pr}}$ and direction $\boldsymbol{\Omega}_{\mathrm{pr}}$, in which pr indicates now the primary scattered particle) and produces an extra electron (with kinetic energy $E_{\mathrm{s}}$ and direction $\boldsymbol{\Omega}_{\mathrm{s}}$, in which $s$ indicates the secondary particle. This is sometimes called as electron-electron scattering. The higher energy electron after inelastic scattering is considered as the primary electron [124].

If the electron binding effects are ignored, the electron-electron scattering can be described by Møller scattering [87]. The macroscopic differential Møller cross section differential in the energy of the secondary electron for the electron-electron scattering in a compound (in units of $\mathrm{cm}^{-1} \mathrm{MeV}^{-1}$ ) is of the form

$$
\begin{equation*}
\frac{\mathrm{d} \sigma^{\mathrm{le}}}{\mathrm{~d} E_{\mathrm{s}}}\left(\boldsymbol{x}, E^{\prime}, E_{\mathrm{s}}\right)=\frac{C}{\beta^{2}}\left(\frac{1}{E_{\mathrm{s}}^{2}}+\frac{1}{\left(E^{\prime}-E_{\mathrm{s}}\right)^{2}}+\frac{\epsilon^{2}}{(\epsilon+1)^{2} E^{\prime 2}}-\frac{2 \epsilon+1}{(\epsilon+1)^{2} E_{\mathrm{s}}\left(E^{\prime}-E_{\mathrm{s}}\right)}\right), \tag{2.16}
\end{equation*}
$$

where $\epsilon=\frac{E^{\prime}}{E_{0}}, \beta^{2}=1-(1+\epsilon)^{-2}$ and $C=N_{\mathrm{A}} Z \rho 2 \pi r_{0}^{2} E_{0} M^{-1}$. The other notations are similar as in Section 2.3. The energy of the scattered particle is related due to the conservation of the energy. If the binding effects are neglected then $E^{\prime}=E_{\mathrm{pr}}+E_{\mathrm{s}}$.

The scattering angles for inelastic electron scattering are highly forward peaked and are defined by kinematics [124]. The scattering angle for scattered primary


Figure 2.4: The typical interactions for a high energy electron. In bremsstrahlung and annihilation processes secondary photons are emitted.
electron can be obtained from the equation

$$
\begin{equation*}
\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{pr}}=\sqrt{\frac{E_{\mathrm{s}}\left(E^{\prime}+2 E_{0}\right)}{E^{\prime}\left(E_{\mathrm{s}}+2 E_{0}\right)}} \tag{2.17}
\end{equation*}
$$

and for the scattered secondary electron from the equation

$$
\begin{equation*}
\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{s}}=\sqrt{\frac{\left(E^{\prime}-E_{\mathrm{s}}\right)\left(E^{\prime}+2 E_{0}\right)}{E^{\prime}\left(E^{\prime}-E_{\mathrm{s}}+2 E_{0}\right)}} \tag{2.18}
\end{equation*}
$$

The macroscopic differential cross section for the inelastic electron scattering resulting scattered primary electron (in units of $\mathrm{cm}^{-1} \mathrm{sr}^{-1} \mathrm{MeV}^{-1}$ ) is then of the form

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma^{\mathrm{Ie}}}{\mathrm{~d} E_{\mathrm{pr}} \mathrm{~d} \boldsymbol{\Omega}_{\mathrm{pr}}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)=\frac{\mathrm{d} \sigma^{\mathrm{Ie}}}{\mathrm{~d} E_{\mathrm{s}}}\left(\boldsymbol{x}, E^{\prime}, E^{\prime}-E\right) \frac{1}{2 \pi} \delta\left(\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}-\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{pr}}\right), \tag{2.19}
\end{equation*}
$$

where $\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{pr}}$ is obtained from the equation (2.17) and where $E \in\left[E_{\max } / 2, E_{\max }\right]$. $E_{\max }$ is the maximum primary electron energy. Similarly, the macroscopic differential cross section for the inelastic electron scattering resulting secondary electron is of the form

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma^{\mathrm{Ie}}}{\mathrm{~d} E_{\mathrm{s}} \mathrm{~d} \boldsymbol{\Omega}_{\mathrm{s}}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)=\frac{\mathrm{d} \sigma^{\mathrm{Ie}}}{\mathrm{~d} E_{\mathrm{s}}}\left(\boldsymbol{x}, E^{\prime}, E\right) \frac{1}{2 \pi} \delta\left(\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}-\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{s}}\right), \tag{2.20}
\end{equation*}
$$

where $\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{s}}$ is obtained from the equation (2.18) and where $E \in\left[0, E_{\max } / 2[\right.$.
The Møller cross section takes into account relativity, spin effects and two scattered particles indistinguishability [87]. Because the electron with higher energy after scattering is considered to be the primary, the scattering cross section for Møller interactions is obtained via integration of the equation (2.16) from $\left[E_{\max } / 2, E_{\max }\right]$. The absorption cross section is the same as the scattering cross section $\sigma_{\mathrm{s}}$ and $\sigma=2 \sigma_{\mathrm{s}}$. The Møller cross section increases rapidly to infinity as the energy of the secondary electron tends to zero. That is why the inelastic scattering is usually divided into catastrophic and soft collisions (see Section 2.6).

### 2.4.2 Bremsstrahlung

The bremsstrahlung process takes place when initial electron passes near atomic nucleus and inelastic radiative interaction occurs [13]. In that process, a photon is emitted and the initial electron gives significant amount of its kinetic energy to this photon and slows down. The name bremsstrahlung is a German word meaning breaking radiation. The bremsstrahlung event is relatively insignificant in tissues at electron energies below 10 MeV .

The formulas of the differential cross section differential in emitted photon energy $\frac{\mathrm{d} \sigma^{\mathrm{Br}}}{\mathrm{d} E_{\mathrm{p}}}\left(\boldsymbol{x}, E^{\prime}, E_{\mathrm{p}}\right)$ can be obtained for bremsstrahlung event from [104, 124] or one can use the tabulated data from [162]. All these references use the original paper of Koch and Motz [108] as a reference.

When the differential cross section differential in emitted photon energy is known, then the differential cross section differential in both emitted photon energy and scattering angle can be approximated [124]

$$
\frac{\mathrm{d}^{2} \sigma^{\mathrm{Br}}}{\mathrm{~d} E_{\mathrm{p}} \mathrm{~d} \boldsymbol{\Omega}_{\mathrm{p}}}\left(\boldsymbol{x}, E^{\prime}, E_{\mathrm{p}}, \boldsymbol{\Omega}_{\mathrm{e}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right)=\frac{\mathrm{d} \sigma^{\mathrm{Br}}}{\mathrm{~d} E_{\mathrm{p}}}\left(x, E^{\prime}, E_{\mathrm{p}}\right) \frac{1}{2 \pi} \frac{1-\beta^{2}}{4 \pi\left(1-\beta \boldsymbol{\Omega}_{\mathrm{e}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{p}}\right)^{2}},
$$

where $\beta$ is as in Møller scattering in previous section. If $\frac{\mathrm{d} \sigma^{\mathrm{Br}}}{\mathrm{d} E_{\mathrm{p}}}$ is in units of $\mathrm{cm}^{-1} \mathrm{MeV}^{-1}$ then $\frac{\mathrm{d}^{2} \sigma^{B}}{\mathrm{~d} E_{\mathrm{p}} \mathrm{d}_{\mathrm{p}}}$ is in units of $\mathrm{cm}^{-1} \mathrm{sr}^{-1} \mathrm{MeV}^{-1}$.

It can be approximated that the initial electron does not undergo angular deflection in a bremsstrahlung event. In these circumstances, the differential cross section differential in scattered electron energy and angle is

$$
\frac{\mathrm{d}^{2} \sigma^{\mathrm{Br}}}{\mathrm{~d} E_{\mathrm{e}} \mathrm{~d} \boldsymbol{\Omega}_{\mathrm{e}}}\left(\boldsymbol{x}, E^{\prime}, E_{\mathrm{p}}, \boldsymbol{\Omega}_{\mathrm{e}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}\right)=\frac{\mathrm{d} \sigma^{\mathrm{Br}}}{\mathrm{~d} E_{\mathrm{p}}}\left(x, E^{\prime}, E_{\mathrm{p}}\right) \delta\left(\boldsymbol{\Omega}_{\mathrm{e}}^{\prime} \cdot \boldsymbol{\Omega}_{\mathrm{e}}-1.0\right)
$$

As in the case of electron inelastic scattering, bremsstrahlung cross sections tend to infinity as the energy loss becomes small and are often divided into catastrophic and soft collisions as in Section 2.6.

### 2.4.3 Elastic electron scattering

When electrons scatter elastically, only the direction is changed without a change in electron energy [13]. Thus, electron elastic scattering does not contribute energy
to the medium, but is important mechanism in deflecting electrons. This scattering can be described in a terms of screened Rutherford scattering [104, 124, 199]. The Rutherford macroscopic differential cross section differential in the cosine of the electron scattering angle is then (in units of $\mathrm{cm}^{-1} \mathrm{Sr}^{-1}$ )

$$
\begin{equation*}
\frac{\mathrm{d} \sigma^{\mathrm{R}}}{\mathrm{~d} \mu}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)=\frac{2 \pi N_{\mathrm{A}} \rho Z^{2} r_{0}^{2}}{M} \frac{E_{0}^{2}\left(E^{\prime}+E_{0}\right)^{2}}{E^{\prime 2}\left(E^{\prime}+2 E_{0}\right)^{2}} \frac{1}{\left(1-\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}+2 \eta\left(E^{\prime}\right)\right)^{2}}, \tag{2.21}
\end{equation*}
$$

where $\eta$ is so-called screening parameter, which have different approximations. One screening parameter, developed by Moliere [199], is of the form

$$
\eta\left(E^{\prime}\right)=\frac{Z^{2 / 3} E_{0}}{4(0.885 \cdot 137)^{2} E^{\prime}\left(E^{\prime}+2 E_{0}\right)}\left(1.13+3.76\left(\frac{Z}{137 \beta}\right)^{2}\right)
$$

Because the energy does not change in elastic scattering, the differential cross section differential in both angle and energy is (in units of $\mathrm{cm}^{-1} \mathrm{sr}^{-1} \mathrm{MeV}^{-1}$ )

$$
\frac{\mathrm{d}^{2} \sigma^{\mathrm{R}}}{\mathrm{~d} E \mathrm{~d} \mu}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)=\frac{\mathrm{d} \sigma^{\mathrm{R}}}{\mathrm{~d} \mu}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right) \delta\left(E^{\prime}-E\right) .
$$

The total cross section for elastic Rutherford scattering is achieved by integrating the differential cross section in equation (2.21) over the cosine of the scattering angle $\mu \in[-1,1]$. Thus,

$$
\sigma^{\mathrm{R}}\left(\boldsymbol{x}, E^{\prime}\right)=\frac{\pi N_{\mathrm{A}} \rho Z^{2} r_{0}^{2}}{M} \frac{E_{0}^{2}\left(E^{\prime}+E_{0}\right)^{2}}{E^{\prime 2}\left(E^{\prime}+2 E_{0}\right)^{2}} \frac{1}{\eta\left(E^{\prime}\right)\left(1+\eta\left(E^{\prime}\right)\right)} .
$$

The screened Rutherford formulas are adequately accurate in tissue-like media at energies above 100 keV [104]. More accurate models for electron elastic scattering at low energies can be achieved by taking into account the spin effects with the help of partial wave analysis [90]. Also one could use the plurar and multiple small-angle scattering theories to approximate the Rutherford cross section [21].

### 2.5 Positron interactions

Positrons are charged particles and thus behave similarly as electrons. Positron interactions with matter are pretty much the same as those for electrons. Positron inelastic scattering from the atomic electrons can be described by Bhabha scattering [104]. Positron elastic scattering can be expressed in a terms of Rutherford scattering. Usually positrons are annihilated with atomic electron forming two photons. The differential cross section for this can be obtained for example from [104].

### 2.6 Restricted charged particle cross sections

The charged particle inelastic and bremsstrahlung collisions tend to infinity as the energy loss of the primary particle becomes small [124]. These interactions


Figure 2.5: An arbitrary differential cross section $\frac{\mathrm{d} \sigma}{\mathrm{d} \theta}$ with respect to scattering angle $\theta \in[-\pi, \pi[$. The differential cross section tends to infinity as the scattering angle $\theta$ becomes zero. The scattering interaction is partitioned into soft and catastrophic events.
are difficult or even impossible to implement accurately by numerical grid based methods and are often divided into catastrophic and soft collisions. The catastrophic interactions result from large energy losses and soft interactions from small energy losses. In catastrophic scattering, the energy loss of the primary particle is more than some threshold, say $E_{\text {cut }}$. The soft collisions are those, in which the energy loss of the primary particle is less than that threshold. In soft collisions the primary particle energy loss is small, which means that the scattering angles of primary and secondary particles are small i.e. the scattering is almost forward peaked. Thus, the soft collisions can be approximated by the continuous energy loss of an electron with no change in direction. The electron transport is then described by restricted CSDA (see Section 3.6.2), in which the soft collisions are handled with a restricted stopping power. The catastrophic scattering is accounted by restricted differential and total cross sections. The relation between the catastrophic and soft collision events with respect to scattering angle is shown in Figure 2.5 , in which an arbitrary differential cross section differential in scattering angle is drawn.

In inelastic collisions, the restricted differential cross section for secondary electron scattering is obtained from the equation (2.20), in which now the energy of the scattered secondary electron is $E \in\left[E_{\text {cut }}, E_{\max } / 2[\right.$. Similarly, the restricted differential cross section for primary electron is obtained from the equation (2.19), in which now $E^{\prime}-E>E_{\text {cut }}$. The restricted total cross section $\sigma^{\text {r,Ie }}$ is achieved by integrating the differential cross section (defined by equation (2.16)) differential in
secondary particle energy $E_{\mathrm{s}}$ over $E_{\mathrm{s}}$ from $E_{\text {cut }}$ to $E_{\max } / 2$. This results in

$$
\sigma^{\mathrm{r}, \mathrm{Ie}}\left(\boldsymbol{x}, E^{\prime}\right)=\frac{C}{\beta^{2}}\left(C_{1}+C_{2} \frac{\epsilon^{2}}{(\epsilon+1)^{2}}+C_{3} \frac{2 \epsilon+1}{(\epsilon+1)^{2}}\right)
$$

where $C_{1}=\frac{1}{E_{\mathrm{cut}}}-\frac{1}{E_{\max }-E_{\mathrm{cut}}}, C_{2}=\frac{E_{\max }-2 E_{\mathrm{cut}}}{2 E_{\max }^{2}}$ and $C_{3}=\frac{1}{E_{\max }} \ln \left|\frac{E_{\mathrm{cut}}}{E_{\max }-E_{\mathrm{cut}}}\right|$. The restricted stopping power for inelastic collisions $\tau^{\mathrm{r}, \mathrm{Ie}}$ describes the energy loss of primary particle in inelastic soft collision. One can compute the stopping power related to the inelastic catastrophic collisions $\tau^{\mathrm{c}, \mathrm{Ie}}\left(\boldsymbol{x}, E^{\prime}\right)$ from the equation

$$
\begin{align*}
\tau^{\mathrm{c}, \mathrm{Ie}}\left(\boldsymbol{x}, E^{\prime}\right) & =\int_{E_{\mathrm{cut}}}^{E_{\max } / 2} E_{\mathrm{s}} \frac{\mathrm{~d} \sigma^{\mathrm{Ie}}}{\mathrm{~d} E_{\mathrm{s}}}\left(\boldsymbol{x}, E^{\prime}, E_{\mathrm{s}}\right) \mathrm{d} E_{\mathrm{s}} \\
& =\frac{C}{\beta^{2}}\left(C_{4}+C_{5} \frac{\tau^{2}}{(\tau+1)^{2}}+C_{6} \frac{2 \tau+1}{(\tau+1)^{2}}\right) \tag{2.22}
\end{align*}
$$

where $\quad \frac{\mathrm{d} \sigma^{\mathrm{Ie}}}{\mathrm{d} E_{\mathrm{s}}}\left(\boldsymbol{x}, E^{\prime}, E_{\mathrm{s}}\right) \quad$ is obtained $\quad$ from equation (2.16) and where $C_{4}=2-\frac{E_{\max }}{E_{\max }-E_{\mathrm{cut}}}+\ln \left|\frac{E_{\max }^{2}}{4 E_{\mathrm{cut}}\left(E_{\max }-E_{\mathrm{cut}}\right)}\right|, C_{5}=\frac{1}{8}-\frac{E_{\mathrm{cut}}^{2}}{2 E_{\max }^{2}}$ and $C_{6}=\ln \left|\frac{E_{\max }}{2 E_{\mathrm{cut}}}\right|$. Then the restricted stopping power $\tau^{\mathrm{r}, \text { Ie }}$ is obtained from

$$
\tau^{\mathrm{r}, \mathrm{Ie}}\left(\boldsymbol{x}, E^{\prime}\right)=\tau^{\mathrm{Ie}}\left(\boldsymbol{x}, E^{\prime}\right)-\tau^{\mathrm{s}, \mathrm{Ie}}\left(\boldsymbol{x}, E^{\prime}\right)
$$

where $\tau^{\mathrm{Ie}}\left(\boldsymbol{x}, E^{\prime}\right)$ is the tabulated electron collision stopping power.
Similarly for the bremsstrahlung progress, the restricted differential cross sections are those, in which the energy loss of the primary electron is more than $E_{\text {cut }}$. This means that the produced photon has an energy $E_{\mathrm{p}}>E_{\text {cut }}$ and that scattered electron has an energy $E_{\mathrm{e}}<E^{\prime}-E_{\text {cut }}$ in bremsstrahlung process. The restricted total cross section $\sigma^{\mathrm{r}, \mathrm{Br}}$ is achieved by integrating the differential cross section differential in $E_{\mathrm{p}}$ over $E_{\mathrm{p}}$ from $E_{\text {cut }}$ to $E_{\text {max }}$. The restricted radiative stopping power $\tau^{\mathrm{r}, \mathrm{Br}}\left(\boldsymbol{x}, E^{\prime}\right)$ is obtained from

$$
\tau^{\mathrm{r}, \mathrm{Br}}\left(\boldsymbol{x}, E^{\prime}\right)=\tau^{\mathrm{Br}}\left(\boldsymbol{x}, E^{\prime}\right)-\tau^{\mathrm{c}, \mathrm{Br}}\left(\boldsymbol{x}, E^{\prime}\right)
$$

where $\tau^{\mathrm{Br}}\left(\boldsymbol{x}, E^{\prime}\right)$ is the tabulated electron radiative stopping power and $\tau^{\mathrm{c}, \mathrm{Br}}\left(\boldsymbol{x}, E^{\prime}\right)$ is the stopping power related to catastrophic collisions in bremsstrahlung event. $\tau^{\mathrm{c}, \mathrm{Br}}\left(\boldsymbol{x}, E^{\prime}\right)$ is obtained from equation

$$
\tau^{\mathrm{c}, \mathrm{Br}}\left(\boldsymbol{x}, E^{\prime}\right)=\int_{E_{\text {cut }}}^{E_{\max }} E_{\mathrm{p}} \frac{\mathrm{~d} \sigma^{\mathrm{Br}}}{\mathrm{~d} E_{\mathrm{s}}}\left(\boldsymbol{x}, E^{\prime}, E_{\mathrm{p}}\right) \mathrm{d} E_{\mathrm{p}}
$$

## Particle transport

As described in the previous chapter, the high energy particles travel in a medium and interact with medium atoms via different interactions. This particle transport in a medium can be described by the coupled time independent linear BTE, which is an integro-partial differential equation and coupled due to the fact that particles change into other types of particles in different interactions. This chapter first makes the definitions needed to present the BTE by particle fluxes. In Section 3.2, the BTE is derived from the particle conservation. After that the dose computation from the charged particle flux is presented in Section 3.3. Section 3.4 outlines the needed boundary conditions for the external radiation therapy. In Sections 3.5 and 3.6, the integral form and the most often used approximations of the BTE are presented.

### 3.1 Definitions

The high energy particles, photons, electrons and positrons, are assumed to travel in a seven dimensional phase space $(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \in V \times I \times S \times\left[0, t_{0}\right]$, in which $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$ is the spatial coordinate, $E$ is the energy variable, $\boldsymbol{\Omega}$ is the particle direction and $t$ is the time. The domain $V \subset \mathbb{R}^{3}$ is assumed to be open and bounded and the boundary $\partial V$ is assumed to be piecewise smooth. The energy interval can be for example $I=\left[E_{\min }, E_{\max }\right]$. The particle direction $\boldsymbol{\Omega}$ is a point on a unit sphere $S \subset \mathbb{R}^{3}$ and can be defined in terms of particle velocity $\boldsymbol{v}$ and speed $v=\|\boldsymbol{v}\|$ i.e.

$$
\begin{equation*}
\boldsymbol{\Omega}=\frac{\boldsymbol{v}}{v}=(\cos \varphi \sin \theta, \sin \varphi \sin \theta, \cos \theta), \tag{3.1}
\end{equation*}
$$

where $(\varphi, \theta)$ are standard spherical coordinates on $S, \varphi \in[0,2 \pi[$ and $\theta \in[0, \pi[$ (see Figure 3.1).

Particle traveling in a medium can be described by particle distribution $f(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)$, which is sometimes referred to particle angular density [47] or particle phase space density [67]. It is defined that $f(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \mathrm{d} \boldsymbol{x} \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega}$ is the expected number of particles in the volume element $\mathrm{d} \boldsymbol{x}$ about the point $\boldsymbol{x}$ with energies in $\mathrm{d} E$ about $E$ and with directions in $\mathrm{d} \boldsymbol{\Omega}$ about $\boldsymbol{\Omega}$ at time $t$. The unit of $f$ is typically $\mathrm{cm}^{-3} \mathrm{MeV}^{-1} \mathrm{Sr}^{-1}$.


Figure 3.1: Polar coordinates $(r, \varphi, \theta)$ indicating the direction of the particle in a standard coordinate system for $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$ with $r=1$.

Closely related to angular density $f(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)$ is the angular current or phase space current density $\boldsymbol{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)=\boldsymbol{v} f(x, E, \Omega, t)$, in which $\boldsymbol{v}$ is a particle velocity vector. The angular current is defined such that

$$
\boldsymbol{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \cdot \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t=\boldsymbol{v} f(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \cdot \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t
$$

is the number of particles with energies in $\mathrm{d} E$ about $E$ and with directions in $\mathrm{d} \boldsymbol{\Omega}$ about $\boldsymbol{\Omega}$ which cross a small area $\mathrm{d} \boldsymbol{s}$ with unit normal $\boldsymbol{n}$ in a time $\mathrm{d} t$.

The transport of particles is often described in terms of angular flux or phase space flux $\psi(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)=v f(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)$ in units of $\mathrm{cm}^{-2} \mathrm{MeV}^{-1} \mathrm{sr}^{-1} \mathrm{~s}^{-1}$. Close to that is the integrated flux $\psi^{\mathrm{I}}(\boldsymbol{x}, t)\left(\mathrm{cm}^{-2} \mathrm{~s}^{-1}\right)$, which is obtained by integrating the angular flux over all angles and energies, thus

$$
\begin{equation*}
\psi^{\mathrm{I}}(\boldsymbol{x}, t)=\int_{I} \int_{S} \psi(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \tag{3.2}
\end{equation*}
$$

In the field of radiotherapy physics, the particle flux term is quite uncommon. However, it is a general term in the particle physics community [196, 67]. The International Commission on Radiation Units and Measurements (ICRU) recommends to use term particle fluence or fluence rates [88], which are in fact the integrated particle fluxes in stationary and time-dependent cases, respectively. An alternative for the particle flux according to ICRU would be a particle fluence differential in energy and angle, which is quite a long term and quite uncommon also in the field of radiotherapy physics. For these reasons it is chosen to use the particle flux term in this thesis.

### 3.2 Boltzmann transport equation

BTE is a partial-differential-integral equation. It was first derived by Ludvig Boltzmann for dilute gases in a year 1872 from the Liouville equation with appropriate approximations [50]. Although it was generated for ideal gases, it is still used as a basis in nowadays gas theory and adopted from there to the other fields of particle physics. In radiation therapy, the interactions of particles with each other are negligible and the linear BTE can be used to describe the evolution of particles in a medium [147, 30].

### 3.2.1 Deriving a coupled BTE

BTE is basically a balance equation. In addition to gas theory and Liouville equation, from which the Boltzmann equation was originally derived, the linear BTE can be derived from the particle conservation within a small volume element of a phase space [47]. Here the BTE is derived for the coupled system, including photons, electrons and positrons, assuming particle conservation. The particles are assumed to interact only with medium atoms, not with each other. The particles are also assumed to travel with straight lines between the interactions.

Consider a small volume $\Delta V$ with surface $\Delta S$ about the point $\boldsymbol{x}$. The number of particles $\mathrm{d} N_{j}$ of type $j$ in this volume with energies in $\mathrm{d} E$ about $E$ and with directions in $\mathrm{d} \boldsymbol{\Omega}$ about $\boldsymbol{\Omega}$ in time $\mathrm{d} t$ is achieved by integrating the time derivate of the angular density over the volume element i.e.

$$
\begin{equation*}
\mathrm{d} N_{j}=\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V} \frac{\partial f_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)}{\partial t} \mathrm{~d} \boldsymbol{x} \tag{3.3}
\end{equation*}
$$

where now the lower index $j$ specifies the particles, $j=1,2,3$ referring to photons, electrons and positrons, respectively. In terms of angular flux $\psi_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)$, equation (3.3) can be written in the form

$$
\begin{equation*}
\mathrm{d} N_{j}=\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V} \frac{1}{v_{j}} \frac{\partial \psi_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)}{\partial t} \mathrm{~d} \boldsymbol{x} \tag{3.4}
\end{equation*}
$$

Equation (3.4) should be in balance with the particles with energies in $\mathrm{d} E$ about $E$ and with directions in $\mathrm{d} \boldsymbol{\Omega}$ about $\boldsymbol{\Omega}$ in time $\mathrm{d} t$ that enter and leave the volume $\Delta V$, suffer collisions i.e are attenuated, are born in the different scattering interactions and are produced by sources in $\Delta V$. Thus, one has a balance relation

$$
\begin{equation*}
\mathrm{d} N_{j}=-N_{j, \text { out }}-N_{j, \mathrm{att}}+N_{j, \mathrm{sec}}+N_{j, \mathrm{so}} \tag{3.5}
\end{equation*}
$$

where $N_{j, \text { out }}$ is the net number of particles $j$ flowing out of the volume $\Delta V$ through the surface $\Delta S$ in time $\mathrm{d} t, N_{j, \text { att }}$ is the number of particles $j$ that are attenuated in $\Delta V$ in time $\mathrm{d} t, N_{j, \text { sec }}$ is the number of particles $j$ that are born in the scattering interactions with medium atoms in $\Delta V$ in time $\mathrm{d} t$ and $N_{j, \text { so }}$ is the number of particles $j$ produced by the sources inside the volume $\Delta V$ in time $\mathrm{d} t$.
$N_{j, \text { out }}$ is achieved by integrating the angular current $\boldsymbol{j}_{j}$ over the surface $\Delta S$. The surface integral can be changed to volume integral using Gauss's theorem [9].

Thus,

$$
\begin{align*}
N_{j, \text { out }} & =\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta S}\left(\boldsymbol{j}_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \cdot \boldsymbol{n}\right) \mathrm{d} \boldsymbol{s} \\
& =\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V} \nabla \cdot \boldsymbol{j}_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \mathrm{d} \boldsymbol{x} \tag{3.6}
\end{align*}
$$

where $\boldsymbol{n}$ is the unit outward normal to ds. By the definition $\boldsymbol{j}_{j}=\boldsymbol{\Omega} \psi_{j}$ and equation (3.6) is of the form

$$
\begin{equation*}
N_{j, \text { out }}=\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V}\left(\boldsymbol{\Omega} \cdot \nabla \psi_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)\right) \mathrm{d} \boldsymbol{x} \tag{3.7}
\end{equation*}
$$

$N_{j, \text { att }}$ is obtained using the total cross section $\sigma_{j}(\boldsymbol{x}, E)$, which is defined in Section 2.2 .2 to be the probability per unit path length for particle $j$ of energy $E$ to attenuate. The attenuation frequency depends on the particle speed $v_{j}[67]$. Thus,

$$
v_{j} \sigma_{j}(\boldsymbol{x}, E)
$$

is the attenuation frequency for a particle $j$ to be absorbed in unit distance that the particle travels. Moreover, the number of particles attenuated $N_{j, \text { att }}$ in a small volume element $\Delta V$ is then

$$
\begin{align*}
N_{j, \text { att }} & =\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V} v_{j} \sigma_{j}(\boldsymbol{x}, E) f_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \mathrm{d} \boldsymbol{x} \\
& =\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V} \sigma_{j}(\boldsymbol{x}, E) \psi_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \mathrm{d} \boldsymbol{x} \tag{3.8}
\end{align*}
$$

Similarly to attenuation, $N_{j, \text { sec }}$ is obtained using differential cross section $\sigma_{j^{\prime} \rightarrow j}:=\sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right)=\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}\right)$, which is defined in Section 2.2.1 to be the probability per unit path length that a particle $j^{\prime}$ with energy $E^{\prime}$ and direction $\boldsymbol{\Omega}^{\prime}$ will produce a secondary particle $j$ with energy $E$ and direction $\boldsymbol{\Omega}$. Assume particles $j^{\prime}=1,2,3$ to have initial energy $E^{\prime}$ and direction $\boldsymbol{\Omega}^{\prime}$. Then the rate at which these particles are scattered to secondary particles $j$, which are of interest now, is [67]

$$
\begin{align*}
& \left(v_{1}^{\prime} \sigma_{1 \rightarrow j} f_{1}+v_{2}^{\prime} \sigma_{2 \rightarrow j} f_{2}+v_{3}^{\prime} \sigma_{3 \rightarrow j} f_{3}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \\
& \quad=\sum_{j^{\prime}=1}^{3} v_{j^{\prime}}^{\prime} \sigma_{j^{\prime} \rightarrow j} f_{j^{\prime}}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}, t\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \tag{3.9}
\end{align*}
$$

where an abbreviation $f_{j^{\prime}}:=f_{j^{\prime}}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}, t\right)$ is used. Using the previous equation (3.9) $N_{j \text {,sec }}$ can be obtained from equation

$$
\begin{align*}
N_{j, \text { sec }} & =\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V} \int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} v_{j^{\prime}}^{\prime} \sigma_{j^{\prime} \rightarrow j} f_{j^{\prime}}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}, t\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \mathrm{d} \boldsymbol{x} \\
& =\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V} \int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow j} \psi_{j^{\prime}}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}, t\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \mathrm{d} \boldsymbol{x} \tag{3.10}
\end{align*}
$$

This is formulated in the general case. In radiotherapy, there are no interactions that change electrons to positrons. Thus, the differential cross section $\sigma_{2 \rightarrow 3}$ is zero for all energies and angles.
$N_{j, \text { so }}$ is obtained from

$$
\begin{equation*}
N_{j, \text { so }}=\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V} Q_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \mathrm{d} \boldsymbol{x} \tag{3.11}
\end{equation*}
$$

where $Q_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t)$ is the source term for particle $j$ inside the volume $\Delta V$. $Q_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}, t) \mathrm{d} \boldsymbol{x} \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega}$ is the number of particles $j$, which appear per unit time at t in $\mathrm{d} \boldsymbol{x} \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega}$ [196].

Finally, using equations (3.7), (3.8), (3.10) and (3.11) the balance equation (3.5) can be written in the form
$\mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} t \int_{\Delta V}\left(\frac{1}{v_{j}} \frac{\partial \psi_{j}}{\partial t}+\boldsymbol{\Omega} \cdot \nabla \psi_{j}+\sigma_{j} \psi_{j}-\int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow j} \psi_{j^{\prime}} \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}-Q_{j}\right) \mathrm{d} \boldsymbol{x}=0$,
in which the shortenings $\sigma_{j}$ and $\sigma_{j^{\prime} \rightarrow j}$ are used for the total and differential cross sections, respectively. The previous balance equation equals zero if and only if the function inside the parenthesis equals zero. Hence,

$$
\begin{equation*}
\frac{1}{v_{j}} \frac{\partial \psi_{j}}{\partial t}+\boldsymbol{\Omega} \cdot \nabla \psi_{j}+\sigma_{j} \psi_{j}-\int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow j} \psi_{j^{\prime}} \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}-Q_{j}=0 \tag{3.12}
\end{equation*}
$$

which is the linear time dependent BTE for particle $j$. When written to all types of particles $(j=1,2,3)$, the coupled system of the BTEs is of the form

$$
\begin{align*}
& \frac{1}{v_{1}} \frac{\partial \psi_{1}}{\partial t}+\boldsymbol{\Omega} \cdot \nabla \psi_{1}+\sigma_{1} \psi_{1}-\int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow 1} \psi_{j^{\prime}} \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}=Q_{1} \\
& \frac{1}{v_{2}} \frac{\partial \psi_{2}}{\partial t}+\boldsymbol{\Omega} \cdot \nabla \psi_{2}+\sigma_{2} \psi_{2}-\int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow 2} \psi_{j^{\prime}} \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}=Q_{2}  \tag{3.13}\\
& \frac{1}{v_{3}} \frac{\partial \psi_{3}}{\partial t}+\boldsymbol{\Omega} \cdot \nabla \psi_{3}+\sigma_{3} \psi_{3}-\int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow 3} \psi_{j^{\prime}} \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}=Q_{3} .
\end{align*}
$$

### 3.2.2 Time independent BTE in external radiotherapy

The transport of high energy particles can be described by the stationary BTE, because the high energy particles move at a speed relative to the speed of light and the steady state is achieved in a time which is much smaller than the time the beam is usually on [30]. Thus, the time dependency can be neglected and the time derivative vanishes in equation (3.13). For simplicity the same notations $\psi:=\psi(\boldsymbol{x}, E, \boldsymbol{\Omega})$ for particle flux and $Q_{j}:=Q_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})$ for the source terms are used in the stationary case as in the time-dependent case. The unit of the stationary particle flux is $\mathrm{cm}^{-2} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}$. The coupled system of the stationary linear BTEs for external radiation therapy is then of the form

$$
\begin{align*}
& \boldsymbol{\Omega} \cdot \nabla \psi_{1}+K_{1} \psi=Q_{1} \\
& \boldsymbol{\Omega} \cdot \nabla \psi_{2}+K_{2} \psi=Q_{2}  \tag{3.14}\\
& \boldsymbol{\Omega} \cdot \nabla \psi_{3}+K_{3} \psi=Q_{3}
\end{align*}
$$

where the notations $\psi:=\left(\psi_{1}, \psi_{2}, \psi_{3}\right)$ and

$$
\begin{align*}
K_{j} \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})= & \sigma_{j}(\boldsymbol{x}, E) \psi_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})  \tag{3.15}\\
& -\int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi_{j^{\prime}}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}
\end{align*}
$$

have been made. In the coupled system (3.14), the first term $\boldsymbol{\Omega} \cdot \nabla \psi_{j}$ describes the transfer of the particles $j$. The collision term $K_{j} \psi$ combines attenuation and secondary production. In the equation (3.15), $\sigma_{j}(\boldsymbol{x}, E)$ is the total cross section for particle $j(j=1,2,3$, referring to photons, electrons and positrons, respectively). $\sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right)$ is the differential cross section that changes particle $j^{\prime}\left(j^{\prime}=1,2,3\right)$ to particle $j$. If the interaction is not possible, zero differential cross section is used.

In external radiation therapy, the incoming beams are usually photon or electron beams, which are controlled by boundary conditions. The source term $Q_{j}(\boldsymbol{x}, E, t)$ is then usually zero. However, it is still included in the coupled system of BTEs for the sake of generality.

Traditionally the BTE is derived for one species of particles such as neutrons or electrons (neglecting the secondary photon production). Then the BTE is of the form

$$
\begin{equation*}
\boldsymbol{\Omega} \cdot \nabla \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})+K \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})=Q \tag{3.16}
\end{equation*}
$$

where $\psi$ is the flux of one type of particles and

$$
K \psi=\sigma_{\mathrm{t}}(\boldsymbol{x}, E) \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})-\int_{I} \int_{S} \sigma_{\mathrm{d}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}
$$

where $\sigma_{\mathrm{t}}(\boldsymbol{x}, E)$ and $\sigma_{\mathrm{d}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right)$ are the total and differential cross sections, respectively.

### 3.3 Dose calculation

As it was mentioned in Section 2.1, the absorbed dose describes the energy absorption in the matter. Photons, by themselves, do not deposit dose, but photons create high energy charged particles by secondary particle production, which deposit the dose. If the solution of the coupled system (3.2) is known, i.e the angular fluxes $\psi_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})$ for all particles are known, then the absorbed dose $D(\boldsymbol{x})$ can be calculated from the formula $[123,153]$

$$
\begin{equation*}
D(\boldsymbol{x})=\sum_{j=2}^{3} \int_{I} \tau_{j}^{\mathrm{Ie}}(\boldsymbol{x}, E) \int_{S} \psi_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}) \mathrm{d} \boldsymbol{\Omega} \mathrm{~d} E \tag{3.17}
\end{equation*}
$$

where $\tau_{j}^{\mathrm{Ie}}(\boldsymbol{x}, E), \quad(j=2,3)$ are the collision stopping power parameters for electrons and positrons to represent the effects of inelastic collisions.

### 3.4 Boundary conditions for external radiotherapy

In external-beam radiotherapy, the high energy particles are directed to the PTV from outside of the domain $V$, which is for example a human body or a water tank [188]. The boundary of the $V$ is typically assumed to be a free surface, in which the particles can only escape from the $V$ through the surface $\partial V$, but they can not reenter it $[18,67]$. This assumption is approximatively valid for convex domains, in which a straight line segment connecting any two points in the region lies entirely within the region. In the convex boundary, a particle can not intersect with the surface again once it has left the domain, if the direction of the particle does not change. In practice, the free surface assumption is an idealization, because particles have always some probability to return to the $V$ once they have left it, because of the scattering processes [18]. However, this probability is negligible and it is always possible to choose the boundary to be far enough from the volume of interest so that the free surface assumption is valid.

In the following, the boundary conditions are defined for photon and electron incoming fluxes. Besides of these boundary conditions, one could define a boundary condition for mixed photon and electron incoming fluxes in the situation, in which both photon and electron fluxes are directed to the target.

### 3.4.1 Photon inflow

In the exterior photon therapy, photon flux enters outside to the domain. This exterior photon flux can be added to the transport problem by setting a boundary condition, which states the photon inflow at the free surface [18, 170]. Let $\boldsymbol{n}(\boldsymbol{x})=\left(n_{1}(\boldsymbol{x}), n_{2}(\boldsymbol{x}), n_{3}(\boldsymbol{x})\right)$ be an outward unit normal vector at a point $\boldsymbol{x}$ on the boundary. The particles, which fulfill the condition $\boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}>0$ at the point $\boldsymbol{x}$ on the boundary, will be crossing the surface in an outward direction, whereas the particles for which $\boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}<0$ will be crossing the surface in an inward direction. The condition $\boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}<0$ for the inward flux means the relation

$$
\begin{equation*}
n_{1}(\boldsymbol{x}) \cos \varphi \sin \theta+n_{2}(\boldsymbol{x}) \sin \varphi \sin \theta+n_{3}(\boldsymbol{x}) \cos \theta<0, \tag{3.18}
\end{equation*}
$$

which is obtained by using equation (3.1).
Once the inward flux is specified, it is possible to set a boundary condition for the inward flux on the boundary. Typical boundary condition for the inward photon angular flux is of the form [170]

$$
\begin{align*}
& \psi_{1}= \begin{cases}0, & \text { for }(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in \partial V \backslash \Gamma \times I \times S \text { such that } \boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}<0 \\
\psi_{0}, & \text { for }(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in \Gamma \times I \times S \text { such that } \boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}<0\end{cases}  \tag{3.19}\\
& \psi_{2}=\psi_{3}=0, \text { for }(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in \partial V \times I \times S \text { such that } \boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}<0
\end{align*}
$$

where $\Gamma$ is a patch on the surface $\partial V$ of the domain $V$ and $\psi_{0}$ is the photon angular flux per unit area incident on $\Gamma$. Thus, only the inward photon angular flux on $\Gamma$ obtain nonzero values. Elsewhere on $\partial V$ the photon inward flux is zero. Also electron and positron fluxes are zero on $\partial V$. The outward flux of the particles is not constrained.

### 3.4.2 Electron inflow

Similarly to photon inflow, electron incident boundary condition can be stated for inward electron angular fluxes on a patch $\Gamma$ on the surface $\partial V$. The boundary condition is typically of the form

$$
\begin{align*}
& \psi_{2}= \begin{cases}0, & \text { for }(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in \partial V \backslash \Gamma \times I \times S \text { such that } \boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}<0 \\
\psi_{0}, & \text { for }(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in \Gamma \times I \times S \text { such that } \boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}<0\end{cases}  \tag{3.20}\\
& \psi_{1}=\psi_{3}=0, \text { for }(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in \partial V \times I \times S \text { such that } \boldsymbol{n}(\boldsymbol{x}) \cdot \boldsymbol{\Omega}<0
\end{align*}
$$

where now $\psi_{0}$ is the electron angular flux per unit area incident on $\Gamma$.

### 3.5 The integral form of the BTE

The integral form of the BTE can be derived from the time dependent form of the BTE defined by equation (3.12) using the Laplace transform in time [196]. Besides of the Laplace transform, in time independent case the integral form of the BTE can be achieved directly by solving a resulted system of first order differential equations with boundary conditions. This procedure is detailed in the following. Assume $V$ to be convex. Define $t(\boldsymbol{x}, \boldsymbol{\Omega})>0$ to be the number for which $\boldsymbol{x}-$ $t(\boldsymbol{x}, E) \boldsymbol{\Omega} \in \partial V$. Thus, $\boldsymbol{x}-\tau \boldsymbol{\Omega}(\tau \in[0, t(\boldsymbol{x}, \boldsymbol{\Omega})])$ is the particle trajectory from point $\boldsymbol{x}$ to the boundary in direction $-\boldsymbol{\Omega}$ as shown in Figure 3.2. $t(\boldsymbol{x}, \boldsymbol{\Omega})$ is the length of the trajectory. With these definitions $\boldsymbol{\Omega} \cdot \nabla \psi_{j}=-\frac{\partial \psi_{j}}{\partial \tau}$ (when $\psi_{j}=$ $\psi_{j}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})$ with fixed $E$ and $\left.\boldsymbol{\Omega}\right)$ and from the coupled system of BTEs (defined by equation (3.14)) one obtains

$$
\begin{align*}
& -\frac{\partial \psi_{1}}{\partial \tau}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})+\sigma_{1}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E) \psi_{1}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})=q_{1}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega}) \\
& -\frac{\partial \psi_{2}}{\partial \tau}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})+\sigma_{2}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E) \psi_{2}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})=q_{2}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})  \tag{3.21}\\
& -\frac{\partial \psi_{3}}{\partial \tau}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})+\sigma_{3}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E) \psi_{3}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})=q_{3}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega})
\end{align*}
$$

where $q_{j},(j=1,2,3)$ includes the source and scattering terms i.e. $q_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})=$ $Q_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})+\sum_{j^{\prime}=1}^{3} \int_{I} \int_{S} \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}$.

One finds that $\boldsymbol{n}(\boldsymbol{x}-t(\boldsymbol{x}, \boldsymbol{\Omega}) \boldsymbol{\Omega}) \cdot \boldsymbol{\Omega}<0$, when $V$ is convex. The photon incident boundary condition (3.19) is then

$$
\begin{align*}
& \psi_{1}= \begin{cases}0, & \text { for }(\boldsymbol{x}-t(\boldsymbol{x}, \boldsymbol{\Omega}) \boldsymbol{\Omega}, E, \boldsymbol{\Omega}) \in \partial V \backslash \Gamma \times I \times S \\
\psi_{0}, & \text { for }(\boldsymbol{x}-t(\boldsymbol{x}, \boldsymbol{\Omega}) \boldsymbol{\Omega}, E, \boldsymbol{\Omega}) \in \Gamma \times I \times S\end{cases}  \tag{3.22}\\
& \psi_{2}=\psi_{3}=0, \text { for }(\boldsymbol{x}-t(\boldsymbol{x}, \boldsymbol{\Omega}) \boldsymbol{\Omega}, E, \boldsymbol{\Omega}) \in \partial V \times I \times S .
\end{align*}
$$

If it is assumed that the right hand side of the equation (3.21) is known, then these first order differential equations with boundary conditions defined by equation (3.22) can be solved and the obtained system of integral equations are


Figure 3.2: The particle traveling trajectory from the point $\boldsymbol{x}$ to the boundary $\partial V$ along a straight line in the direction of $\boldsymbol{\Omega} . t(\boldsymbol{x}, \boldsymbol{\Omega})$ is the length of the trajectory.
resulted

$$
\begin{aligned}
\psi_{1}= & \psi_{0}(\boldsymbol{x}-t(\boldsymbol{x}, \boldsymbol{\Omega}) \boldsymbol{\Omega}, E, \boldsymbol{\Omega}) \mathrm{e}^{-\int_{0}^{t(\boldsymbol{x}, \boldsymbol{\Omega})} \sigma_{1}(\boldsymbol{x}-s \boldsymbol{\Omega}, E) \mathrm{d} s} \\
& +\int_{0}^{t(\boldsymbol{x}, \boldsymbol{\Omega})} \mathrm{e}^{-\int_{0}^{\tau} \sigma_{1}(\boldsymbol{x}-\mathrm{s} \boldsymbol{\Omega}, E) \mathrm{d} s} q_{1}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega}) \mathrm{d} \tau \\
\psi_{2}= & \int_{0}^{t(\boldsymbol{x}, \boldsymbol{\Omega})} \mathrm{e}^{-\int_{0}^{\tau} \sigma_{2}(\boldsymbol{x}-s \boldsymbol{\Omega}, E) \mathrm{d} s} q_{2}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega}) \mathrm{d} \tau \\
\psi_{3}= & \int_{0}^{t(\boldsymbol{x}, \boldsymbol{\Omega})} \mathrm{e}^{-\int_{0}^{\tau} \sigma_{3}(\boldsymbol{x}-\boldsymbol{\Omega} \boldsymbol{\Omega}, E) \mathrm{d} s} q_{3}(\boldsymbol{x}-\tau \boldsymbol{\Omega}, E, \boldsymbol{\Omega}) \mathrm{d} \tau .
\end{aligned}
$$

The integral form of the BTE can be simplified in some geometries such as plane or spherical geometries. It has been used in many applications and can be used also with numerical methods for solving the BTE [67, 119, 196, 47, 50].

### 3.6 Different approximations of the BTE

Several different approximative forms of the BTE can be derived from the original BTE equation (3.16), which may ease the numerical solvability of the BTE. FokkerPlank equation, CSDA equation and restricted CSDA equation are approximative forms of the BTE [121]. Even-parity equation [65] and self-adjoint angular flux (SAAF) equation [140] can be derived from the energy and angle independent forms of the BTE, respectively. These approximative forms are typically used in the radiotherapy applications. The diffusion approximation of the BTE [67] is typically used in the applications of optical tomography and is not presented here.

### 3.6.1 Boltzmann Fokker-Plank equation

If the particle scattering is assumed to be highly forward peaked, the scattering term $-K_{j} \psi$ of the linear stationary BTE can be approximated with a partial differential operator using Taylor expansion techniques [138, 121, 133, 155, 46]. This differential operator is often referred to the Fokker-Planck operator $L_{\mathrm{FP}}$. It
is typically used to approximate electron scattering. The Fokker-Plank operator is defined by the spherical coordinates $(\varphi, \theta)$ with $\mu=\cos \theta$ and the particle angular flux is defined as $\widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)$. The Fokker-Planck operator $L_{\mathrm{FP}}$ is then of the form

$$
\begin{array}{r}
L_{\mathrm{FP}} \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)=\frac{\partial(\tau(\boldsymbol{x}, E) \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi))}{\partial E}+\frac{\partial^{2}\left(\tau^{*}(\boldsymbol{x}, E) \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)\right)}{\partial E^{2}}+ \\
\frac{\chi(\boldsymbol{x}, E)}{2}\left(\frac{\partial}{\partial \mu}\left(1-\mu^{2}\right) \frac{\partial \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)}{\partial \mu}+\frac{1}{1-\mu^{2}} \frac{\partial^{2} \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)}{\partial \varphi^{2}}\right) \tag{3.23}
\end{array}
$$

where the first term describes continuous energy loss with the stopping power $\tau$ defined by equation (2.2). $\tau^{*}$ is a mean-square stopping power defined as

$$
\begin{equation*}
\tau^{*}\left(\boldsymbol{x}, E^{\prime}\right)=\int_{0}^{\infty}\left(E^{\prime}-E\right)^{2} \frac{\mathrm{~d} \sigma}{\mathrm{~d} E}\left(E^{\prime}, E\right) \mathrm{d} E \tag{3.24}
\end{equation*}
$$

where $\frac{\mathrm{d} \sigma}{\mathrm{d} E}$ is particle differential cross section differential in energy. The final term includes a momentum transfer

$$
\begin{equation*}
\chi(\boldsymbol{x}, E)=2 \pi \int_{-1}^{1} \frac{\mathrm{~d} \sigma}{\mathrm{~d} \mu}(\boldsymbol{x}, E, \mu)(1-\mu) \mathrm{d} \mu \tag{3.25}
\end{equation*}
$$

where $\frac{\mathrm{d} \sigma}{\mathrm{d} \mu}$ is the particle differential cross section differential in direction cosine $\mu$.
The Fokker-Planck approximation of the linear stationary BTE is then

$$
\begin{equation*}
\boldsymbol{\Omega} \cdot \nabla \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)=L_{\mathrm{FP}} \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)+\widetilde{Q}(\boldsymbol{x}, E, \mu, \varphi) \tag{3.26}
\end{equation*}
$$

This equation is known as the Fokker-Planck equation. It is used to approximate electron traveling. Further assuming monoenergetic case with $\mu=1$ results in the Fermi equation, which has an analytical form in homogeneous domain [31, 32]. The Fermi-Eyges theory uses Fermi equation and assumes the momentum transfer $\chi(\boldsymbol{x}, E)$ to be a function of approximate electron energy at each depth [85, 114]. Typically empirical correction factors are used to make the results to match the dosimetric data. Different electron dose calculation methods and pencil beam methods have roots on Fermi-Eyges theory [93, 33].

The Fokker-Planck approximation neglects the backward scattering and is thus a quite coarse approximation of the BTE. The backward scattering is taken into account in Boltzmann Fokker-Planck (BFP) equation, in which the scattering is divided into backward scattering, which is described by the integral term, and highly forward peaked scattering, which is approximated by the Fokker-Planck operator. The BFP equation is then

$$
\begin{align*}
& \boldsymbol{\Omega} \cdot \nabla \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)+\sigma_{\mathrm{b}}(\boldsymbol{x}, E) \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)=\widetilde{Q}(\boldsymbol{x}, E, \mu, \varphi)  \tag{3.27}\\
& +\int_{0}^{2 \pi} \int_{-1}^{1} \int_{I} \widetilde{\sigma}_{\mathrm{b}}\left(\boldsymbol{x}, E^{\prime}, E, \mu\right) \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi) \mathrm{d} E^{\prime} \mathrm{d} \mu \mathrm{~d} \varphi+L_{\mathrm{FP}} \widetilde{\psi}(\boldsymbol{x}, E, \mu, \varphi)
\end{align*}
$$

where $\sigma_{\mathrm{b}}(\boldsymbol{x}, E)$ and $\widetilde{\sigma}_{\mathrm{b}}\left(\boldsymbol{x}, E^{\prime}, E, \mu\right)$ are the total and differential cross sections describing the backward scattering.

### 3.6.2 CSDA for BTE

In Section 2.6, the electron inelastic and bremsstrahlung processes were divided into soft and catastrophic collisions to describe small and large energy losses, respectively. The soft collisions can be treated with CSDA, which approximates the soft collisions as a continuous energy loss without angular deflection [121]. In the CSDA, the energy-loss straggling is ignored and thus $\tau^{*}=0$ in $L_{\mathrm{FP}}$ term in equation (3.27). Also the stopping powers are now restricted stopping powers, which are defined only for soft collision. This means that some small threshold energy is assigned to separate soft and hard collisions. Furthermore, the total and differential cross sections are defined for the catastrophic collisions, neglecting the small energy transfers which are taken into account in the CSDA.

The CSDA equation can be simplified even more for typical electron transport problems, in which the momentum transfer term in the Fokker-Planck operator (3.23) is only important for heavy-charged particle transport and electron beam problems [121]. The equation obtained to describe approximatively electron or positron transport is called as a Boltzmann-CSDA equation (B-CSDAE)

$$
\begin{align*}
& \boldsymbol{\Omega} \cdot \nabla \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})+\sigma_{\mathrm{t}}^{\mathrm{r}}(\boldsymbol{x}, E) \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})=Q(\boldsymbol{x}, E, \boldsymbol{\Omega})+  \tag{3.28}\\
& \int_{S} \int_{I} \sigma_{\mathrm{d}}^{\mathrm{r}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}+\frac{\partial\left(\tau^{\mathrm{r}}(\boldsymbol{x}, E) \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})\right)}{\partial E},
\end{align*}
$$

where $\sigma_{\mathrm{t}}^{\mathrm{r}}(\boldsymbol{x}, E)$ and $\sigma_{\mathrm{d}}^{\mathrm{r}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right)$ are the restricted total and differential cross sections, respectively, and $\tau^{\mathrm{r}}(\boldsymbol{x}, E)$ is the restricted stopping power.

Because the B-CSDAE (3.28) includes partial derivate respect to energy variable, one should set an adequate initial energy point for the charged particle fluxes. In [115], it is demanded that $\lim _{E \rightarrow \infty} \psi_{2}(\boldsymbol{x}, E, \boldsymbol{\Omega})=0$. Now if the energy interval $I=\left[E_{\min }, E_{\max }\right]$, one could demand that $\psi_{2}\left(\boldsymbol{x}, E_{\max }, \boldsymbol{\Omega}\right)=\psi_{3}\left(\boldsymbol{x}, E_{\max }, \boldsymbol{\Omega}\right)=$ $0 \forall \boldsymbol{x} \in V, \boldsymbol{\Omega} \in S$, which is physically relevant, if the maximum energy $E_{\max }$ is selected such that it is more than the maximum energy of the incoming particle fluxes and more than the energy of the internal sources.

If the B-CSDAE is used for the charged particle transport, the coupled system is of the form [123]

$$
\begin{align*}
& \boldsymbol{\Omega} \cdot \nabla \psi_{1}+K_{1} \psi=Q_{1} \\
& \boldsymbol{\Omega} \cdot \nabla \psi_{2}+K_{2}^{\mathrm{r}} \psi=Q_{2}  \tag{3.29}\\
& \boldsymbol{\Omega} \cdot \nabla \psi_{3}+K_{3}^{\mathrm{r}} \psi=Q_{3},
\end{align*}
$$

where the collision term for photons is of the form

$$
\begin{align*}
K_{1} \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})= & \sigma_{1}(\boldsymbol{x}, E) \psi_{1}(\boldsymbol{x}, E, \boldsymbol{\Omega})  \tag{3.30}\\
& -\int_{I} \int_{S} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow 1}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi_{j^{\prime}}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}
\end{align*}
$$

for electrons

$$
\begin{align*}
K_{2}^{\mathrm{r}} \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})= & \sigma_{2}^{\mathrm{r}}(\boldsymbol{x}, E) \psi_{2}(\boldsymbol{x}, E, \boldsymbol{\Omega})  \tag{3.31}\\
& -\int_{I} \int_{S} \sigma_{1 \rightarrow 2}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi_{1}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \\
& -\int_{I} \int_{S} \sigma_{2 \rightarrow 2}^{\mathrm{r}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi_{2}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \\
& -\frac{\partial\left(\tau_{2}^{\mathrm{r}}(\boldsymbol{x}, E) \psi_{2}(\boldsymbol{x}, E, \boldsymbol{\Omega})\right)}{\partial E} \\
& -\int_{I} \int_{S} \sigma_{3 \rightarrow 2}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi_{3}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}
\end{align*}
$$

and for positrons

$$
\begin{align*}
K_{3}^{\mathrm{r}} \psi(\boldsymbol{x}, E, \boldsymbol{\Omega})= & \sigma_{3}^{\mathrm{r}}(\boldsymbol{x}, E) \psi_{3}(\boldsymbol{x}, E, \boldsymbol{\Omega})  \tag{3.32}\\
& -\int_{I} \int_{S} \sigma_{1 \rightarrow 3}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi_{1}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \\
& -\int_{I} \int_{S} \sigma_{3 \rightarrow 3}^{\mathrm{r}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \psi_{3}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \\
& -\frac{\partial\left(\tau_{3}^{\mathrm{r}}(\boldsymbol{x}, E) \psi_{3}(\boldsymbol{x}, E, \boldsymbol{\Omega})\right)}{\partial E}
\end{align*}
$$

In the previous collision term equations, $\sigma_{2}^{\mathrm{r}}(\boldsymbol{x}, E)$ and $\sigma_{3}^{\mathrm{r}}(\boldsymbol{x}, E)$ are the restricted total cross sections, $\sigma_{2 \rightarrow 2}^{\mathrm{r}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right)$ and $\sigma_{3 \rightarrow 3}^{\mathrm{r}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right)$ are the restricted differential cross sections that does not include soft inelastic interactions and $\tau_{2}^{\mathrm{r}}, \tau_{3}^{\mathrm{r}}$ are the restricted stopping powers.

The boundary conditions are as those stated in Section 3.4. In addition, one demands that

$$
\begin{gather*}
\psi_{2}\left(\boldsymbol{x}, E_{\max }, \boldsymbol{\Omega}\right)=\psi_{3}\left(\boldsymbol{x}, E_{\max }, \boldsymbol{\Omega}\right)=0, \text { when } \boldsymbol{x} \in V, \boldsymbol{\Omega} \in S  \tag{3.33}\\
Q_{j}\left(\boldsymbol{x}, E_{\max }, \boldsymbol{\Omega}\right)=0, \text { when } \boldsymbol{x} \in V, \boldsymbol{\Omega} \in S \tag{3.34}
\end{gather*}
$$

where $E_{\max }$ is selected such that the conditions (3.33) and (3.34) are fulfilled being more than the maximum energy of the incoming fluxes and internal sources. The energy interval $I=\left[E_{\min }, E_{\text {max }}\right]$.

### 3.6.3 Even-parity BTE equation

The standard BTE contains a first order spatial derivate term causing that the Boltzmann transport operator is neither symmetric nor positive definite [65, 119]. In the even-parity approach, the BTE (3.16) is modified by extracting the evenand odd-parity components of the particle flux and then by solving the two components separately. The advantage of the even-parity approach is that the numerical discretization results in a symmetric positive definite linear system. The disadvantages arises for example in full angular flux determination, in reflective boundary conditions, in pure scattering regions and in vacuums [140]. The even-
and odd-parity equations are used for energy-independent situations. The energy dependence is typically handled with multi group method, which gives a group of coupled equations, which are energy independent [124, 67].

### 3.6.4 SAAF form of the BTE

To accomplish some of the even- and odd-parity equation disadvantages (those arising from splitting the angular flux into two components), the SAAF presentation of the BTE can be used [140]. It is a second order self-adjoint equation that has the whole angular flux as the unknown. It can be derived from the first order form of the BTE. The SAAF formulation is done to discrete ordinates form of the BTE, in which the angular domain is discretized into discrete directions [124, 67]. The SAAF formulation can be done also for the B-CSDAE.

## Forward problem in radiotherapy using FEM

In the forward problem of the external radiotherapy, one solves the particle flux from the coupled system of BTEs (3.14) or from the coupled system of B-CSDAEs (3.29) with the inflow boundary conditions as stated in Section 3.4. The absorbed dose distribution can be computed from the solved particle flux using equation (2.1).

The full FEM discretization of the BTE for all variables is rarely presented in the literature [173, 26, 7], maybe because of the difficulties in handling the resulted big linear system of equations. Increased computer power and parallel computing enables to use FEM discretization for all variables. In this chapter, the FEM discretization is formulated for the coupled system of BTEs and for the coupled system of B-CSDAEs to simulate the radiotherapy forward problem. In Sections 4.1 and 4.2, the FEM is explained in general and some function spaces are introduced to be used in the existence analysis. The variational forms are derived in Sections 4.3 and 4.5. The existence and uniqueness of the solutions of the coupled systems are studied in Sections 4.4 and 4.6. The FEM discretization and convergence are discussed in Section 4.7. At the end of the chapter, the FEM simulations and their discussions are presented.

### 4.1 Finite element method

In FEM, the domains of the phase space are partitioned into sub-regions which are called elements [2]. In 3D, typical elements are bricks, triangular prisms and tetrahedrons. In 2D, the elements are usually triangular or quadrilateral in shape. A one dimensional (1D) interval is divided into sub-intervals. Typically the boundaries of the spatial elements are located near the surfaces of different materials and one can assume the material properties to be the same within an element.

The FEM discretization is applied to a variational form (weak form) of the original equation [101]. The variational form is achieved by multiplying the original equation by a test function $v$ and integrating over the whole phase space domain. When applying the Green's formula (4.5), the boundary conditions can be appended in the variational form. Typically, the variational form is of the form

$$
B(u, v)=F(v)
$$

where $B(u, v)$ is a bilinear form and $u$ is an unknown function to be solved.
When using any numerical scheme in finding the solution, one has to ensure that the problem has a solution and it is unique [59]. For these the existence and uniqueness analysis of the variational form should be performed. One can prove that a variational problem has a unique weak solution, if the bilinear form is bounded and coercive in appropriate spaces, using for example generalized LaxMilgram Lemma [178]. The boundedness and coercivity conditions also result in an estimate for the error of the FEM (the Cea's estimate) [101].

Finally, the finite element approximation $u^{\mathrm{h}}$ of an unknown function $u$ is presented by a finite sum [101, 59]

$$
u^{\mathrm{h}}=\sum_{k=1}^{N} \alpha_{k} \phi_{k}
$$

where $\phi_{k}$ is a basis function associated to the node $k$ within elements, $\alpha_{k}$ is the unknown value and $N$ is the number of nodes. The basis functions are usually some piecewise smooth functions such as piecewise linear, quadratic or cubic polynomials. The nodes are typically at the corners or edges of an element. Applying $u^{\mathrm{h}}$ to the variational form $N$ linear equations with unknown vector $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right)^{\mathrm{T}}$ are obtained, which can be solved using iterative methods such as conjugate gradient [101, 82]. The superscript T denotes the transpose operation.

### 4.2 Some function spaces

Here some function spaces are presented to be used in the variational formulations and existence analysis. Let $L_{2}(G)$ be a Lebesgue space of real valued square integrable functions on $G=V \times I \times S$. The inner product in $L_{2}(G)$ is defined as

$$
\langle f, g\rangle_{L_{2}(G)}=\int_{S} \int_{I} \int_{V} f(\boldsymbol{x}, E, \boldsymbol{\Omega}) g(\boldsymbol{x}, E, \boldsymbol{\Omega}) \mathrm{d} \boldsymbol{x} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} .
$$

Denote $\bar{G}:=\bar{V} \times I \times S$, where $\bar{V}$ is the closure of the domain $V$. Let $I=$ [ $\left.E_{\min }, E_{\max }\right]$ and $\mathcal{C}(\bar{G})$ to be a function space of continuous functions on $\bar{G}$ and

$$
\begin{aligned}
\mathcal{C}_{V}^{1} & :=\left\{f \in \mathcal{C}(\bar{G}) \left\lvert\, \frac{\partial f}{\partial x_{j}} \in \mathcal{C}(\bar{G})\right.\right\} \\
\mathcal{C}_{V, E}^{1} & :=\left\{f \in \mathcal{C}(\bar{G}) \left\lvert\, \frac{\partial f}{\partial x_{j}}\right., \frac{\partial f}{\partial E} \in \mathcal{C}(\bar{G})\right\} \\
\mathcal{C}_{V, E, 0}^{1} & :=\left\{f \in \mathcal{C}_{V, E}^{1} \mid f\left(\cdot, E_{\max }, \cdot\right)=0\right\} .
\end{aligned}
$$

Furthermore, let $H_{1}$ be the completion of $\mathcal{C}_{V}^{1}$ with respect to the inner product

$$
\langle f, g\rangle_{H_{1}}=\langle f, g\rangle_{L_{2}(G)}+\int_{S} \int_{I} \int_{\partial V}|\boldsymbol{\Omega} \cdot \boldsymbol{n}| f g \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}
$$

where $\int_{\partial V}(\cdot) \mathrm{d} \boldsymbol{s}$ is a surface integral. Let $H_{2}$ be the completion of $\mathcal{C}_{V}^{1}$ with respect to the inner product

$$
\langle f, g\rangle_{H_{2}}=\langle f, g\rangle_{L_{2}(G)}+\langle\boldsymbol{\Omega} \cdot \nabla f, \boldsymbol{\Omega} \cdot \nabla g\rangle_{L_{2}(G)}
$$

Denote $H:=H_{1} \cap H_{2}$. Now $H$ is equipped with the inner product

$$
\langle f, g\rangle_{H}=\langle f, g\rangle_{H_{1}}+\langle f, g\rangle_{H_{2}}
$$

and of course $H$ is a subspace of $H_{1}$.
Moreover, let $\widetilde{H}$ be the completion of $\mathcal{C}_{V, E, 0}^{1}$ with respect to the inner product

$$
\langle f, g\rangle_{\widetilde{H}}=\langle f, g\rangle_{H}+\left\langle\frac{\partial f}{\partial E}, \frac{\partial g}{\partial E}\right\rangle_{L_{2}(G)}
$$

and let $\widetilde{H}_{1}$ be the completion of $\mathcal{C}_{V, E, 0}^{1}$ with respect to the inner product

$$
\langle f, g\rangle_{\widetilde{H}_{1}}=\langle f, g\rangle_{H_{1}}+\left\langle f\left(\cdot, E_{\min }, \cdot\right), g\left(\cdot, E_{\min }, \cdot\right)\right\rangle_{L_{2}(V \times S)} .
$$

One sees that $\widetilde{H} \subset \widetilde{H}_{1}$, since for $f \in \mathcal{C}_{V, E, 0}^{1}$ one obtains

$$
\begin{aligned}
\left|f\left(\cdot, E_{\min }, \cdot\right)\right| & =\left|f\left(\cdot, E_{\min }, \cdot\right)-f\left(\cdot, E_{\max }, \cdot\right)\right| \\
& =\left|-\int_{I} \frac{\partial f}{\partial E} \mathrm{~d} E\right| \leq \int_{I}\left|\frac{\partial f}{\partial E}\right| \mathrm{d} E \\
& \leq \sqrt{E_{\max }-E_{\min }}\left(\int_{I}\left|\frac{\partial f}{\partial E}\right|^{2} \mathrm{~d} E\right)^{1 / 2}
\end{aligned}
$$

where the Cauchy-Schwartz inequality

$$
\left|\langle f, g\rangle_{L_{2}(I)}\right| \leq\|f\|_{L_{2}(I)}\|g\|_{L_{2}(I)}
$$

is used. Then one finds that

$$
\begin{aligned}
\|f\|_{\widetilde{H}_{1}}^{2} \leq & \|f\|_{L_{2}(G)}^{2}+\int_{S} \int_{I} \int_{\partial V}|\boldsymbol{\Omega} \cdot \boldsymbol{n}| f^{2} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}+ \\
& \int_{S} \int_{V}\left|f\left(\cdot, E_{\min }, \cdot\right)\right|^{2} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
\leq & \|f\|_{\widetilde{H}}^{2}
\end{aligned}
$$

which is an adequate condition for $\widetilde{H}$ to be a subspace of $\widetilde{H}_{1}$.
The inner product of the product space $X^{3}$ is obtained by summing the individual inner products as

$$
\langle f, g\rangle_{X^{3}}=\sum_{j=1}^{3}\left\langle f_{j}, g_{j}\right\rangle_{X}
$$

### 4.3 Variational form of the coupled BTEs

The variational equation is used in a finite element scheme to find the so called weak solution of the related problem. Here the variational formulation is derived for the coupled system of the BTEs (3.14) with the incoming photon (3.19) and electron (3.20) boundary conditions. In the variational formulation of the coupled BTEs (3.14), one can first assume that $\psi, v \in\left(\mathcal{C}_{V}^{1}\right)^{3}$. To simplify the notations, operators $T: H^{3} \rightarrow L_{2}(G)^{3}$ and $K: L_{2}(G)^{3} \rightarrow L_{2}(G)^{3}$ are defined as

$$
T \psi=\boldsymbol{\Omega} \cdot \nabla \psi:=\left(\boldsymbol{\Omega} \cdot \nabla \psi_{1}, \boldsymbol{\Omega} \cdot \nabla \psi_{2}, \boldsymbol{\Omega} \cdot \nabla \psi_{3}\right)
$$

and

$$
K \psi=\left(K_{1} \psi, K_{2} \psi, K_{3} \psi\right)
$$

where $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}\right) . T$ is a linear partial differential operator and $K$ is a linear integral operator. Now the coupled system of the transport equations can be written in a form

$$
\begin{equation*}
(T+K) \psi=Q \tag{4.1}
\end{equation*}
$$

where $Q=\left(Q_{1}, Q_{2}, Q_{3}\right)$.
Multiplying equation (4.1) by a test function $v \in\left(\mathcal{C}_{V}^{1}\right)^{3}\left(v=\left(v_{1}, v_{2}, v_{3}\right)\right)$ componentwise and integrating over $G$, one obtains for $\psi \in\left(\mathcal{C}_{V}^{1}\right)^{3}$

$$
\begin{equation*}
\sum_{j=1}^{3}\left\langle\boldsymbol{\Omega} \cdot \nabla \psi_{j}, v_{j}\right\rangle_{L_{2}(G)}+\sum_{j=1}^{3}\left\langle K_{j} \psi, v_{j}\right\rangle_{L_{2}(G)}=\sum_{j=1}^{3}\left\langle Q_{j}, v_{j}\right\rangle_{L_{2}(G)} \tag{4.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\langle T \psi, v\rangle_{L_{2}(G)^{3}}+\langle K \psi, v\rangle_{L_{2}(G)^{3}}=\langle Q, v\rangle_{L_{2}(G)^{3}} \tag{4.3}
\end{equation*}
$$

The first inner product $\left\langle\boldsymbol{\Omega} \cdot \nabla \psi_{j}, v_{j}\right\rangle_{L_{2}(G)}$ in equation (4.2) can be written in the form

$$
\begin{equation*}
\left\langle\boldsymbol{\Omega} \cdot \nabla \psi_{j}, v_{j}\right\rangle_{L_{2}(G)}=\int_{S} \int_{I} \int_{V} \Omega_{1} \frac{\partial \psi_{j}}{\partial x_{1}} v_{j}+\Omega_{2} \frac{\partial \psi_{j}}{\partial x_{2}} v_{j}+\Omega_{3} \frac{\partial \psi_{j}}{\partial x_{3}} v_{j} \mathrm{~d} \boldsymbol{x} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \tag{4.4}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{x}=\mathrm{d} x_{1} \mathrm{~d} x_{2} \mathrm{~d} x_{3}$ and $\Omega_{j}(j=1,2,3)$ are the components of $\boldsymbol{\Omega}$. The Green's formula [9]

$$
\begin{equation*}
\int_{V} \frac{\partial \psi_{j}}{\partial x_{l}} v_{j} \mathrm{~d} \boldsymbol{x}=-\int_{V} \psi_{j} \frac{\partial v_{j}}{\partial x_{l}} \mathrm{~d} \boldsymbol{x}+\int_{\partial V} \psi_{j} v_{j} n_{l} \mathrm{~d} \boldsymbol{s} \tag{4.5}
\end{equation*}
$$

is applied to all the $\int_{V} \frac{\partial \psi_{j}}{\partial x_{l}} v_{j} \mathrm{~d} \boldsymbol{x}$ terms in (4.4). In equation (4.5), $n_{l}(l=1,2,3)$ is the $l^{\text {th }}$ component of the unit normal $\boldsymbol{n}=\left(n_{1}, n_{2}, n_{3}\right)$ in a point $\boldsymbol{x}$ on the surface $\partial V$. Hence, one can write

$$
\begin{align*}
\left\langle\boldsymbol{\Omega} \cdot \nabla \psi_{j}, v_{j}\right\rangle_{L_{2}(G)}= & -\int_{S} \int_{I} \int_{V} \Omega_{1} \psi_{j} \frac{\partial v_{j}}{\partial x_{1}}+\Omega_{2} \psi_{j} \frac{\partial v_{j}}{\partial x_{2}}+\Omega_{3} \psi_{j} \frac{\partial v_{j}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\int_{S} \int_{I} \int_{\partial V} \Omega_{1} \psi_{j} v_{j} n_{1}+\Omega_{2} \psi_{j} v_{j} n_{2}+\Omega_{3} \psi_{j} v_{j} n_{3} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
= & -\left\langle\psi_{j}, \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}+\int_{S} \int_{I} \int_{\partial V} \psi_{j} v_{j}(\boldsymbol{\Omega} \cdot \boldsymbol{n}) \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \tag{4.6}
\end{align*}
$$

Using (4.6) to equation (4.2) results in

$$
\begin{align*}
\sum_{j=1}^{3}- & \left\langle\psi_{j}, \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}+\sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} \psi_{j} v_{j}(\boldsymbol{\Omega} \cdot \boldsymbol{n}) \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\sum_{j=1}^{3}\left\langle K_{j} \psi, v_{j}\right\rangle_{L_{2}(G)}=\sum_{j=1}^{3}\left\langle Q_{j}, v_{j}\right\rangle_{L_{2}(G)} \tag{4.7}
\end{align*}
$$

By adding the boundary condition (3.19) to the coupled system, the surface integral in equation (4.7) can be written in the form

$$
\begin{aligned}
\sum_{j=1}^{3} \int_{\partial V} \psi_{j} v_{j}(\boldsymbol{\Omega} \cdot \boldsymbol{n}) \mathrm{d} \boldsymbol{s}= & \int_{\partial V} \psi_{1} v_{1}\left[(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}-(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-}\right] \mathrm{d} \boldsymbol{s} \\
& +\int_{\partial V} \psi_{2} v_{2}\left[(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}-(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-}\right] \mathrm{d} \boldsymbol{s} \\
& +\int_{\partial V} \psi_{3} v_{3}\left[(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}-(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-}\right] \mathrm{d} \boldsymbol{s} \\
= & \int_{\partial V} \psi_{1} v_{1}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s}-\int_{\Gamma} \psi_{0} v_{1}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} \mathrm{d} \boldsymbol{s} \\
& +\int_{\partial V} \psi_{2} v_{2}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s} \\
& +\int_{\partial V} \psi_{3} v_{3}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s} \\
= & \sum_{j=1}^{3} \int_{\partial V} \psi_{j} v_{j}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s}-\int_{\Gamma} \psi_{0} v_{1}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} \mathrm{d} \boldsymbol{s}
\end{aligned}
$$

The terms $(\cdot)_{+}$and $(\cdot)_{-}$refer to the positive and negative parts of the function. From the boundary condition (3.19) one has that $\left.\psi_{2}\right|_{\partial V}=\left.\psi_{3}\right|_{\partial V}=0$, when $\boldsymbol{\Omega} \cdot \boldsymbol{n}<0$, so the integrals $\int_{\partial V} \psi_{2} v_{2}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} \mathrm{d} \boldsymbol{s}$ and $\int_{\partial V} \psi_{3} v_{3}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} \mathrm{d} \boldsymbol{s}$ disappear. Also $\left.\psi_{1}\right|_{\Gamma}=\psi_{0}$, when $\boldsymbol{\Omega} \cdot \boldsymbol{n}<0$, zero otherwise, which implies that $\int_{\partial V} \psi_{1} v_{1}(\boldsymbol{\Omega}$. $\boldsymbol{n})_{-} \mathrm{d} \boldsymbol{s}=\int_{\Gamma} \psi_{0} v_{1}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} \mathrm{d} \boldsymbol{s}$.

The variational form of the transport problem (3.14) is finally

$$
\begin{equation*}
B(\psi, v)=F_{j}(v)+q(v), v \in\left(\mathcal{C}_{V}^{1}\right)^{3} \tag{4.8}
\end{equation*}
$$

where $B(\psi, v):\left(\mathcal{C}_{V}^{1}\right)^{3} \times\left(\mathcal{C}_{V}^{1}\right)^{3} \rightarrow \mathbb{R}$ is the (nonsymmetric) bilinear form

$$
\begin{align*}
B(\psi, v)= & \sum_{j=1}^{3}-\left\langle\psi_{j}, \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}+\sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} \psi_{j} v_{j}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\sum_{j=1}^{3}\left\langle K_{j} \psi, v_{j}\right\rangle_{L_{2}(G)} \tag{4.9}
\end{align*}
$$

The stated photon (3.19) or electron (3.20) boundary conditions are indicated by a lower index $j=1,2$, respectively, and

$$
\begin{equation*}
F_{j}(v)=\int_{S} \int_{I} \int_{\Gamma} \psi_{0} v_{j}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \tag{4.10}
\end{equation*}
$$

The internal source term $q(v)$ is of the form

$$
\begin{equation*}
q(v)=\sum_{j=1}^{3}\left\langle Q_{j}, v_{j}\right\rangle_{L_{2}(G)} . \tag{4.11}
\end{equation*}
$$

### 4.4 Existence and uniqueness analysis of the coupled BTEs

As noted in Section 4.1, the use of numerical methods requires one to ensure that the problem has a unique solution. Here the existence of the solution is proven for the variational equation (4.8) of the coupled BTEs. The presentation is based on the generalization of the Lax-Milgram lemma ([178] page 403) and have similarities in the coercivity considerations as described in [59] for the one BTE and in [170, 26] for the coupled system.

The generalized Lax-Milgram lemma states [178]:
Lemma 1 Let $X$ be a Hilbert space, $X^{\prime}$ a linear subspace of $X, \widetilde{B}(\cdot, \cdot)$ a bilinear functional on $X \times X^{\prime}$ having the following properties:

1. there is $C>0$ such that

$$
|\widetilde{B}(u, v)| \leq C\|u\|_{X}\|v\|_{X^{\prime}}, u \in X, v \in X^{\prime} \text { (boundedness) }
$$

2. there is $c>0$ such that

$$
|\widetilde{B}(v, v)| \geq c\|v\|_{X}^{2}, \quad v \in X^{\prime} \text { (coercivity) }
$$

Let $\widetilde{F}: X \rightarrow \mathbb{R}$ be a continuous linear functional. Then there exists $\widetilde{u}$ such that

$$
\widetilde{B}(\widetilde{u}, v)=\widetilde{F}(v), \text { for every } v \in X^{\prime}
$$

For the sake of generality, the differential cross sections are defined on $\mathcal{C}(\bar{V} \times$ $I^{2} \times S^{2}$ ) although the angle dependence is often of the form $\boldsymbol{\Omega}^{\prime} \cdot \boldsymbol{\Omega}$. For the coupled BTEs one can formulate the following.

Theorem 1 Assume that

$$
\begin{aligned}
& \sigma_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in \mathcal{C}(\bar{V} \times I \times S) \\
& \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \in \mathcal{C}\left(\bar{V} \times I^{2} \times S^{2}\right)
\end{aligned}
$$

Assume also that there exists $\kappa>0$ such that for $v \in\left(\mathcal{C}_{V}^{1}\right)^{3}$

$$
\begin{equation*}
\langle K v, v\rangle_{L_{2}(G)^{3}} \geq \kappa\|v\|_{L_{2}(G)^{3}}^{2} \tag{4.12}
\end{equation*}
$$

Then there exists $C>0$ such that

$$
\begin{equation*}
|B(\psi, v)| \leq C\|\psi\|_{H_{1}^{3}}\|v\|_{H^{3}}, \psi \in\left(\mathcal{C}_{V}^{1}\right)^{3}, v \in\left(\mathcal{C}_{V}^{1}\right)^{3} \text { (boundedness) } \tag{4.13}
\end{equation*}
$$

and $c>0$ such that

$$
\begin{equation*}
|B(v, v)| \geq c\|v\|_{H_{1}^{3}}^{2}, \quad v \in\left(\mathcal{C}_{V}^{1}\right)^{3} \text { (coercivity) } \tag{4.14}
\end{equation*}
$$

Proof. For the boundedness condition (4.13) one finds that the bilinear form (4.9) fulfills for $\psi, v \in\left(\mathcal{C}_{V}^{1}\right)^{3}$

$$
\begin{aligned}
|B(\psi, v)| \leq & \sum_{j=1}^{3}\left|\left\langle\psi_{j}, \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}\right|+\sum_{j=1}^{3}\left|\left\langle K_{j} \psi, v_{j}\right\rangle_{L_{2}(G)}\right| \\
& +\sum_{j=1}^{3}\left|\int_{S} \int_{I} \int_{\partial V} \psi_{j} v_{j}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}\right| \\
\leq & \sum_{j=1}^{3}\left\|\psi_{j}\right\|_{L_{2}(G)}\left\|\boldsymbol{\Omega} \cdot \nabla v_{j}\right\|_{L_{2}(G)}+\sum_{j=1}^{3}\left\|K_{j} \psi\right\|_{L_{2}(G)}\left\|v_{j}\right\|_{L_{2}(G)} \\
+ & \sum_{j=1}^{3}\left(\int_{S} \int_{I} \int_{\partial V} \psi_{j}^{2}\left|(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}\right| \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}\right)^{\frac{1}{2}}\left(\int_{S} \int_{I} \int_{\partial V} v_{j}^{2}\left|(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}\right| \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}\right)^{\frac{1}{2}} \\
\leq & C\|\psi\|_{H_{1}^{3}}\|v\|_{H^{3}},
\end{aligned}
$$

where the following inequalities are used:

$$
\begin{align*}
|a+b| & \leq|a|+|b|, a, b \in \mathbb{R} \\
\left|(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}\right| & \leq|(\boldsymbol{\Omega} \cdot \boldsymbol{n})| \\
\left|\langle f, g\rangle_{L_{2}(G)}\right| & \leq\|f\|_{L_{2}(G)}\|g\|_{L_{2}(G)} \quad \text { (Cauchy }- \text { Schwartz) }  \tag{4.15}\\
\left\|K_{j} \psi\right\|_{L_{2}(G)} & \leq C_{1}(j)\left\|\psi_{j}\right\|_{L_{2}(G)}+\sum_{j^{\prime}=1}^{3} C_{2}\left(j^{\prime}, j\right)\left\|\psi_{j^{\prime}}\right\|_{L_{2}(G)},
\end{align*}
$$

where $C_{1}(j)=\left\|\sigma_{j}\right\|_{L_{\infty}(V \times I)}$ and

$$
C_{2}\left(j^{\prime}, j\right)=2 \sqrt{4 \pi \mu(I)} \sup _{(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in G}\left(\int_{S} \int_{I} \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}\right)^{\frac{1}{2}}
$$

In the previous, $\mu(I)$ is the measure of the energy interval $I$ and $\|f\|_{L_{\infty}(V \times I)}=$ $\sup _{(\boldsymbol{x}, E) \in(V \times I)}|f(\boldsymbol{x}, E)|$.

To prove the coercivity condition (4.14) the bilinear form (4.9) is written in the form

$$
\begin{align*}
B(v, v)= & \sum_{j=1}^{3}-\left\langle v_{j}, \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}+\sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} v_{j}^{2}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\langle K v, v\rangle_{L_{2}(G)^{3}} \tag{4.16}
\end{align*}
$$

When applying the Green's formula (4.5), one obtains for $v_{j} \in \mathcal{C}_{V}^{1}$

$$
\left\langle\boldsymbol{\Omega} \cdot \nabla v_{j}, v_{j}\right\rangle_{L_{2}(G)}=-\left\langle v_{j}, \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}+\int_{S} \int_{I} \int_{\partial V} v_{j}^{2}(\boldsymbol{\Omega} \cdot \boldsymbol{n}) \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}
$$

and further from the previous one obtains

$$
\begin{equation*}
\left\langle v_{j}, \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}=\frac{1}{2} \int_{S} \int_{I} \int_{\partial V} v_{j}^{2}(\boldsymbol{\Omega} \cdot \boldsymbol{n}) \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \tag{4.17}
\end{equation*}
$$

because $\left\langle\boldsymbol{\Omega} \cdot \nabla v_{j}, v_{j}\right\rangle_{L_{2}(G)}=\left\langle v_{j}, \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}$ (for real valued functions). Adding equation (4.17) to equation (4.16) and writing $(\boldsymbol{\Omega} \cdot \boldsymbol{n})=\left((\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}-(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-}\right)$one obtains

$$
\begin{aligned}
B(v, v)= & -\frac{1}{2} \sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} v_{j}^{2}\left((\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}-(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-}\right) \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} v_{j}^{2}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}+\langle K v, v\rangle_{L_{2}(G)^{3}} \\
= & \frac{1}{2} \sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} v_{j}^{2}|(\boldsymbol{\Omega} \cdot \boldsymbol{n})| \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}+\langle K v, v\rangle_{L_{2}(G)^{3}},
\end{aligned}
$$

since $|(\boldsymbol{\Omega} \cdot \boldsymbol{n})|=\left((\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+}+(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-}\right)$. Thus,

$$
|B(v, v)| \geq \frac{1}{2} \sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} v_{j}^{2}|(\boldsymbol{\Omega} \cdot \boldsymbol{n})| \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}+\kappa\|v\|_{L_{2}(G)^{3}}^{2}
$$

and there exists $c \geq 0$ such that coercivity condition (4.14) holds, because of the assumption (4.12).

By the continuity (4.13) the bilinear form $B(\cdot, \cdot)$ can be uniquely extended on $H_{1}^{3} \times H^{3}$ and the estimates (4.13) and (4.14) are valid for the extension, which is still denoted by $B(\cdot, \cdot)$. Combining Lemma 1 and Theorem 1 with the extension analysis one can show the following.

Corollary 1 Assume that

$$
\begin{aligned}
& \sigma_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in \mathcal{C}(\bar{V} \times I \times S) \\
& \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \in \mathcal{C}\left(\bar{V} \times I^{2} \times S^{2}\right) \\
& Q_{j} \in L_{2}(G), \psi_{0} \in L_{2}(\partial V \times I \times S)
\end{aligned}
$$

Assume also that there exists $\kappa>0$ such that for $v \in H^{3}$ inequality (4.12) holds. Then the variational equation (4.8) has one and only one solution $\psi \in H^{3}$.

Proof. The details of the uniqueness considerations are omitted. The existence of the solution follows straightforwardly from Lemma 1 and Theorem 1. The completion analysis are omitted

Because of the coercivity assumption (4.12), additional conditions are required on the cross sections. For one particle system it is known that a sufficient condition for the coercivity is that there exists $\alpha>0$ such that for $(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in G$

$$
\sigma_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})-\int_{S} \int_{I} \sigma_{j \rightarrow j}\left(\boldsymbol{x}, E, E^{\prime}, \boldsymbol{\Omega}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \geq \alpha
$$

and

$$
\sigma_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})-\int_{S} \int_{I} \sigma_{j \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \geq \alpha
$$

Here the interactions are only for one particle (from $j$ to $j,(j=1,2,3)$ ). Theorem 2 is formulated earlier for the coupled system in [26] and here the formulation is repeated. Note that all differential cross sections are included to simplify the notations. In real situations $\sigma_{2 \rightarrow 3}=0$.

Theorem 2 Assume that

$$
\begin{aligned}
& \sigma_{j}(\boldsymbol{x}, E) \in \mathcal{C}(\bar{V} \times I) \\
& \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E, E^{\prime}, \boldsymbol{\Omega}, \boldsymbol{\Omega}^{\prime}\right) \in \mathcal{C}\left(\bar{V} \times I^{2} \times S^{2}\right)
\end{aligned}
$$

Suppose that there exists $\alpha>0$ for all $j=1,2,3$ such that for $(\boldsymbol{x}, E, \boldsymbol{\Omega}) \in G$

$$
\begin{equation*}
\sigma_{j}(\boldsymbol{x}, E)-\int_{S} \int_{I} \sum_{j^{\prime}=1}^{3} \sigma_{j \rightarrow j^{\prime}}\left(\boldsymbol{x}, E, E^{\prime}, \boldsymbol{\Omega}, \boldsymbol{\Omega}^{\prime}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \geq \alpha \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{j}(\boldsymbol{x}, E)-\int_{S} \int_{I} \sum_{j^{\prime}=1}^{3} \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \geq \alpha \tag{4.19}
\end{equation*}
$$

Then there exists $\kappa$ such that inequality (4.12) holds.

Proof. The same idea is used here for the coupled system of BTEs as presented
in [59] for one particle system. By direct calculation one can write

$$
\begin{align*}
\langle K v, v\rangle_{L_{2}(G)^{3}}= & \sum_{j=1}^{3}\left\langle K_{j} v, v_{j}\right\rangle_{L_{2}(G)} \\
=\sum_{j=1}^{3} \int_{V} \int_{S} \int_{I} & {\left[-\int_{S} \int_{I}\left[\sigma_{1 \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) v_{1}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) v_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})\right.\right.} \\
& +\sigma_{2 \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) v_{2}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) v_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega}) \\
& \left.+\sigma_{3 \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) v_{3}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right) v_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})\right] \mathrm{d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \\
& \left.+\sigma_{j}(\boldsymbol{x}, E) v_{j}^{2}(\boldsymbol{x}, E, \boldsymbol{\Omega})\right] \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega} \mathrm{~d} \boldsymbol{x} \\
=\sum_{j=1}^{3} \int_{V}[- & \int_{S I} \int_{S I^{\prime}} \sigma_{1 \rightarrow j} v_{1}^{\prime} v_{j}-\int_{S I} \int_{S I^{\prime}} \sigma_{2 \rightarrow j} v_{2}^{\prime} v_{j}-\int_{S I} \int_{S I^{\prime}} \sigma_{3 \rightarrow j} v_{3}^{\prime} v_{j} \\
& \left.+\int_{S I} \sigma_{j} v_{j}^{2}\right] \mathrm{d} \boldsymbol{x} . \tag{4.20}
\end{align*}
$$

In equation (4.20), the following simplified notations are used: $v_{j}:=v_{j}(\boldsymbol{x}, E, \boldsymbol{\Omega})$, $v_{j}^{\prime}:=v_{j}\left(\boldsymbol{x}, E^{\prime}, \boldsymbol{\Omega}^{\prime}\right), \sigma_{k \rightarrow j}:=\sigma_{k \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right), \sigma_{j}:=\sigma_{j}(\boldsymbol{x}, E)(j, k=1,2,3)$, and $\int_{S I}:=\int_{S} \int_{I} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}$ and $\int_{S I^{\prime}}:=\int_{S} \int_{I} \mathrm{~d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}$. The double integrals $\int_{S I} \int_{S I^{\prime}}$ can be approximated by applying the Cauchy-Schwartz inequality (4.15), which results in $\int_{S I} \int_{S I^{\prime}} f g \leq\|f\|_{L_{2}\left(S^{2} \times I^{2}\right)}\|g\|_{L_{2}\left(S^{2} \times I^{2}\right)}$. Hence, one obtains

$$
\begin{align*}
\int_{S I} \int_{S I^{\prime}} \sigma_{k \rightarrow j} v_{k}^{\prime} v_{j} & \leq\left(\int_{S I} \int_{S I^{\prime}} \sigma_{k \rightarrow j} v_{k}^{\prime 2}\right)^{\frac{1}{2}}\left(\int_{S I} \int_{S I^{\prime}} \sigma_{k \rightarrow j} v_{j}^{2}\right)^{\frac{1}{2}} \\
& =\left(\int_{S I} \int_{S I^{\prime}} \sigma_{k \rightarrow j}^{\prime} v_{k}^{2}\right)^{\frac{1}{2}}\left(\int_{S I} \int_{S I^{\prime}} \sigma_{k \rightarrow j} v_{j}^{2}\right)^{\frac{1}{2}} \tag{4.21}
\end{align*}
$$

where in the first product term in equation (4.21), the notations $\left(E^{\prime}, \boldsymbol{\Omega}^{\prime}\right)$ are changed to $(E, \boldsymbol{\Omega})$ and vise versa. The notation $\sigma_{k \rightarrow j}^{\prime}:=\sigma_{k \rightarrow j}\left(\boldsymbol{x}, E, E^{\prime}, \boldsymbol{\Omega}, \boldsymbol{\Omega}^{\prime}\right)$ is also made. Therefore, by taking into account the minus sign, one can write

$$
\begin{align*}
\langle K v, v\rangle_{L_{2}(G)^{3}} \geq & \sum_{j=1}^{3} \int_{V}\left[-\left(\int_{S I} \int_{S I^{\prime}} \sigma_{1 \rightarrow j}^{\prime} v_{1}^{2}\right)^{\frac{1}{2}}\left(\int_{S I} \int_{S I^{\prime}} \sigma_{1 \rightarrow j} v_{j}^{2}\right)^{\frac{1}{2}}\right. \\
& -\left(\int_{S I} \int_{S I^{\prime}} \sigma_{2 \rightarrow j}^{\prime} v_{2}^{2}\right)^{\frac{1}{2}}\left(\int_{S I} \int_{S I^{\prime}} \sigma_{2 \rightarrow j} v_{j}^{2}\right)^{\frac{1}{2}} \\
& -\left(\int_{S I} \int_{S I^{\prime}} \sigma_{3 \rightarrow j}^{\prime} v_{3}^{2}\right)^{\frac{1}{2}}\left(\int_{S I} \int_{S I^{\prime}} \sigma_{3 \rightarrow j} v_{j}^{2}\right)^{\frac{1}{2}} \\
& \left.+\int_{S I} \sigma_{j} v_{j}^{2}\right] \mathrm{d} \boldsymbol{x} \tag{4.22}
\end{align*}
$$

By summing the conditions (4.18) and (4.19), one obtains a condition $(j=1,2,3)$

$$
\begin{equation*}
\sigma_{j} \geq \alpha+\frac{1}{2} \int_{S I^{\prime}}\left(\sigma_{j \rightarrow 1}+\sigma_{j \rightarrow 2}+\sigma_{j \rightarrow 3}+\sigma_{1 \rightarrow j}^{\prime}+\sigma_{2 \rightarrow j}^{\prime}+\sigma_{3 \rightarrow j}^{\prime}\right) \tag{4.23}
\end{equation*}
$$

By adding condition (4.23) to the equation (4.22), writing all sum-terms, reorganizing the terms and using the notation $\int:=\int_{S I} \int_{S I^{\prime}}$, one achieves

$$
\begin{align*}
\langle K v, v\rangle_{L_{2}(G)^{3}} \geq \int_{V}[ & -\left(\int \sigma_{1 \rightarrow 1}^{\prime} v_{1}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{1 \rightarrow 1} v_{1}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{1 \rightarrow 1}^{\prime} v_{1}^{2}+\int \sigma_{1 \rightarrow 1} v_{1}^{2}\right) \\
& -\left(\int \sigma_{2 \rightarrow 2}^{\prime} v_{2}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{2 \rightarrow 2} v_{2}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{2 \rightarrow 2}^{\prime} v_{2}^{2}+\int \sigma_{2 \rightarrow 2} v_{2}^{2}\right) \\
& -\left(\int \sigma_{3 \rightarrow 3}^{\prime} v_{3}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{3 \rightarrow 3} v_{3}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{3 \rightarrow 3}^{\prime} v_{3}^{2}+\int \sigma_{3 \rightarrow 3} v_{3}^{2}\right) \\
& -\left(\int \sigma_{2 \rightarrow 1}^{\prime} v_{2}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{2 \rightarrow 1} v_{1}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{2 \rightarrow 1}^{\prime} v_{2}^{2}+\int \sigma_{2 \rightarrow 1} v_{1}^{2}\right) \\
& -\left(\int \sigma_{1 \rightarrow 2}^{\prime} v_{1}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{1 \rightarrow 2} v_{2}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{1 \rightarrow 2}^{\prime} v_{1}^{2}+\int \sigma_{1 \rightarrow 2} v_{2}^{2}\right) \\
& -\left(\int \sigma_{3 \rightarrow 1}^{\prime} v_{3}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{3 \rightarrow 1} v_{1}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{3 \rightarrow 1}^{\prime} v_{3}^{2}+\int \sigma_{3 \rightarrow 1} v_{1}^{2}\right) \\
& -\left(\int \sigma_{1 \rightarrow 3}^{\prime} v_{1}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{1 \rightarrow 3} v_{3}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{1 \rightarrow 3}^{\prime} v_{1}^{2}+\int \sigma_{1 \rightarrow 3} v_{3}^{2}\right) \\
& -\left(\int \sigma_{3 \rightarrow 2}^{\prime} v_{3}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{3 \rightarrow 2} v_{2}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{3 \rightarrow 2}^{\prime} v_{3}^{2}+\int \sigma_{3 \rightarrow 2} v_{2}^{2}\right) \\
& -\left(\int \sigma_{2 \rightarrow 3}^{\prime} v_{2}^{2}\right)^{\frac{1}{2}}\left(\int \sigma_{2 \rightarrow 3} v_{3}^{2}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\int \sigma_{2 \rightarrow 3}^{\prime} v_{2}^{2}+\int \sigma_{2 \rightarrow 3} v_{3}^{2}\right) \\
& \left.+\alpha\left(\int_{S I} v_{1}^{2}+\int_{S I} v_{2}^{2}+\int_{S I} v_{3}^{2}\right)\right] \mathrm{d} \boldsymbol{x} . \tag{4.24}
\end{align*}
$$

In the previous equation (4.24), the terms are organized such that each row (except the last row) consists of $-(a)^{\frac{1}{2}}(b)^{\frac{1}{2}}+\frac{1}{2}(a+b)=-\sqrt{a b}+\frac{1}{2}(a+b)$, where $a$ and $b$ are the integrals presented in (4.24). It can easily be shown that $-\sqrt{a b}+\frac{1}{2}(a+b) \geq 0$ for all $a, b \geq 0$. Therefore equation (4.24) comes

$$
\langle K v, v\rangle_{L_{2}(G)^{3}} \geq \alpha \int_{V}\left(\int_{S I} v_{1}^{2}+\int_{S I} v_{2}^{2}+\int_{S I} v_{3}^{2}\right) \mathrm{d} \boldsymbol{x}=\alpha\|v\|_{L_{2}(G)^{3}}^{2} .
$$

A physical background can be easily found for the condition (4.18), where the integrations over the energy and angular domains basically describe the total absorption and scattering cross sections. The condition (4.18) states that the sum of these cross sections cannot be larger than the total cross section itself. However, by the definition of the total cross section, which is the sum of the absorption and scattering cross section, $\alpha=0$ in the condition (4.18). This indicates that the system is coercive only weakly and better convergence rate in finding the solution would be obtained if some small value is added to total cross sections $\sigma_{j}$. The physical meaning of the second condition (4.19) is not so clear. It states that those integrated 'inverse' cross sections, which change particles from $j^{\prime}$ to $j$ cannot be larger than the total cross section of the particle $j$. Although it is
not so clear, it seems that this second condition also has physical foundations by the assumption that no more particles cannot be created than is disappeared in different interactions. It seems that the condition (4.19) is also near zero.

### 4.5 Variational form of the coupled B-CSDAEs

In this section, the variational formulation is derived for the coupled system of the B-CSDAEs (3.29) with the boundary conditions (3.19) and (3.20). The variational form of the coupled B-CSDAEs (3.29) has the same form as equation (4.8), but the scattering terms $K_{j} \psi(j=1,2,3)$ are defined by equations (3.30)-(3.32). Thus, the variational equation of the coupled B-CSDAEs is

$$
\begin{equation*}
B^{\mathrm{r}}(\psi, v)=F_{j}(v)+q(v) \tag{4.25}
\end{equation*}
$$

where $F_{j}$ is defined by equation (4.10) and $q(v)$ by equation (4.11). The lower index $j=1,2$ indicates photon (3.19) or electron (3.20) boundary conditions, respectively. $B^{\mathrm{r}}(\psi, v):\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3} \times\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3} \rightarrow \mathbb{R}$ is the bilinear form

$$
\begin{align*}
B^{\mathrm{r}}(\psi, v)= & -\langle\psi, \boldsymbol{\Omega} \cdot \nabla v\rangle_{L_{2}(G)^{3}}+\sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} \psi_{j} v_{j}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\left\langle K^{\mathrm{r}} \psi, v\right\rangle_{L_{2}(G)^{3}} \tag{4.26}
\end{align*}
$$

where $K^{\mathrm{r}} \psi=\left(K_{1} \psi, K_{2}^{\mathrm{r}} \psi, K_{3}^{\mathrm{r}} \psi\right)$ is defined by equations (3.30)-(3.32).

### 4.6 On the existence of the coupled B-CSDAEs

Here the existence of the solution of the coupled system of the B-CSDAEs is studied. The bilinear form (4.26) of the coupled B-CSDAEs can be extended on $\widetilde{H}_{1}^{3} \times \widetilde{H}^{3}$ and Lemma 1 can be used to prove the existence of the solution. For simplicity the same notations of the functions $\psi$ and $v$ are used in complete spaces $\widetilde{H}_{1}^{3}$ and $\widetilde{H}^{3}$ as in $\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3}$. Also the function notations are equal with the functions used for the coupled system of BTEs in the previous Sections 4.3 and 4.4. For the variational form (4.25) of the coupled B-CSDAEs one is able to formulate the following.

Theorem 3 Assume that

$$
\begin{aligned}
& \sigma_{1}(\boldsymbol{x}, E), \sigma_{2}^{\mathrm{r}}(\boldsymbol{x}, E), \sigma_{3}^{\mathrm{r}}(\boldsymbol{x}, E) \in \mathcal{C}(\bar{V} \times I) \\
& \sigma_{j \rightarrow j}^{\mathrm{r}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right), \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \in \mathcal{C}\left(\bar{V} \times I^{2} \times S^{2}\right)\left(j^{\prime} \neq j\right) \\
& \frac{\partial \tau_{2}^{\mathrm{r}}}{\partial E}(\boldsymbol{x}, E), \frac{\partial \tau_{3}^{\mathrm{r}}}{\partial E}(\boldsymbol{x}, E) \in \mathcal{C}(\bar{V} \times I) \\
& \tau_{2}^{\mathrm{r}}(\boldsymbol{x}, E) \geq 0, \tau_{3}^{\mathrm{r}}(\boldsymbol{x}, E) \geq 0
\end{aligned}
$$

Suppose that there exists $\kappa>0$ such that for $v \in\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3}$

$$
\begin{equation*}
\left\langle K^{\mathrm{r}} v, v\right\rangle_{L_{2}(G)^{3}} \geq \kappa\|v\|_{L_{2}(G)^{3}}^{2} \tag{4.27}
\end{equation*}
$$

where $K^{\mathrm{r}} v=\left(K_{1} v, K_{2}^{\mathrm{r}} v, K_{3}^{\mathrm{r}} v\right)$ is defined by equations (3.30)-(3.32) with $\sigma_{j}=\sigma_{j}^{\mathrm{r}}$ and $\sigma_{j \rightarrow j}=\sigma_{j \rightarrow j}^{\mathrm{r}}(j=2,3)$. Also suppose that there exists $\widetilde{c}>0$ such that for $\psi_{j} \in \mathcal{C}_{V, E, 0}^{1}(j=2,3)$

$$
\begin{equation*}
-\left\langle\frac{\partial\left(\tau_{j}^{\mathrm{r}} \psi_{j}\right)}{\partial E}, \psi_{j}\right\rangle_{L_{2}(G)} \geq \widetilde{c}\left\|\psi_{j}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right)\right\|_{L_{2}(V \times S)}^{2} \tag{4.28}
\end{equation*}
$$

Then there exists $C>0$ such that

$$
\begin{equation*}
\left|B^{\mathrm{r}}(\psi, v)\right| \leq C\|\psi\|_{\widetilde{H}_{1}^{3}}\|v\|_{\widetilde{H}^{3}}, \psi \in\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3}, v \in\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3} \text { (boundedness) } \tag{4.29}
\end{equation*}
$$

and $c>0$ such that

$$
\begin{equation*}
\left|B^{\mathrm{r}}(v, v)\right| \geq c\|v\|_{\widetilde{H}_{1}^{3}}^{2}, \quad v \in\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3} \text { (coercivity). } \tag{4.30}
\end{equation*}
$$

Proof. The proof is similar to the proof of Theorem 1. Let $\psi, v \in\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3}$. To prove the boundedness condition (4.29) $B^{\mathrm{r}}(\psi, v)$ can be written in the form

$$
\begin{align*}
B^{\mathrm{r}}(\psi, v) & =B(\psi, v)-\sum_{j=2}^{3}\left\langle\frac{\partial\left(\tau_{j}^{\mathrm{r}} \psi_{j}\right)}{\partial E}, v_{j}\right\rangle_{L_{2}(G)}  \tag{4.31}\\
& =B(\psi, v)+\sum_{j=2}^{3} \int_{S} \int_{I} \int_{V} \tau_{j}^{\mathrm{r}} \psi_{j} \frac{\partial v_{j}}{\partial E} \mathrm{~d} \boldsymbol{x} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\left.\sum_{j=2}^{3} \int_{S} \int_{V}\right|_{E_{\min }} ^{E_{\max }}-\tau_{j}^{\mathrm{r}} \psi_{j} v_{j} \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\Omega}  \tag{4.32}\\
& =B(\psi, v)+\sum_{j=2}^{3} \int_{S} \int_{I} \int_{V} \tau_{j}^{\mathrm{r}} \psi_{j} \frac{\partial v_{j}}{\partial E} \mathrm{~d} \boldsymbol{x} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\sum_{j=2}^{3} \int_{S} \int_{V} \tau_{j}^{\mathrm{r}}\left(\boldsymbol{x}, E_{\min }\right) \psi_{j}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right) v_{j}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\Omega} \tag{4.33}
\end{align*}
$$

where $B(\psi, v)$ is the bilinear form (4.9) of the Boltzmann equation with $\sigma_{j}=$ $\sigma_{j}^{\mathrm{r}}$ and $\sigma_{j \rightarrow j}=\sigma_{j \rightarrow j}^{\mathrm{r}},(j=2,3)$. The equation (4.32) is achieved by applying integration by parts to the latter term of the equation (4.31). The substitution of the limits with the assumptions that $\psi_{2}\left(\boldsymbol{x}, E_{\max }, \boldsymbol{\Omega}\right)=0$ and $\psi_{3}\left(\boldsymbol{x}, E_{\max }, \boldsymbol{\Omega}\right)=0$ produces the equation (4.33). Now one can use the condition (4.13) and Cauchy-

Schwartz inequality (4.15) and receive for $\psi, v \in\left(\mathcal{C}_{V, E, 0}^{1}\right)^{3}$

$$
\begin{aligned}
\left|B^{\mathrm{r}}(\psi, v)\right| & \leq|B(\psi, v)|+\sum_{j=2}^{3}\left|\int_{S} \int_{I} \int_{V} \tau_{j}^{\mathrm{r}} \psi_{j} \frac{\partial v_{j}}{\partial E} \mathrm{~d} \boldsymbol{x} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}\right| \\
& +\left|\int_{S} \int_{V} \tau_{j}^{\mathrm{r}}\left(\boldsymbol{x}, E_{\min }\right) \psi_{j}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right) v_{j}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\Omega}\right| \\
& \leq C\|\psi\|_{H_{1}^{3}}\|v\|_{H^{3}}+\sum_{j=2}^{3} \widetilde{C}_{1}(j)\left\|\psi_{j}\right\|_{L_{2}(G)}\left\|\frac{\partial v_{j}}{\partial E}\right\|_{L_{2}(G)} \\
& +\sum_{j=2}^{3} \widetilde{C}_{1}(j)\left\|\psi_{j}\left(\cdot, E_{\min }, \cdot\right)\right\|_{L_{2}(V \times S)}\left\|v_{j}\left(\cdot, E_{\min }, \cdot\right)\right\|_{L_{2}(V \times S)} \\
& \leq \widetilde{C}\|\psi\|_{\widetilde{H}_{1}^{3}}\|v\|_{\tilde{H}^{3}},
\end{aligned}
$$

where $\widetilde{C}_{1}(j)=\left\|\tau_{j}^{\mathrm{r}}\right\|_{L_{\infty}(V \times I)}$.
Similarly, in the proof of the coercivity condition (4.14) of the coupled BTEs, one obtains for the bilinear form (4.26) of the coupled B-CSDAEs

$$
\begin{equation*}
B^{\mathrm{r}}(v, v)=\frac{1}{2} \sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} v_{j}^{2}|(\boldsymbol{\Omega} \cdot \boldsymbol{n})| \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}+\left\langle K^{\mathrm{r}} v, v\right\rangle_{L_{2}(G)^{3}} \tag{4.34}
\end{equation*}
$$

where $K^{\mathrm{r}} v=\left(K_{1} v, K_{2}^{\mathrm{r}} v, K_{3}^{\mathrm{r}} v\right)$ is defined by equations (3.30)-(3.32), which differ from the original BTE scattering terms only in the additional restricted stopping power terms $\tau_{j}^{\mathrm{r}}$ with the notations $\sigma_{j}=\sigma_{j}^{\mathrm{r}}$ and $\sigma_{j \rightarrow j}=\sigma_{j \rightarrow j}^{\mathrm{r}}$. Hence, one obtains for $K^{r}$

$$
\begin{equation*}
\left\langle K^{\mathrm{r}} v, v\right\rangle_{L_{2}(G)^{3}}=\langle K v, v\rangle_{L_{2}(G)^{3}}-\sum_{j=2}^{3}\left\langle\frac{\partial\left(\tau_{j}^{\mathrm{r}} v_{j}\right)}{\partial E}, v_{j}\right\rangle_{L_{2}(G)^{3}}, \tag{4.35}
\end{equation*}
$$

where $K v=\left(K_{1} v, K_{2} v, K_{3} v\right)$ is defined by equation (3.15) with $\sigma_{j}=\sigma_{j}^{\mathrm{r}}, \sigma_{j \rightarrow j}=$ $\sigma_{j \rightarrow j}^{\mathrm{r}}$ and $\sigma_{2 \rightarrow 3}=0$. When applying the conditions (4.27) and (4.28) to equation (4.35), one obtains

$$
\begin{equation*}
\left\langle K^{\mathrm{r}} v, v\right\rangle_{L_{2}(G)^{3}} \geq \kappa\|v\|_{L_{2}(G)^{3}}^{2}+\widetilde{c}\left\|v_{j}\left(\cdot, E_{\min }, \cdot\right)\right\|_{L_{2}(V \times S)}^{2} . \tag{4.36}
\end{equation*}
$$

Using equation (4.36) in equation (4.34) one obtains

$$
\begin{aligned}
\left|B^{\mathrm{r}}(v, v)\right| \geq & \frac{1}{2} \sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V} v_{j}^{2}|(\boldsymbol{\Omega} \cdot \boldsymbol{n})| \mathrm{d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& +\kappa\|v\|_{L_{2}(G)^{3}}^{2}+\widetilde{c}\left\|v_{j}\left(\cdot, E_{\min }, \cdot\right)\right\|_{L_{2}(V \times S)}^{2} \\
\geq & c\|v\|_{\widetilde{H}_{1}^{3}}^{2},
\end{aligned}
$$

where $c>0$.

Similarly as in Section 4.4, the bilinear form $B^{\mathrm{r}}(\cdot, \cdot)$ (defined by equation (4.26)) can be uniquely extended on $\widetilde{H}_{1}^{3} \times \widetilde{H}^{3}$ by the continuity (4.29) and the estimates (4.29) and (4.30) are valid for the extension, which is still denoted by $B^{\mathrm{r}}(\cdot, \cdot)$.

From Theorem 2, one obtains that the condition (4.27) holds, if the conditions (4.18)-(4.19) are valid with $\sigma_{j}=\sigma_{j}^{\mathrm{r}}, \sigma_{j \rightarrow j}=\sigma_{j \rightarrow j}^{\mathrm{r}},(j=2,3)$ and $\sigma_{2 \rightarrow 3}=0$. Also for the restricted cross sections, the conditions (4.18)-(4.19) have physical foundations, because the restricted scattering cross section $\sigma_{s}^{\mathrm{r}}$ is achieved by integrating the restricted differential cross section $\sigma_{j^{\prime} \rightarrow j}$, in which the particle $j^{\prime}$ is scattered to different type of particle $j$. The restricted absorption cross section $\sigma_{a}^{\mathrm{r}}$ is achieved by integrating the restricted differential cross section $\sigma_{j \rightarrow j}^{\mathrm{r}}$, in which the energy and angle of particle $j$ is changed. In fact, this results $\alpha=0$, but small constant can be added to the restricted total cross sections such that the conditions (4.18)-(4.19) are fulfilled.

If one makes some assumptions for the shapes of the restricted stopping powers $\tau_{j}^{\mathrm{r}}(j=2,3)$, then it is possible to formulate the following theorem for the coupled B-CSDAEs. Here also a consideration of the condition (4.27) is included.

Theorem 4 Assume that

$$
\begin{aligned}
& \sigma_{1}(\boldsymbol{x}, E), \sigma_{2}^{\mathrm{r}}(\boldsymbol{x}, E), \sigma_{3}^{\mathrm{r}}(\boldsymbol{x}, E) \in \mathcal{C}(\bar{V} \times I) \\
& \sigma_{j \rightarrow j}^{\mathrm{r}}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right), \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \in \mathcal{C}\left(\bar{V} \times I^{2} \times S^{2}\right)\left(j^{\prime} \neq j\right) \\
& \frac{\partial \tau_{2}^{\mathrm{r}}}{\partial E}(\boldsymbol{x}, E), \frac{\partial \tau_{3}^{\mathrm{r}}}{\partial E}(\boldsymbol{x}, E) \in \mathcal{C}(\bar{V} \times I) \\
& \tau_{2}^{\mathrm{r}}(\boldsymbol{x}, E) \geq 0, \tau_{3}^{\mathrm{r}}(\boldsymbol{x}, E) \geq 0
\end{aligned}
$$

Suppose that there exists $\alpha>0$ such that the conditions (4.18-4.19) are valid with $\sigma_{j}=\sigma_{j}^{\mathrm{r}}, \sigma_{j \rightarrow j}=\sigma_{j \rightarrow j}^{\mathrm{r}},(j=2,3)$ and $\sigma_{2 \rightarrow 3}=0$. Then there exists $\kappa$ such that the inequality (4.27) holds.

Further, assume that $I=\left[E_{\min }, E_{\max }\right]$ and that for the restricted stopping powers $\tau_{j}^{\mathrm{r}}$

$$
\begin{equation*}
\frac{\partial \tau_{j}^{\mathrm{r}}}{\partial E}(\boldsymbol{x}, E) \leq 0, \quad E \in I, \quad \boldsymbol{x} \in V \tag{4.37}
\end{equation*}
$$

holds. Then there exists $\widetilde{c}>0$ such that the inequality (4.28) holds.
Proof. The condition (4.27) has already been proven to hold in the proof of Theorem 2, if the conditions (4.18)-(4.19) are valid. Now only some of the cross sections have been changed to the restricted cross sections, which does not change the proofing procedure.

To prove the condition (4.28) denote $P:=-\left\langle\frac{\partial\left(\tau_{j}^{\mathrm{r}} v_{j}\right)}{\partial E}, v_{j}\right\rangle_{L_{2}(G)}$, where $v_{j} \in$ $\mathcal{C}_{V, E, 0}^{1}$. It can be shown that $P \geq \widetilde{c}\left\|v_{j}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right)\right\|_{L_{2}(V \times S)}^{2}$, if the assumption (4.37) is fulfilled. Now $P$ can be cast into the form

$$
\begin{equation*}
P=\int_{S} \int_{V}\left(\int_{I}-\tau_{j}^{\mathrm{r}} v_{j} \frac{\partial v_{j}}{\partial E} \mathrm{~d} E+\int_{I}-\frac{\partial \tau_{j}^{\mathrm{r}}}{\partial E} v_{j}^{2} \mathrm{~d} E\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\Omega} \tag{4.38}
\end{equation*}
$$

where the differentiation by parts is employed. The first energy integral in equation (4.38) $\int_{I}-\tau_{j}^{\mathrm{r}} v_{j} \frac{\partial v_{j}}{\partial E} \mathrm{~d} E$ can be performed using the generalized Mean Value Theorem, if $\tau_{j}^{\mathrm{r}}$ is monotonic in the integration interval. The second energy integral in equation (4.38) can be approximated as $\int_{I}-\frac{\partial \tau_{j}^{r}}{\partial E} v_{j}^{2} \mathrm{~d} E \geq 0$, because the integrand $-\frac{\partial \tau_{j}^{\mathrm{r}}}{\partial E} v_{j}^{2} \geq 0$, when the condition (4.37) holds. Hence, from equation (4.38) one receives $(\xi \in I)$

$$
\begin{aligned}
P & \geq \int_{S} \int_{V}-\left.\frac{1}{2} \tau_{j}^{\mathrm{r}}(\boldsymbol{x}, \xi) v_{j}^{2}\right|_{E_{\min }} ^{E_{\max }} \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\Omega} \\
& =\int_{S} \int_{V}-\frac{1}{2} \tau_{j}^{\mathrm{r}}(\boldsymbol{x}, \xi)\left(v_{j}^{2}\left(\boldsymbol{x}, E_{\max }, \boldsymbol{\Omega}\right)-v_{j}^{2}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right)\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\Omega} \\
& =\int_{S} \int_{V} \frac{1}{2} \tau_{j}^{\mathrm{r}}(\boldsymbol{x}, \xi) v_{j}^{2}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\Omega} \\
& \geq \int_{S} \int_{V} \frac{1}{2} \tau_{j}^{\mathrm{r}}\left(\boldsymbol{x}, E_{\max }\right) v_{j}^{2}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\Omega} \\
& \geq \widetilde{c}_{2}\left\|v_{j}\left(\boldsymbol{x}, E_{\min }, \boldsymbol{\Omega}\right)\right\|_{L_{2}(V \times S)}^{2}
\end{aligned}
$$

where $\widetilde{c}_{2}=\inf _{\boldsymbol{x} \in V} \tau_{j}^{\mathrm{r}}\left(\boldsymbol{x}, E_{\max }\right) \geq 0$.
Besides of the condition (4.37) for the shape of the restricted stopping power function $\tau_{j}^{\mathrm{r}}$, it is possible to prove similar results for different conditions. Here only this simple case is studied, because $\tau_{j}^{\mathrm{r}}$ is based on physical data with the choice of cut-off energy, which can be selected such that the condition (4.37) holds. However, $\tau_{j}^{\mathrm{r}}$ may have different shapes depending on the energy and one should ensure that the condition (4.28) is fulfilled. For example, by direct computations it is not possible to fulfill condition (4.28) for $\tau_{j}^{\mathrm{r}}$, which is of the form

$$
\begin{aligned}
& \frac{\partial \tau_{j}^{\mathrm{r}}}{\partial E}(\boldsymbol{x}, E) \leq 0, E \in\left[E_{\min }, E_{\mathrm{f}}\right], \boldsymbol{x} \in V \\
& \left.\left.\frac{\partial \tau_{j}^{\mathrm{r}}}{\partial E}(\boldsymbol{x}, E)>0, E \in\right] E_{\mathrm{f}}, E_{\max }\right], \boldsymbol{x} \in V
\end{aligned}
$$

where $I=\left[E_{\min }, E_{\mathrm{f}}\right] \cup\left[E_{\mathrm{f}}, E_{\mathrm{max}}\right]$. Thus, one should select the cut-off energy such that $\tau_{j}^{\mathrm{r}}$ fulfills the requirement (4.37) or to prove that the condition (4.28) is valid for $\tau_{j}^{\mathrm{r}}$, which has different shape from the presented ones. Also one could try to prove the coercivity and boundedness conditions in different spaces than used in here.

The presented Theorems 3 and 4 give foundations to prove the existence of the solution of the coupled B-CSDAEs when combined with Lemma 1. Theorem 4 gives suggestions what should be demanded on the cross sections and restricted stopping power data.

### 4.7 Numerical methods

FEM can be used to find a numerical approximation for the weak solution $\psi \in H^{3}$ or $\widetilde{H}^{3}$ of the transport problems (4.8) or (4.25) with the stated boundary conditions
(3.19) or (3.20). The systems of linear equations resulted from the variational forms of the coupled BTE and coupled B-CSDAEs can be derived. Before FEM can be used, one should assure the convergence of the FEM. Also one has to choose the basis functions and compute the related integrals. After the linear system is formulated, one has to use some numerical method to solve the system of linear equations. These issues are discussed in the following subsections.

### 4.7.1 On the FEM convergence

The boundedness (4.13) and coercivity (4.14) conditions imply the Cea's estimate [53] of the variational problem (4.8) of the coupled BTEs. If same basis functions $\phi_{k}(k=1, \ldots, N)$ are used for all particles, one defines a linear hull $X_{\mathrm{h}}=$ $\left[\left(\phi_{1}, 0,0\right),\left(\phi_{2}, 0,0\right), \ldots,\left(\phi_{N}, 0,0\right),\left(0, \phi_{1}, 0\right), \ldots,\left(0, \phi_{N}, 0\right),\left(0,0, \phi_{1}\right), \ldots,\left(0,0, \phi_{N}\right)\right]=$ [ $\Phi_{1}, \ldots, \Phi_{3 N}$ ], which is a finite dimensional subspace of $H^{3}$. The finite element approximation $\psi^{\mathrm{h}}=\left(\psi_{1}^{\mathrm{h}}, \psi_{2}^{\mathrm{h}}, \psi_{3}^{\mathrm{h}}\right)^{\mathrm{T}}$ of the solution vector $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}\right)^{\mathrm{T}}$ is defined as a linear combination of the basis functions $\Phi_{k}(k=1, \ldots, 3 N)$. That is, the finite element approximation is of the form

$$
\begin{equation*}
\psi^{\mathrm{h}}(\boldsymbol{x}, E, \boldsymbol{\Omega})=\sum_{k=1}^{3 N} \alpha_{k} \Phi_{k}^{\mathrm{T}}=\sum_{k=1}^{N}\left(\alpha_{(k)}, \alpha_{(k+N)}, \alpha_{(k+2 N)}\right)^{\mathrm{T}} \phi_{k}(\boldsymbol{x}, E, \boldsymbol{\Omega}) \tag{4.39}
\end{equation*}
$$

where $\alpha_{k}$ are the unknown parameters and are found by demanding

$$
\begin{equation*}
B\left(\psi^{\mathrm{h}}, v\right)=F_{j}(v)+q(v), \forall v \in X_{\mathrm{h}} \tag{4.40}
\end{equation*}
$$

If the assumptions of Theorem 1 are valid, the Cea's estimate [53] for the error $\psi-\psi^{\mathrm{h}}$ of the coupled BTEs is of the form

$$
\begin{equation*}
\left\|\psi-\psi^{\mathrm{h}}\right\|_{H_{1}^{3}} \leq \frac{C}{c} \inf _{w \in X_{\mathrm{h}}}\|\psi-w\|_{H^{3}} \tag{4.41}
\end{equation*}
$$

which can be used in principle to prove the convergence of the FEM, if for $\psi \in H^{3}$ there exists a family of $X_{\mathrm{h}}$ such that $\lim _{h \rightarrow 0} \inf _{w \in X_{\mathrm{h}}}\|\psi-w\|_{H^{3}}=0$.

The basis functions of the variational form (4.25) of the coupled B-CSDAEs has to be defined in the space $\widetilde{H}^{3}$. In fact, $X_{\mathrm{h}}$ can be used for the coupled B-CSDAEs, when the charged particle fluxes $\psi_{2}$ and $\psi_{3}$ are zeroed at maximum energy node. Basically this means that these rows and columns are removed from the resulted linear matrix equation. The finite element approximation (4.39) of the coupled B-CSDAEs is defined as a solution of the variational equation

$$
\begin{equation*}
B^{\mathrm{r}}\left(\psi^{\mathrm{h}}, v\right)=F_{j}(v)+q(v), \forall v \in X_{\mathrm{h}} \tag{4.42}
\end{equation*}
$$

If the assumptions of Theorem 3 are valid, then the error $\psi-\psi^{\mathrm{h}}$ satisfies the Cea's estimate

$$
\left\|\psi-\psi^{\mathrm{h}}\right\|_{\tilde{H}_{1}^{3}} \leq \frac{C}{c} \inf _{w \in X_{\mathrm{h}}}\|\psi-w\|_{\widetilde{H}^{3}}
$$

which gives basic estimate for the convergence analysis of the coupled B-CSDAEs. Here the details of the convergence analysis are omitted.

### 4.7.2 FEM matrix presentation of the coupled system

First the matrix presentation of the variational equation of the coupled BTEs is derived. The finite element approximation and variational problem are defined by equations (4.39) and (4.40), respectively. To test the validity of the variational equation, it is adequate to use the basis functions as test functions $v=\Phi_{l}$ $(l=1, \ldots, 3 N)$. The $j^{\text {th }}$ component of the vector $\Phi_{k}$ is denoted as $\Phi_{k, j}(j=1,2,3)$. Assume that $Q=\mathbf{0}$. With these definitions, one obtains a system of linear equations from the variational equation (4.40)

$$
\begin{equation*}
\left(\boldsymbol{A}_{1}+\boldsymbol{A}_{2}+\boldsymbol{A}_{3}\right) \alpha=\boldsymbol{b}_{j} \tag{4.43}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{3 N}\right)^{\mathrm{T}}$ and $\boldsymbol{A}_{i}, i=1,2,3$ are $3 N \times 3 N$ matrices such that

$$
\begin{gather*}
\boldsymbol{A}_{1}(l, k)=-\sum_{j=1}^{3}\left\langle\Phi_{k, j}, \boldsymbol{\Omega} \cdot \nabla \Phi_{l, j}\right\rangle_{L_{2}(G)}  \tag{4.44}\\
\boldsymbol{A}_{2}(l, k)=\sum_{j=1}^{3} \int_{S} \int_{I} \int_{\partial V}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{+} \Phi_{k, j} \Phi_{l, j} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}  \tag{4.45}\\
\boldsymbol{A}_{3}(l, k)=\sum_{j=1}^{3}\left\langle K_{j} \Phi_{k}, \Phi_{l, j}\right\rangle_{L_{2}(G)} \tag{4.46}
\end{gather*}
$$

where

$$
\begin{align*}
K_{j} \Phi_{k}= & -\int_{S} \int_{I} \sigma_{1 \rightarrow j} \Phi_{k, 1} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& -\int_{S} \int_{I} \sigma_{2 \rightarrow j} \Phi_{k, 2} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \\
& -\int_{S} \int_{I} \sigma_{3 \rightarrow j} \Phi_{k, 3} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}+\sigma_{j} \Phi_{k, j} \tag{4.47}
\end{align*}
$$

$\boldsymbol{b}_{j}(j=1,2)$ is a $3 N \times 1$ vector such that

$$
\begin{equation*}
\boldsymbol{b}_{j}(l)=\int_{S} \int_{I} \int_{\Gamma}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} \psi_{0} \Phi_{l, j} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \tag{4.48}
\end{equation*}
$$

The matrix presentation of the coupled B-CSDAEs is obtained form the variational form (4.42) and it is of the form

$$
\begin{equation*}
\left(\boldsymbol{A}_{1}+\boldsymbol{A}_{2}+\boldsymbol{A}_{3}^{\mathrm{r}}\right) \alpha=\boldsymbol{b}_{j} \tag{4.49}
\end{equation*}
$$

where $\boldsymbol{A}_{1}, \boldsymbol{A}_{2}$ and $\boldsymbol{b}_{j}$ are defined by equations (4.44), (4.45) and (4.48). Matrix $\boldsymbol{A}_{3}^{\mathrm{r}}$ is defined as

$$
\begin{equation*}
\boldsymbol{A}_{3}^{\mathrm{r}}(l, k)=\sum_{j=1}^{3}\left\langle K_{j}^{\mathrm{r}} \Phi_{k}, \Phi_{l, j}\right\rangle_{L_{2}(G)} \tag{4.50}
\end{equation*}
$$

where $K_{1} \Phi_{k}$ is defined by equation (4.47) and

$$
\begin{align*}
K_{2}^{\mathrm{r}} \Phi_{k}= & \sigma_{2}^{\mathrm{r}} \Phi_{k, 2}-\int_{I} \int_{S} \sigma_{1 \rightarrow 2} \Phi_{k, 1} \mathrm{~d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}  \tag{4.51}\\
& -\int_{I} \int_{S} \sigma_{2 \rightarrow 2}^{\mathrm{r}} \Phi_{k, 2} \mathrm{~d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}-\frac{\partial\left(\tau_{2}^{\mathrm{r}} \Phi_{k, 2}\right)}{\partial E} \\
& -\int_{I} \int_{S} \sigma_{3 \rightarrow 2} \Phi_{k, 3} \mathrm{~d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime} \\
K_{3}^{\mathrm{r}} \Phi_{k}= & \sigma_{3}^{\mathrm{r}} \Phi_{k, 3}-\int_{I} \int_{S} \sigma_{1 \rightarrow 3} \Phi_{k, 1} \mathrm{~d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}  \tag{4.52}\\
& -\int_{I} \int_{S} \sigma_{3 \rightarrow 3}^{\mathrm{r}} \Phi_{k, 3} \mathrm{~d} E^{\prime} \mathrm{d} \boldsymbol{\Omega}^{\prime}-\frac{\partial\left(\tau_{3}^{\mathrm{r}} \Phi_{k, 3}\right)}{\partial E}
\end{align*}
$$

The matrices $\boldsymbol{A}:=\boldsymbol{A}_{1}+\boldsymbol{A}_{2}+\boldsymbol{A}_{3}$ or $\boldsymbol{A}^{\mathrm{r}}:=\boldsymbol{A}_{1}+\boldsymbol{A}_{2}+\boldsymbol{A}_{3}^{\mathrm{r}}$ are sparse, from which each consist of nine smaller sparse matrices. The matrices $\boldsymbol{A}_{3}$ or $\boldsymbol{A}_{3}^{\mathrm{r}}$ couple the system of BTEs. Also it is worth noting that in equations (4.44) and (4.45) only one of the summing terms $j=1,2,3$ is nonzero depending on the values of $k$ and $l$.

### 4.7.3 Separable basis functions

To construct the presented linear systems (4.43) or (4.49), one has to select basis functions and compute the integrals. Typically, separable basis functions $\phi_{k}=\phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}(\boldsymbol{x}) \phi_{k_{\mathrm{e}}}^{E}(E) \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}}(\boldsymbol{\Omega})(k=1, \ldots, N)$ are used to present the unknown flux $\psi^{\mathrm{h}}(\boldsymbol{x}, E, \boldsymbol{\Omega})$ and the same basis functions are used for all particles. Hence,

$$
\psi^{\mathrm{h}}(\boldsymbol{x}, E, \boldsymbol{\Omega})=\sum_{k_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{k_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \sum_{k_{\mathrm{o}}=1}^{N_{\mathrm{o}}}\left(\alpha_{k}, \alpha_{k+N}, \alpha_{k+2 N}\right)^{\mathrm{T}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}(\boldsymbol{x}) \phi_{k_{\mathrm{e}}}^{E}(E) \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}}(\boldsymbol{\Omega}),
$$

where $\phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}(\boldsymbol{x})\left(k_{\mathrm{s}}=1, \ldots N_{\mathrm{s}}\right), \phi_{k_{\mathrm{e}}}^{E}(E)\left(k_{\mathrm{e}}=1, \ldots N_{\mathrm{e}}\right)$ and $\phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}}(\boldsymbol{\Omega})\left(k_{\mathrm{o}}=1, \ldots N_{\mathrm{o}}\right)$ are the basis functions for the spatial, energy and angular grids, respectively. $N_{\mathrm{s}}, N_{\mathrm{e}}, N_{\mathrm{o}}$ denote the number of nodal points in each grid and $N=N_{\mathrm{s}} N_{\mathrm{e}} N_{\mathrm{o}}$. The index $k$ is a function of $\left(k_{\mathrm{s}}, k_{\mathrm{e}}, k_{\mathrm{o}}\right)$ and depends on the order of Kronecker tensor product. For example, here it is chosen $k=k_{\mathrm{o}}+\left(k_{\mathrm{e}}-1\right) N_{\mathrm{o}}+\left(k_{\mathrm{s}}-1\right) N_{\mathrm{e}} N_{\mathrm{o}}$. The separation of the test function gives $\phi_{l}=\phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}(\boldsymbol{x}) \phi_{l_{\mathrm{e}}}^{E}(E) \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}}(\boldsymbol{\Omega})$. The indexes $l$ and $k$ refer to rows and columns in the matrices, respectively. The index $l$ is a function of $\left(l_{\mathrm{s}}, l_{\mathrm{e}}, l_{\mathrm{o}}\right)$ similarly as for $k$.

Also the cross section and stopping power data is presented using the same basis functions. In the case of isotropic scattering, one obtains for the total cross section

$$
\sigma_{j}(\boldsymbol{x}, E)=\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \sigma_{d}^{j} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{d_{\mathrm{e}}}^{E}
$$

where $\sigma_{d}^{j}$ is the value of $\sigma_{j}(\boldsymbol{x}, E)$ in a node, which is indexed as $d$, which is a
function of $\left(d_{\mathrm{s}}, d_{\mathrm{e}}\right)$ as above for $k$. For the restricted stopping power

$$
\tau_{j}^{\mathrm{r}}(\boldsymbol{x}, E)=\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \tau_{d}^{j, r} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{d_{\mathrm{e}}}^{E}
$$

where $\tau_{d}^{j, r}$ is the value of $\tau^{\mathrm{r}}(\boldsymbol{x}, E)$ in a node, which is indexed similarly as that for the total cross section. For the differential cross section

$$
\sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right)=\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \sum_{d_{\mathrm{e}}^{\prime}=1}^{N_{\mathrm{e}}} \sum_{d_{\mathrm{o}}=1}^{N_{\mathrm{o}}} \sum_{d_{\mathrm{o}}^{\prime}=1}^{N_{\mathrm{o}}} \sigma_{d d}^{j^{\prime} \rightarrow j} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{d_{\mathrm{e}}}^{E} \phi_{d_{\mathrm{e}}^{\prime}}^{E} \phi_{d_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{d_{\mathrm{o}}^{\prime}}^{\boldsymbol{\Omega}}
$$

where $d d$ is a function of $\left(d_{\mathrm{s}}, d_{\mathrm{e}}, d_{\mathrm{e}}^{\prime}, d_{\mathrm{o}}, d_{\mathrm{o}}^{\prime}\right)$ as above for $k$ and $\sigma_{d d}^{j^{\prime} \rightarrow j}$ is the value of $\sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right)$ in a related node. Similar expressions can be derived for the restricted cross sections.

Because the differential cross sections are usually nearly delta-function shaped with respect to energy or angle and because in FEM with linear basis the deltafunctions have always some width, depending on the discretization, the differential cross sections are normalized such that the normalization condition

$$
\sigma_{d d}^{j^{\prime} \rightarrow j} \int_{S} \int_{I} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{d_{\mathrm{e}}}^{E} \phi_{d_{\mathrm{e}}^{\prime}}^{E} \phi_{d_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{d_{\mathrm{o}}^{\prime}}^{\boldsymbol{\Omega}} \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega}=\int_{S_{d d}} \int_{I_{d d}} \sigma_{j^{\prime} \rightarrow j}\left(\boldsymbol{x}, E^{\prime}, E, \boldsymbol{\Omega}^{\prime}, \boldsymbol{\Omega}\right) \mathrm{d} E \mathrm{~d} \boldsymbol{\Omega}
$$

is fulfilled for every $d d$. The sub-domains $S_{d d}$ and $I_{d d}$ include the elements, which are connected to the nodes $d_{\mathrm{o}}$ and $d_{\mathrm{e}}$, respectively. The normalization condition means for example that one divides the differential cross section values $\sigma_{d d}$ by the value of the integral $\int_{S_{d d}} \phi_{d_{\mathrm{o}}}^{\Omega} \mathrm{d} \boldsymbol{\Omega}$ if the differential cross section is delta-function shaped with respect to angle. Clearly, this normalization is needed in order the conditions for the cross sections (4.18) and (4.19) to hold.

As mentioned earlier the matrices $\boldsymbol{A}$ or $\boldsymbol{A}^{\mathrm{r}}$ consist of nine smaller matrices, which means that the linear system $\boldsymbol{A} \alpha=\boldsymbol{b}_{j}$ defined by (4.43) is of the form

$$
\left(\begin{array}{ccc}
A_{1 \rightarrow 1} & D_{2 \rightarrow 1} & D_{3 \rightarrow 1}  \tag{4.53}\\
D_{1 \rightarrow 2} & A_{2 \rightarrow 2} & D_{3 \rightarrow 2} \\
D_{1 \rightarrow 3} & \mathbf{0} & A_{3 \rightarrow 3}
\end{array}\right) \alpha=\boldsymbol{b}_{j}
$$

where $\boldsymbol{b}_{j}$ depends on the boundary condition and has a form

$$
\boldsymbol{b}_{1}=\left(\begin{array}{c}
b  \tag{4.54}\\
\mathbf{0} \\
\mathbf{0}
\end{array}\right), \quad \boldsymbol{b}_{2}=\left(\begin{array}{l}
\mathbf{0} \\
b \\
\mathbf{0}
\end{array}\right)
$$

where $j=1$ indicates photon boundary condition (3.19) and $j=2$ electron boundary condition (3.20). The matrices $A_{j \rightarrow j}$ and $D_{j^{\prime} \rightarrow j}\left(j=1,2,3, j^{\prime}=1,2,3, j^{\prime} \neq\right.$
j) can be formed for separable basis functions as

$$
\begin{align*}
& A_{j \rightarrow j}(l, k)=\int_{I} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E( -\int_{V} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \varphi \sin \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
&-\int_{V} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{S} \sin \varphi \sin \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
&-\int_{V} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
&\left.+\sum_{i=1}^{N_{\partial V}} \int_{\partial V_{i}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{s} \int_{S}\left(\boldsymbol{\Omega} \cdot \boldsymbol{n}_{i}\right)_{+} \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega}\right) \\
&+ \sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \sigma_{d}^{j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \int_{S} \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
&-\sum_{d d} \sigma_{d d}^{j \rightarrow j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{I} \phi_{d_{\mathrm{e}}^{\prime}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \\
& \cdot \int_{S} \phi_{d_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \int_{S} \phi_{d_{\mathrm{o}}^{\prime}}^{\boldsymbol{\Omega}} \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \tag{4.55}
\end{align*}
$$

and

$$
\begin{align*}
D_{j^{\prime} \rightarrow j}(l, k)= & -\sum_{d d} \sigma_{d d}^{j^{\prime} \rightarrow j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{I} \phi_{d_{\mathrm{e}}^{\prime}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \\
& \cdot \int_{S} \phi_{d_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \int_{S} \phi_{d_{\mathrm{o}}^{\prime}}^{\boldsymbol{\Omega}} \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \tag{4.56}
\end{align*}
$$

In the previous equations (4.55) and (4.56), $\sigma_{d d}^{j^{\prime} \rightarrow j}$ is the differential cross section value, in which particle $j^{\prime}$ is changed into particle $j$, similarly $\sigma_{d d}^{j \rightarrow j}$ is the differential cross section value, in which the direction and angle of particle $j$ are changed, and $\sigma_{d}^{j}$ is the total cross section value for particle $j$. The boundary $\partial V$ is assumed to consist of surfaces $\partial V_{i} i=1, \ldots, N_{\partial V}$, where the outward normal $\boldsymbol{n}_{i}$ does not depend on $\boldsymbol{x}$ (that is V is polyhedron). For example for cubic domain in 3D $N_{\partial V}=6$ and the outward unit normals are $\boldsymbol{n}_{1}=(1,0,0), \boldsymbol{n}_{2}=(-1,0,0), \boldsymbol{n}_{3}=(0,1,0), \boldsymbol{n}_{4}=(0,-1,0), \boldsymbol{n}_{5}=(0,0,1)$ and $\boldsymbol{n}_{6}=(0,0,-1)$.

The known flux at the boundary $\psi_{0}$ can be written using the same separable basis functions by assuming $\psi_{0}(\boldsymbol{x}, E, \boldsymbol{\Omega})=0$, when $\boldsymbol{x} \in V \backslash \Gamma$. Thus,

$$
\begin{equation*}
\psi_{0}(\boldsymbol{x}, E, \boldsymbol{\Omega})=\sum_{i_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{i_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \sum_{i_{\mathrm{o}}=1}^{N_{\mathrm{o}}} \Psi_{i}^{0} \phi_{i_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{i_{\mathrm{e}}}^{E} \phi_{i_{\mathrm{o}}}^{\boldsymbol{\Omega}}, \tag{4.57}
\end{equation*}
$$

where $i$ is a function of $\left(i_{\mathrm{s}}, i_{\mathrm{e}}, i_{\mathrm{o}}\right)$ similarly as for the index $k$. The nonzero values of $\Psi_{i}^{0}$ are the values of the incoming flux at $\Gamma$. Because all the nodes are included in the basis system, there are quite many zeros in the vector $\Psi^{0}=\left(\Psi_{1}^{0}, \ldots, \Psi_{3 N}^{0}\right)$.

The vector $b$ can be easily computed from equation $b=M_{\mathrm{b}} \Psi^{0}$, where the elements of the matrix $M_{\mathrm{b}}$ are

$$
\begin{equation*}
M_{\mathrm{b}}(l, i)=\left(\sum_{j=1}^{N_{V}} \int_{\partial V_{j}} \phi_{i_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{s} \int_{S}\left(\boldsymbol{\Omega} \cdot \boldsymbol{n}_{j}\right)_{-} \phi_{i_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega}\right) \int_{I} \phi_{i_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E . \tag{4.58}
\end{equation*}
$$

Originally in equation (4.48), there is an integration over $\Gamma$. In equation (4.58), it is possible to integrate over the whole boundary $\partial V$, because the integration over $\Gamma$ is accounted in the coefficient vector $\Psi^{0}$. Now it is easy to use the same boundary integrations as needed for $A_{j^{\prime} \rightarrow j}$ matrices.

The previous integral equations are for the linear system (4.43). Similarly one obtains the integral equations for the linear system (4.49) of the coupled BCSDAEs, which is of the form

$$
\left(\begin{array}{ccc}
A_{1 \rightarrow 1}^{\mathrm{r}} & D_{2 \rightarrow 1} & D_{3 \rightarrow 1}  \tag{4.59}\\
D_{1 \rightarrow 2} & A_{2 \rightarrow 2}^{\mathrm{r}} & D_{3 \rightarrow 2} \\
D_{1 \rightarrow 3} & \mathbf{0} & A_{3 \rightarrow 3}^{\mathrm{r}}
\end{array}\right) \alpha=\boldsymbol{b}_{j},
$$

where $\boldsymbol{b}_{j}$ is defined by equation (4.54) and the matrices $D_{j^{\prime} \rightarrow j}$ are as those in equation (4.56). The matrix $A_{j \rightarrow j}^{\mathrm{r}}(j=1,2,3)$ is

$$
\begin{align*}
A_{j \rightarrow j}^{\mathrm{r}}(l, k)= & A_{j \rightarrow j}(l, k)-\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \tau_{d}^{\mathrm{r}, j} \int_{I} \frac{\partial\left(\phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E}\right)}{\partial E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \\
& \cdot \int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \int_{S} \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \tag{4.60}
\end{align*}
$$

where $A_{j \rightarrow j}(l, k)$ is obtained from equation (4.55) with restricted cross sections $\sigma_{d}^{\mathrm{r}, j}$ and $\sigma_{d d}^{\mathrm{r}, j \rightarrow j}$.

The previous equations are written for the 3D case. In the simulations also 2D spatial geometry is used. Then it is assumed that the particles travel and scatter in the spatial 2D plane, in which $\boldsymbol{x}=\left(x_{2}, x_{3}\right)$, and the scattering out of the plane is neglected. Hence, the angular variable is $\theta \in\left[0,2 \pi\left[\right.\right.$ and $\boldsymbol{\Omega}_{2 \mathrm{D}}=(\sin \theta, \cos \theta)$ meaning that $\theta=0$ is toward $x_{3}$-axis. The angular integrals are now line integrals over $\theta \in\left[0,2 \pi\left[\right.\right.$ and the angular basis function is denoted by $\phi_{k_{\mathrm{o}}}^{\theta}\left(k_{\mathrm{o}}=1, \ldots, N_{\mathrm{o}}\right)$. The surface integral is also a line integral. The boundary $\partial V$ is assumed to consists of lines $\partial V_{i}\left(i=1, \ldots, N_{\partial V}\right)$, in which the normal vector $\boldsymbol{n}_{i}$ has constant values. For example in rectangular domain $N_{\partial V}=4$ and $\boldsymbol{n}_{1}=(1,0), \boldsymbol{n}_{2}=(0,1), \boldsymbol{n}_{3}=$ $(-1,0), \boldsymbol{n}_{4}=(0,-1)$.

In 2D geometry, the matrices in the linear system (4.53) are of the form

$$
\begin{align*}
& A_{j \rightarrow j}(l, k)=\int_{I} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E( -\int_{V} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \sin \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \\
&-\int_{V} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \cos \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \\
&\left.+\sum_{i=1}^{N_{\partial V}} \int_{\partial V_{i}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{s} \int_{0}^{2 \pi}\left(\boldsymbol{\Omega}_{2 \mathrm{D}} \cdot \boldsymbol{n}_{i}\right)_{+} \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right) \\
&+\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \sigma_{d}^{j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \int_{0}^{2 \pi} \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta  \tag{4.61}\\
&- \sum_{d d} \sigma_{d d}^{j \rightarrow j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{I} \phi_{d_{\mathrm{e}}^{\prime}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \int_{0}^{2 \pi} \phi_{d_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \int_{0}^{2 \pi} \phi_{d_{\mathrm{o}}^{\prime}}^{\theta} \phi_{k_{\mathrm{o}}}^{\theta} \mathrm{d} \theta
\end{align*}
$$

and

$$
\begin{align*}
D_{j^{\prime} \rightarrow j}(l, k)= & -\sum_{d d} \sigma_{d d}^{j^{\prime} \rightarrow j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{I} \phi_{d_{\mathrm{e}}^{\prime}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \\
& \cdot \int_{0}^{2 \pi} \phi_{d_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \int_{0}^{2 \pi} \phi_{d_{\mathrm{o}}^{\prime}}^{\theta} \phi_{k_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \tag{4.62}
\end{align*}
$$

The vector $\boldsymbol{b}_{j}$ is achieved similarly as in 3D case. The elements of the matrix $M_{\mathrm{b}}$ are similar to those described in equation (4.58), in which now the angular integral is changed to $\int_{0}^{2 \pi}\left(\boldsymbol{\Omega}_{2 \mathrm{D}} \cdot \boldsymbol{n}_{i}\right)_{-} \phi_{i_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta$ and the surface integral is a line integral. Similar changes can be made to equation (4.60) to obtain the equation for the matrix $A_{j \rightarrow j}^{\mathrm{r}}$ in the coupled B-CSDAEs.

### 4.7.4 Stream-line diffusion method

The matrices $A_{j \rightarrow j}$ or $A_{j \rightarrow j}^{\mathrm{r}}(j=1,2,3)$ contain gradient term, which may produce instability in the solution of the linear systems (4.43) or (4.49) [102, 75]. The system can be stabilized using stream-line diffusion method, in which the test function is chosen to be $v+\delta \boldsymbol{\Omega} \cdot \nabla v$, where $\delta>0$. The parameter $\delta$ may depend for example on the spatial discretization and the values of the cross sections. For example,

$$
\begin{equation*}
\delta_{l, k}^{j}=c \min _{d_{\mathrm{e}} \in\left\{1, \ldots, N_{e}\right\}}\left\{\left(\sigma_{d}^{j}\right)^{-1}\right\}, \tag{4.63}
\end{equation*}
$$

where $l, k$ refer to nodes and $c$ is a small constant [103]. This stabilizes the system of linear equations and fastens the convergence of the solution method.

In the stream-line diffusion method, the variational form is achieved by applying the test function $v+\delta \boldsymbol{\Omega} \cdot \nabla v$ in equation (4.3) resulting (assuming $Q_{j}=0(j=$ $1,2,3)$ )

$$
\langle T \psi, v\rangle_{L_{2}(G)^{3}}+\langle K \psi, v\rangle_{L_{2}(G)^{3}}+\langle T \psi+K \psi, \delta \boldsymbol{\Omega} \cdot \nabla v\rangle_{L_{2}(G)^{3}}=0 .
$$

Then the Green's formula (4.5) is applied to the first term as in Section 4.3 and the variational form of the coupled BTE (3.14) with the stated incoming photon (3.19) or electron (3.20) boundary conditions using the stream-line diffusion method is

$$
\begin{equation*}
B(\psi, v)+B_{\mathrm{sd}}(\psi, v)=F_{j}(v), v \in H^{3} \tag{4.64}
\end{equation*}
$$

where $B(\psi, v)$ and $F_{j}(v)\left(Q_{j}=0\right)$ are defined by equations (4.9),(4.10) and where

$$
\begin{equation*}
B_{\mathrm{sd}}(\psi, v)=\sum_{j=1}^{3}\left\langle\boldsymbol{\Omega} \cdot \nabla \psi_{j}, \delta \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)}+\sum_{j=1}^{3}\left\langle K_{j} \psi, \delta \boldsymbol{\Omega} \cdot \nabla v_{j}\right\rangle_{L_{2}(G)} \tag{4.65}
\end{equation*}
$$

Similarly, the variational form of the coupled B-CSDAEs with the stream-line diffusion method is

$$
\begin{equation*}
B^{\mathrm{r}}(\psi, v)+B_{\mathrm{sd}}^{\mathrm{r}}(\psi, v)=F_{j}(v), v \in H^{3} \tag{4.66}
\end{equation*}
$$

where $B^{\mathrm{r}}(\psi, v)$ is obtained from equation (4.26) and $B_{\mathrm{sd}}^{\mathrm{r}}(\psi, v)$ is similar to equation (4.65) with $K_{j} \psi=K_{j}^{\mathrm{r}} \psi$ defined by the equations (4.47), (4.51) and (4.52).

If separable basis functions are used as test functions the variational form (4.64) results in a linear system $\boldsymbol{A}_{\mathrm{sd}} \alpha=\boldsymbol{b}_{j}$, which is of the form

$$
\left(\begin{array}{ccc}
A_{1 \rightarrow 1}^{\mathrm{sd}} & D_{2 \rightarrow 1}^{\mathrm{sd}} & D_{3 \rightarrow 1}^{\mathrm{sd}}  \tag{4.67}\\
D_{1 \rightarrow 2}^{\mathrm{sd}} & A_{2 \rightarrow 2}^{\mathrm{sd}} & D_{3 \rightarrow 2}^{\mathrm{sd}} \\
D_{1 \rightarrow 3}^{\mathrm{sd}} & \mathbf{0} & A_{3 \rightarrow 3}^{\mathrm{sd}}
\end{array}\right) \alpha=\boldsymbol{b}_{j},
$$

where $\boldsymbol{b}_{j}$ is defined by equation (4.54). The elements of the matrix $A_{j \rightarrow j}^{\text {sd }}$ are

$$
\begin{equation*}
A_{j \rightarrow j}^{\mathrm{sd}}(l, k)=A_{j \rightarrow j}(l, k)+\delta_{l, k}^{j}\left(A_{1}^{\mathrm{sd}}(l, k)+A_{2}^{\mathrm{sd}}(l, k)\right), \tag{4.68}
\end{equation*}
$$

where $A_{j \rightarrow j}(l, k)$ is defined by equation (4.55) and where $A_{1}^{\mathrm{sd}}(l, k)$ is of the form

$$
\begin{align*}
A_{1}^{\mathrm{sd}}(l, k)= & \int_{I} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E\left(\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos ^{2} \varphi \sin ^{2} \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega}\right. \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \frac{\partial \phi_{l_{s_{\mathrm{s}}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \varphi \sin \varphi \sin ^{2} \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \varphi \cos \theta \sin \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \varphi \sin \varphi \sin ^{2} \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{S} \sin ^{2} \varphi \sin ^{2} \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{S} \sin \varphi \cos \theta \sin \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \varphi \cos \theta \sin \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{S} \sin \varphi \cos \theta \sin \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
& \left.+\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos { }^{2} \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega}\right) \tag{4.69}
\end{align*}
$$

and $A_{2}^{\text {sd }}(l, k)$ is of the form

$$
\begin{align*}
A_{2}^{\mathrm{sd}}(l, k)= & \left(\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \sigma_{d}^{j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E\right. \\
& \left.-\sum_{d d} \sigma_{d d}^{j \rightarrow j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{S} \phi_{d_{\mathrm{o}}^{\prime}}^{\boldsymbol{\Omega}} \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega}\right) \\
& \cdot\left(\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \varphi \sin \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega}\right. \\
& +\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{S} \sin \varphi \sin \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \\
& \left.+\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \theta \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega}\right) \tag{4.70}
\end{align*}
$$

The elements of the matrix $D_{j^{\prime} \rightarrow j}^{\text {sd }}$ are

$$
\begin{align*}
D_{j^{\prime} \rightarrow j}^{\mathrm{sd}}(l, k)= & D_{j^{\prime} \rightarrow j}(l, k)-\delta_{l, k}^{j} \sum_{d d} \sigma_{d d}^{j^{\prime} \rightarrow j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{I} \phi_{d_{\mathrm{e}}^{\prime}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \\
& \cdot \int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \int_{S} \phi_{d_{\mathrm{o}}}^{\boldsymbol{\Omega}} \phi_{l_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \int_{S} \phi_{d_{\mathrm{o}}^{\prime}}^{\boldsymbol{\Omega}} \phi_{k_{\mathrm{o}}}^{\boldsymbol{\Omega}} \mathrm{d} \boldsymbol{\Omega} \tag{4.71}
\end{align*}
$$

where $D_{j^{\prime} \rightarrow j}(l, k)$ is defined by equation (4.56).

Similarly for the variational form (4.66), the linear system $\boldsymbol{A}_{\mathrm{sd}}^{\mathrm{r}} \alpha=\boldsymbol{b}_{j}$ is obtained and it is of the form

$$
\left(\begin{array}{ccc}
A_{1 \rightarrow 1}^{\mathrm{r}, \mathrm{sd}} & D_{2 \rightarrow 1}^{\mathrm{sd}} & D_{3 \rightarrow 1}^{\mathrm{sd}}  \tag{4.72}\\
D_{1 \rightarrow 2}^{\mathrm{sd}} & A_{2 \rightarrow 2}^{\mathrm{r}, \mathrm{sd}} & D_{3 \rightarrow 2}^{\mathrm{sd}} \\
D_{1 \rightarrow 3}^{\mathrm{sd}} & \mathbf{0} & A_{3 \rightarrow 3}^{\mathrm{r}, \text { sd }}
\end{array}\right) \alpha=\boldsymbol{b}_{j}
$$

where $\boldsymbol{b}_{j}$ is defined by equation (4.54) and $D_{j^{\prime} \rightarrow j}^{\mathrm{sd}}$ by equation (4.56). The elements of the matrix $A_{j \rightarrow j}^{\mathrm{r}, \text { sd }}(j=1,2,3)$ are

$$
\begin{align*}
A_{j \rightarrow j}^{\mathrm{r}, \mathrm{sd}}(l, k)= & A_{j \rightarrow j}^{\mathrm{sd}}(l, k)-\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \tau_{d}^{\mathrm{r}, j} \int_{I} \frac{\partial \phi_{d_{\mathrm{o}}}^{E} \phi_{k_{\mathrm{e}}}^{E}}{\partial E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \\
& \cdot\left[\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{x} \mathrm{~d} x \int_{S} \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right. \\
& +\delta_{l, k}^{j}\left(\int_{V} \phi_{d_{\mathrm{s}}}^{x} \phi_{k_{\mathrm{s}}}^{x} \frac{\partial \phi_{l_{s}}^{x}}{\partial x_{1}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \varphi \sin \theta \phi_{k_{o}}^{\Omega} \phi_{l_{\mathrm{o}}}^{\Omega} \mathrm{d} \boldsymbol{\Omega}\right. \\
& +\int_{V} \phi_{d_{s}}^{x} \phi_{k_{\mathrm{s}}}^{x} \frac{\partial \phi_{l_{\mathrm{s}}}^{x}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{S} \sin \varphi \sin \theta \phi_{k_{\mathrm{k}}}^{\Omega} \phi_{l_{\mathrm{o}}}^{\Omega} \mathrm{d} \boldsymbol{\Omega} \\
& \left.\left.+\int_{V} \phi_{d_{s}}^{x} \phi_{k_{\mathrm{s}}}^{x} \frac{\partial \phi_{l_{s}}^{x}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{S} \cos \theta \phi_{k_{\mathrm{o}}}^{\Omega} \phi_{l_{\mathrm{o}}}^{\Omega} \mathrm{d} \Omega\right)\right], \tag{4.73}
\end{align*}
$$

where $A_{j \rightarrow j}^{\text {sd }}(l, k)$ is obtained from equation (4.68).
In 2D case, the matrix $A_{j \rightarrow j}^{\mathrm{sd}}$ in equation (4.67) is defined by equation (4.68), in which the matrix $A_{j \rightarrow j}$ is defined by equation (4.61) and in which

$$
\begin{align*}
A_{1}^{\mathrm{sd}}(l, k)= & \int_{I} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E\left(\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \frac{\partial \phi_{l_{\mathrm{s}^{\prime}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \sin ^{2} \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right. \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \cos \theta \sin \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \\
& +\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \frac{\partial \phi_{l_{l_{\mathrm{s}}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \cos \theta \sin \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \\
& \left.+\int_{V} \frac{\partial \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \cos ^{2} \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right) \tag{4.74}
\end{align*}
$$

and

$$
\begin{align*}
A_{2}^{\mathrm{sd}}(l, k)= & \left(\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \sigma_{d}^{j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E\right. \\
& \left.-\sum_{d d} \sigma_{d d}^{j \rightarrow j} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{0}^{2 \pi} \phi_{d_{\mathrm{o}}^{\prime}}^{\theta} \phi_{k_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right) \\
& \cdot\left(\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{1}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \sin \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right. \\
& \left.+\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \cos \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right) \tag{4.75}
\end{align*}
$$

The matrix $D_{j^{\prime} \rightarrow j}^{\mathrm{sd}}$ is defined similarly as in equation (4.71), but in 2D the angular integrals are changed to $\int_{0}^{2 \pi} \phi_{d_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \int_{0}^{2 \pi} \phi_{d_{\mathrm{o}}^{\prime}}^{\theta} \phi_{k_{\mathrm{o}}}^{\theta} \mathrm{d} \theta$ and in which $D_{j^{\prime} \rightarrow j}$ is defined by equation (4.62). Similarly, the matrix $A_{j \rightarrow j}^{\mathrm{r}, \mathrm{sd}}$ in equation (4.72) is in 2D of the form

$$
\begin{align*}
A_{j \rightarrow j}^{\mathrm{r}, \mathrm{sd}}(l, k)= & A_{j \rightarrow j}^{\mathrm{sd}}(l, k)-\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \tau_{d}^{\mathrm{r}, j} \int_{I} \frac{\partial \phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E}}{\partial E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \\
& \cdot\left[\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \int_{0}^{2 \pi} \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta}\right. \\
& +\delta_{l, k}^{j}\left(\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{2}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \sin \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right. \\
& \left.\left.+\int_{V} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \frac{\partial \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}}}{\partial x_{3}} \mathrm{~d} \boldsymbol{x} \int_{0}^{2 \pi} \cos \theta \phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right)\right], \tag{4.76}
\end{align*}
$$

where $A_{j \rightarrow j}^{\text {sd }}(l, k)$ is obtained from equation (4.68) with 2 D matrices defined by equations (4.61), (4.74) and (4.75).

### 4.7.5 Integration over elements and basis functions

In FEM, the basic idea is that the integration over an element $e$ is done by mapping the actual global elements onto a master element $e_{0}$, in which the integration is easier to compute [182]. Figure 4.1 shows a transformation $F_{e}$, in which a master element $e_{0}$ is mapped onto an element $e$. Using this mapping the integration over an global element is

$$
\int_{\mathrm{e}} g\left(x_{1}, x_{2}, x_{3}\right) \mathrm{d} \boldsymbol{x}=\int_{e_{0}}\left(g \circ F_{e}\right)(\xi, \eta, \gamma)\left|J_{F_{e}}\right| \mathrm{d} \xi \mathrm{~d} \eta \mathrm{~d} \gamma,
$$

where $\left(g \circ F_{e}\right)(\xi, \eta, \gamma)=g\left(F_{e}(\xi, \eta, \gamma)\right)$ is the composite function of $F_{e}$ and $g$, $\left|J_{F_{e}}\right|$ is the absolute value of the determinant of the Jacobian $J_{F_{e}}$ and $F_{e}$ is the transformation depending on the element type. In $3 \mathrm{D}, F_{e}$ is of the form

$$
F_{e}(\xi, \eta, \gamma)=\sum_{i=1}^{8} \psi_{0, i}(\xi, \eta, \gamma)\left(x_{1}^{i}, x_{2}^{i}, x_{3}^{i}\right)
$$



Figure 4.1: Mapping $F_{e}$ from $e_{0}$ onto $e$ for the brick. $\Gamma_{0}$ is the bottom face of an element $e_{0}$.
where $\left(x_{1}^{i}, x_{2}^{i}, x_{3}^{i}\right):=\boldsymbol{x}_{i}(i=1, \ldots, 8)$ are the nodes of the global element and $\psi_{0, i}$ are the basis functions of the master element $e_{0}$.

In FEM, the basis functions are typically such that the basis function $\psi_{i}$ at nodes $\boldsymbol{x}_{j}$ fulfill

$$
\psi_{i}\left(\boldsymbol{x}_{j}\right)=\left\{\begin{array}{ll}
1, & i=j \\
0, & \text { otherwise }
\end{array} .\right.
$$

This results in a sparse matrices in the linear systems, because most of the integrals become zero. The basis functions for a 3D brick of Figure 4.1 are [58]

$$
\begin{aligned}
\psi_{0,1} & =\xi(1-\eta)(1-\gamma) \\
\psi_{0,2} & =\xi \eta(1-\gamma) \\
\psi_{0,3} & =(1-\xi) \eta(1-\gamma) \\
\psi_{0,4} & =(1-\xi)(1-\eta)(1-\gamma) \\
\psi_{0,5} & =\xi(1-\eta) \gamma \\
\psi_{0,6} & =\xi \eta \gamma \\
\psi_{0,7} & =(1-\xi) \eta \gamma \\
\psi_{0,8} & =(1-\xi)(1-\eta) \gamma,
\end{aligned}
$$

where the indexes $i=1, . ., 8$ refer to the nodes, in which the basis function $\psi_{0, i}$ is one i.e. to the points $(1,0,0),(1,1,0),(0,1,0),(0,0,0),(1,0,1),(1,1,1),(0,1,1)$, $(0,0,1)$, respectively.

The transpose of the Jacobian matrix $J_{F_{e}}^{\mathrm{T}}$ can be computed from

$$
J_{F_{e}}^{\mathrm{T}}=L(\xi, \eta, \gamma) X^{e},
$$

where

$$
X^{e}=\left(\begin{array}{ccc}
x_{1}^{1} & x_{2}^{1} & x_{3}^{1} \\
\vdots & \vdots & \vdots \\
x_{1}^{8} & x_{2}^{8} & x_{3}^{8}
\end{array}\right)
$$

is the node matrix for an element $e$ and

$$
L(\xi, \eta, \gamma)=\left(\begin{array}{ccc}
\frac{\partial \psi_{0,1}}{\partial \xi} & \ldots & \frac{\partial \psi_{0,8}}{\partial \xi} \\
\frac{\partial \psi_{0,1}}{\partial \eta} & \ldots & \frac{\partial \psi_{0,8}}{\partial \eta} \\
\frac{\partial \psi_{0,1}}{\partial \gamma} & \ldots & \frac{\partial \psi_{0,8}}{\partial \gamma}
\end{array}\right)
$$

For the spatial domain one also needs the integrals over the face $\Gamma_{e}$ of an element $e$. This can be computed using the surface integral [182]

$$
\int_{\Gamma_{e}} g\left(x_{1}, x_{2}, x_{3}\right) \mathrm{d} \boldsymbol{s}=\int_{\Gamma_{0}}\left(g \circ F_{e}\right)(\xi, \eta)\left\|\frac{\partial F_{e}}{\partial \xi} \times \frac{\partial F_{e}}{\partial \eta}\right\| \mathrm{d} \xi \mathrm{~d} \eta
$$

where $\Gamma_{0}$ is the bottom face of the master element $e_{0}$ as shown in Figure 4.1.
The basis functions and integrals derived previously are for 3D bricks, which are used as spatial elements in 3D. The angular domain $\boldsymbol{\Omega}$ can be considered as a surface of a unit sphere. This surface can be divided into triangular elements for example by dividing the faces of an octahedron into four smaller triangular elements and in the same time keeping the distance of the new nodes from the origin equal to one. Similar triangular mesh is used in [102], but the refinement is started from an icosahedron. Here the octahedron is chosen as a starting point of the refinements, because it is symmetric in $x_{1}-$ and $x_{2}$-directions. The octahedron based triangular meshes with one and two refinements are shown in Figure 4.2 (a) and (b). One could integrate directly over these triangles. However, this triangular approximation of the unit sphere is quite poor, if coarse mesh is used, because the triangles approximate the sphere only roughly. Instead, one can flatten the refined angles in $(\varphi, \theta) \in[0,2 \pi[\times[0, \pi[$ plane and add extra nodes at angles $\theta=0, \pi, \varphi \in] 0,2 \pi]$ and $\varphi=2 \pi, \theta \in[0, \pi]$ to be used in computations with spherical transformation. This flattening is shown in Figure 4.2 (c).

By triangular refinements one achieves nodes, which are arranged uniformly on a unit sphere. These angles can then be used with spherical transformation to model the surface of the sphere and the integrals over these triangular elements are done by mapping the general element $e$ into a local element $e_{0}$. Thus, the angular integrals can be computed using equation

$$
\int_{e} g \mathrm{~d} \boldsymbol{\Omega}=\int_{\varphi_{e}} \int_{\theta_{e}} g \sin (\theta) \mathrm{d} \theta \mathrm{~d} \varphi=\int_{e_{0}}\left(g \circ F_{e, \boldsymbol{\Omega}}\right)(\xi, \eta) \sin \circ F_{e, \boldsymbol{\Omega}, 2}\left|J_{F_{e, \boldsymbol{\Omega}}}\right| \mathrm{d} \xi \mathrm{~d} \eta
$$

where $\varphi_{e}$ and $\theta_{e}$ are the integration intervals of element $e$ and $F_{e, \boldsymbol{\Omega}}=$ $\sum_{i=1}^{3} \psi_{0, i}(\xi, \eta)\left(\varphi_{i}, \theta_{i}\right)$. The points $\left(\varphi_{i}, \theta_{i}\right)(i=1,2,3)$ are the coordinates of the triangle nodes of an element $e . F_{e, \boldsymbol{\Omega}, 2}$ is the second component of mapping $F_{e, \boldsymbol{\Omega}}$.

(b)

(c)


Figure 4.2: Angular mesh over the unit sphere achieved by the refinement of an octahedron. Figure (a) shows angular mesh after one refinement. Also one original face of an octahedron is drawn by dashed line. In $(b)$, there is the angular mesh after two refinements. In $(c)$, there the nodes from $(b)$ are flattened into the plane.


Figure 4.3: Mapping $F_{e, \Omega}$ from a master element $e_{0}$ into general element $e$

The mapping $F_{e, \boldsymbol{\Omega}}$ is shown in Figure 4.3. $\psi_{0, i}(i=1,2,3)$ are the basis functions for a master triangular element $e_{0}$. The linear basis functions for $e_{0}$ are [58]

$$
\begin{aligned}
\psi_{0,1} & =1-\xi-\eta \\
\psi_{0,2} & =\xi \\
\psi_{0,3} & =\eta
\end{aligned}
$$

The integration over the energy variable is 1 D integral. Thus, the elements are sub-intervals. Again the sub-interval $e=\left[E_{i}, E_{i+1}\right]$ is mapped into a master element $e_{0}=[0,1]$. The mapping is now $F_{e, E}=\sum_{i=1}^{2} \psi_{0, i}(\xi)\left(E_{i}\right)$, where $\psi_{0, i} i=$ 1,2 are the basis functions of the local element $e_{0}$. The linear basis functions of
$e_{0}$ are [58]

$$
\begin{aligned}
\psi_{0,1} & =1-\xi \\
\psi_{0,2} & =\xi
\end{aligned}
$$

In 2D spatial geometry, the spatial elements in 2D are chosen to be rectangular in shape. The linear basis functions for these elements are used [58]. The surface integral in 2D is a line integral. Also the angular integrals are line integrals over $\theta \in[0,2 \pi[$.

For simplicity the integrals over the basis functions are often computed using numerical integration techniques such as Gaussian quadrature [58], in which the integral is approximated with a finite sum

$$
\int_{e_{0}} f=\sum_{i=1}^{n} w_{i} f_{i}
$$

where $w_{i}$ are weighting coefficients and $f_{i}$ is the value of $f$ at a specific integration point. The coefficients and integration points depend on the shape of the master element $e_{0}([58,166,20])$.

### 4.7.6 Krylov subspace methods and parallel computing

The linear systems (4.53), (4.59), (4.67) and (4.72) contain matrices, which are large and sparse. The integral term in the BTE causes the matrices contain much more nonzeros than a typical differential equation with the same number of unknowns. Typically, the resulted big matrix is too big for the computer memory or it is at least too expensive to form the whole matrix. Therefor special methods are needed to handle the resulted big matrices. One possibility is to use Krylov subspace methods for solving the linear system $A x=b$ [181, 82, 102, 157]. $m$-dimensional Krylov subspace is spanned by a given vector $x_{0}$, and increasing powers of $A$ applied to $x_{0}$, up to the $(m-1)-$ th power, that is

$$
K_{m}\left(x_{0}, A\right)=\operatorname{span}\left\{x_{0}, A x_{0}, \ldots, A^{m-1} x_{0}\right\}
$$

In the Krylov space, the matrix free methods are possible, i.e. one does not need to construct the whole matrix $A$, instead only the product of the matrix $A$ and the iterate $x_{i}$ and sometimes the product $A^{\mathrm{T}} x_{i}$ are needed. In the case of BTE, the matrix $A$ is constructed of smaller matrices including matrices for spatial, angular and energy grids. These matrices can be computed beforehand and the products $A x_{i}$ and $A^{\mathrm{T}} x_{i}$ can be computed using these smaller matrices, for example. These computations can be divided into several parallel computers, which speeds the calculations.

To solve the linear system using Krylov subspace methods, one can use for example a Portable, Extensible Toolkit for Scientific Computation -package (PETSc) [69], which is a library for the numerical solution of partial differential equations and related problems on high performance computers. It is designed for large-scale applications on parallel or serial computers and it uses Message Passing Interface
(MPI) standard for all message-passing communication. In PETSc, the matrix free method has several options for example conjugate gradient, bi-conjugate gradient, generalized minimal residual and least squares method [181, 80].

### 4.8 Photon incident simulations for the coupled system

Photon traveling in water was simulated using two coupled B-CSDAEs describing photons and electrons. Positron production was neglected. For two coupled BCSDAEs the linear hull $X_{\mathrm{h}}=\left[\left(\phi_{1}, 0\right),\left(\phi_{2}, 0\right), \ldots,\left(\phi_{N}, 0\right),\left(0, \phi_{1}\right), \ldots,\left(0, \phi_{N}\right)\right]$ and the finite element approximation

$$
\psi^{\mathrm{h}}(\boldsymbol{x}, E, \boldsymbol{\Omega})=\sum_{k=1}^{N}\left(\alpha_{k}, \alpha_{k+N}\right)^{\mathrm{T}} \phi_{k}(\boldsymbol{x}, E, \boldsymbol{\Omega})
$$

in 3 D and in 2 D

$$
\psi^{\mathrm{h}}(\boldsymbol{x}, E, \theta)=\sum_{k=1}^{N}\left(\alpha_{k}, \alpha_{k+N}\right)^{\mathrm{T}} \phi_{k}(\boldsymbol{x}, E, \theta) .
$$

In the photon incident simulation, the linear system is of the form

$$
\left(\begin{array}{cc}
A_{1 \rightarrow 1}^{\mathrm{r}} & D_{2 \rightarrow 1}  \tag{4.77}\\
D_{1 \rightarrow 2} & A_{2 \rightarrow 2}^{\mathrm{r}}
\end{array}\right) \alpha=\binom{b}{\mathbf{0}}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{2 N}\right)^{\mathrm{T}}$. The matrices $A_{j \rightarrow j}^{\mathrm{r}}$ and $D_{j^{\prime} \rightarrow j}\left(j, j^{\prime}=1,2\right)$ are defined in 3D by equations (4.60) and (4.56), respectively. The vector $b$ is obtained from $b=M_{\mathrm{b}} \Psi_{0}$, where $M_{\mathrm{b}}$ is defined by equation (4.58). In 2D, the matrices $A_{j \rightarrow j}^{\mathrm{r}}$, $D_{j^{\prime} \rightarrow j}$ and the vector $b$ are defined at the end of the Section 4.7.3 at page 72.

At the energies around several MeVs the Compton effect (see Section 2.3.1) is the main scattering event, which slows down photons and changes them to electrons. In the coupled system simulations, the maximum energy of the incident photon was around 10 MeV and only Compton effect was taken into account i.e. $\sigma_{1 \rightarrow 1}=\frac{\mathrm{d}^{2} \sigma^{\mathrm{c}}}{\mathrm{d} E \mathrm{~d} \Omega_{\mathrm{p}}}, \sigma_{1 \rightarrow 2}=\frac{\mathrm{d}^{2} \sigma^{\mathrm{C}}}{\mathrm{d} E \mathrm{~d} \Omega_{\mathrm{e}}}$, which were defined by equations (2.13) and (2.15) to describe the photon interactions. The total cross sections for photons $\sigma_{1}$ at different energies was obtained from the databases [19]. The electron inelastic scattering was included and the bremsstrahlung and elastic scattering were ignored. The bremsstrahlung production neglection means that $\sigma_{2 \rightarrow 1}=0$. The electron inelastic interactions were handled by using the restricted cross sections $\sigma_{2 \rightarrow 2}^{\mathrm{r}}=\frac{\mathrm{d}^{2} \sigma^{\mathrm{Ie}}}{\mathrm{d} E_{\mathrm{pr}} \mathrm{d} \boldsymbol{\Omega}_{\mathrm{pr}}}+\frac{\mathrm{d}^{2} \sigma^{\mathrm{Ie}}}{\mathrm{d} E_{\mathrm{s}} \mathrm{d} \Omega_{\mathrm{s}}}$ (defined by equation (2.19) with $E \leq E_{\mathrm{cut}, k_{\mathrm{e}}}$ and (2.20) with $E \geq E_{\text {cut }, k_{\mathrm{e}}}$ ). The cut-off energy was selected such that for incoming particle with energy $E_{k_{\mathrm{e}}}$ the cut-off energy $E_{\text {cut }, k_{\mathrm{e}}}=E_{k_{\mathrm{e}}}-E_{k_{\mathrm{e}}-2}$, where $E_{k_{\mathrm{e}}-2}$ is a lower energy node, when the nodes $E_{k_{\mathrm{e}}}$ are ordered in increasing order for increasing $k_{\mathrm{e}}=1, . ., N_{\mathrm{e}}$. This means that primary particle catastrophic collisions were those, in which the energy after scattering was less or equal to $E_{k_{\mathrm{e}}-2}$ and secondary particle catastrophic collisions were those, in which the energy after scattering was
more than $E_{\text {cut }, k_{\mathrm{e}}}$. The restricted total cross section $\sigma_{2}^{\mathrm{r}}$ was computed by integrating the restricted differential cross sections over angle and energy. In 2D, the total and restricted total cross sections were multiplied by $\pi$ to take into account the scattering out of the plane. The restricted stopping power $\tau_{2}^{\mathrm{r}}$ for electron was obtained as described in Section 2.6. The resulted $\tau_{2}^{\mathrm{r}}(\boldsymbol{x}, E)$ was non-monotonic with respect to energy and it was approximated to be constant to fulfill the condition (4.28). Because the equation for electrons in B-CSDAE include the differential term with respect to the energy variable, an initial energy point for the electron flux had to be defined. This additional condition was defined by equation (3.33) and it was accounted by adding one extra energy node at point $E=11 \mathrm{MeV}$ and assigning the photon and electron flux values zero at those points by removing the specific rows and columns from the linear system (4.77).

An MC simulation was computed using the EGSnrc ${ }^{\circledR}$ code system in a normal PC ( 2 GHz Pentium with 2 GB memory) to be compared with the FEM simulation results in 2D and 3D. Because the MC simulation could only be done in 3D, the simulation was ran in a $[-5,5] \times[-5,5] \times[0,20] \mathrm{cm}^{3}$ water tank and the results were compared to 2D simulation results by considering a $0 \times[-5,5] \times[0,20] \mathrm{cm}^{2}$ slice as a 2 D data. The incoming photon beam was directed to $[-2,2] \times[-2,2] \times 0 \mathrm{~cm}^{2}$ area. The energy spectrum of the incoming beam was such that the maximum energy was 10 MeV and the energy spectrum decreased linearly from one to zero, when $E$ went from 10 MeV to $8.35 \mathrm{MeV} .5 \cdot 10^{6}$ photon histories were run. The photon and electron flux data were obtained from the scoring planes, which were perpendicular to the incoming beam. The data was scored from the planes of area of $[-1,1] \times$ $[-1,1] \mathrm{cm}^{2}$ under the incident beam. The computations took approximately six hours. The bremsstrahlung process was excluded to be comparable with FEM simulation results. The results of the MC simulation are presented in Figure 4.4.

All the forward problem FEM simulations presented in this thesis were computed in two steps. First the smaller matrices, in which the linear system could be constructed using Kronecker tensor product, were generated using MATLAB ${ }^{\circledR}$ in a normal PC ( 2 GHz Pentium with 2 GB memory). These matrices were then written to files in a sparse matrix format. Then the resulted linear system was solved using PETSc and Krylov subspace matrix free methods in a PC cluster, in which 132.99 GHz Pentium IV processors were connected in parallel with 48.2 GB of total memory. The least-squares solution algorithm without preconditioning was used from the PETsc package for solving the linear system with Krylov methods [69].

## PHOTON1_2D

The first simulation was made in 2D spatial geometry in a $[-5,5] \times[0,20] \mathrm{cm}^{2}$ domain, which consisted of water. The incoming photon flux was located at the center of $[-5,5] \mathrm{cm}$ interval such that $\Gamma \in[-2,2] \mathrm{cm}$, see Figure 4.5. The number of spatial nodes was $N_{\mathrm{s}}=357$. The angular domain was divided into 64 evenly distributed elements, $\theta \in\left[0,2 \pi\left[\left(N_{\mathrm{o}}=64\right)\right.\right.$. In the incoming flux $\Psi_{0}$, only the forward node $(\theta=0)$ had nonzero value. Thus, the angular spectrum decreased linearly from 1 to 0 , when $\theta$ went from 0 to the adjacent nodes $\theta=2 \pi / 64$ and


Figure 4.4: The photon incident MC simulation results in 3D. On the upper left corner there is the angle and energy integrated photon flux $\left.\psi_{1}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ at the central slice $\left(x_{1}=0\right)$. On the upper right corner there is the energy spectrum of the photon flux $\left.\psi_{1}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ with respect to the $x_{3}$-axis. On the lower left corner there is the angle and energy integrated electron flux $\left.\psi_{2}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$. On the lower right corner there is the energy spectrum of the electron flux $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$. The MC flux results are presented per incident particle.


Figure 4.5: On the left there is the spatial grid in a homogeneous domain. The black circles at the bottom of the spatial grid illustrate the source nodes. On the upper right corner there is the angular spectrum of the source for the first FEM simulation (line) and for the second FEM simulation (dots). Below that, the energy spectrum of the source is shown with energy nodes as dots.
$\theta=2 \pi-2 \pi / 64$. The energy domain $E=[0.1,11] \mathrm{MeV}$ was divided into nine elements $\left(N_{\mathrm{e}}=10\right)$. The energy spectrum of the incoming flux presented 10 MeV photons, thus the energy spectrum decreased linearly to zero when $E$ went from node $E=10 \mathrm{MeV}$ to the adjacent nodes $E=8.35 \mathrm{MeV}$ and $E=11 \mathrm{MeV}$. The spatial grid and source information is shown in Figure 4.5. The total number of unknowns was $N=2 N_{\mathrm{s}}\left(N_{\mathrm{e}}-1\right) N_{\mathrm{o}}=411264$.

In the first photon incident simulation, the MATLAB ${ }^{\circledR}$ computations took approximately 8 minutes and the cluster computations took 3.7 hours. The desired residual $\left(10^{-6}\right)$ was received after 6384 iterations. The solved integrated photon $\psi_{1}^{\mathrm{I}}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ and electron $\psi_{2}^{\mathrm{I}}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ fluxes (angle and energy integrated fluxes) are shown in Figure 4.6. In the same figure, also the photon $\left.\psi_{1}^{\mathrm{E}}\right|_{x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ and electron $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ energy spectra (angle integrated fluxes) with respect to $x_{3}$-axis are shown. The FEM simulation results are normalized to match to the MC simulation data near the source. With the same normalization the electron flux FEM results are also multiplied by five to be comparable with the MC results.

## PHOTON2_2D

In the second photon incident FEM simulation, the angular domain was divided only in eight evenly distributed elements $\left(N_{\mathrm{o}}=8\right)$. In the incoming flux $\Psi_{0}$, only the forward node $(\theta=0)$ had nonzero value and the angular spectrum decreased


Figure 4.6: Results for PHOTON1_2D simulation. On the upper left corner there is the angle and energy integrated photon flux $\psi_{1}^{\mathrm{I}}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$. On the upper right corner there is the energy spectrum of the photon flux $\left.\psi_{1}^{\mathrm{E}}\right|_{x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ with respect to the $x_{3}$-axis. On the lower left corner there is the angle and energy integrated electron flux $\psi_{2}^{\mathrm{I}}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$. On the lower right corner there is the energy spectrum of the electron flux $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$.
linearly from 1 to 0 , when $\theta$ went from 0 to the adjacent nodes $\theta=2 \pi / 8$ and $\theta=2 \pi-2 \pi / 8$. The spatial grid ( $N_{\mathrm{s}}=357$ ), spatial source nodes, energy spectrum and energy grid $\left(N_{\mathrm{e}}=10\right)$ were the same as in the first photon incident FEM simulation in 2D (Figure 4.5). The total number of unknowns was $N=51408$. The MATLAB ${ }^{\circledR}$ computations took approximately 1 minute and the cluster computations took 14 minutes with 1500 iterations, reaching the residual of $10^{-6}$. The photon and electron flux results are presented in Figure 4.7. The FEM results are normalized to match the MC data near the source. With the same normalization the electron flux FEM results are also multiplied by ten to be comparable with the MC results.

PHOTON1_3D
The third photon incident simulation was made in a 3 D water tank, size of $10 \times 10 \times$ $20 \mathrm{~cm}^{3}$. The tank was divided into cubic elements. The photon source was directed to $[-2,2] \times[-2,2] \times 0 \mathrm{~cm}^{2}$ area. The number of spatial nodes was $N_{\mathrm{s}}=1029$. The angular domain $S$ was approximated by triangular elements with $N_{\mathrm{o}}=66$ being as the angular grid in Figure $4.2(b$ and $c)$. In the incoming flux, only the forward node $(\theta=0)$ had nonzero value 1 , and the angular spectrum decreased linearly to the nearest nodes $\theta=\pi / 8(\varphi \in[0,2 \pi[)$ being symmetric in $\varphi$. The spatial grid with source elements and the angular spectrum of the source are shown in Figure 4.8. The energy domain and the energy spectrum of the source was the same as in the previous 2D simulations (Figure 4.5), but now with a finer energy grid $N_{\mathrm{e}}=13$. The total number of unknowns was then $N=1629936$. The MATLAB ${ }^{\circledR}$ computations took approximately 40 minutes and the cluster computations took approximately 59 hours with 5551 iterations in order to reach the desired residual $10^{-6}$. The integrated photon and electron fluxes and energy spectra are shown in Figure 4.9. The simulation results are normalized to match the MC data near the source. With the same normalization the FEM electron flux results are also multiplied by four.

## PHOTON2_3D

In the fourth photon incident FEM simulation, the computations were made at the same spatial grid as in the previous 3 D simulation $\left(N_{\mathrm{s}}=1029\right)$, but now the source was modeled to be more forward peaked $\left(N_{\mathrm{o}}=66\right)$. Thus, only the forward node $(\theta=0)$ had nonzero value at the source value vector $\Psi_{0}$. To model better the forward directed source the nearest angular nodes to the forward node were moved to points, in which $\theta=0.1, \varphi$ remained the same. The spatial grid with source elements, the angular grid and the source angular spectrum are shown in Figure 4.8. The energy domain was as in the previous FEM 3D simulation $\left(N_{\mathrm{e}}=13\right)$. The total number of unknowns was $N=1629936$. The MATLAB ${ }^{\circledR}$ computations took approximately 40 minutes. The convergence rate in solving the linear system was poor and the cluster computations took approximately 110 hours when the maximum number of iterations (10000) was received with residual $10^{-5}$. The integrated photon and electron fluxes and energy spectra are shown in


Figure 4.7: Results for PHOTON2_2D simulation. On the upper left corner there is the angle and energy integrated photon flux $\psi_{1}^{\mathrm{I}}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$. On the upper right corner there is the energy spectrum of the photon flux $\left.\psi_{1}^{\mathrm{E}}\right|_{x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ with respect to the $x_{3}$-axis. On the lower left corner there is the angle and energy integrated electron flux $\psi_{2}^{\mathrm{I}}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$. On the lower right corner there is the energy spectrum of the electron flux $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$.


Figure 4.8: On the left there is the spatial 3D grid, in which the boundary source elements are filled with gray color. On the right upper corner there are the angular spectra of the sources for the PHOTON1_3D (dots) and PHOTON2_3D (line) simulations. On the right lower corner there is the angular grid used in PHOTON2_3D simulation.

Figure 4.10. The simulation results are normalized to match the MC data near the source. With the same normalization the FEM electron flux results are also multiplied by three.

For better comparison of the simulations, the integrated photon and electron fluxes are drawn with respect to $x_{3}$-variable in Figure 4.11 for all photon incident simulations. In Figure 4.12, the average doses with respect to depth ( $x_{3}$-axis) are also shown for all photon incident simulations.

### 4.9 Discussion for the photon incident simulations

The photon incident forward problem was simulated using two coupled B-CSDAEs. The coupled system of BTEs is not used here, because the electron interactions would require very dense spatial grids and make the computations impossible in these geometries with the used methods. With the B-CSDAEs the electron interactions are handled with restricted cross sections and restricted stopping powers, which enables to use sparser spatial grids. The FEM simulations are compared with earlier ran MC results, in which the energy spectrum of the incident beam was slightly different from the one in FEM simulations. However, it is assumed that this has only minor effect on the results of the simulations.

In the PHOTON1_2D simulation, the coupled system was solved in 2D spatial domain with very fine angular mesh. When comparing these results (Figure 4.6) to the MC results (Figure 4.4), it can be seen that the PHOTON1_2D results are in quite good agreement with the MC data. This can also be seen in Figures 4.11


Figure 4.9: Results for PHOTON1_3D simulation. On the upper left corner there is the angle and energy integrated photon flux $\left.\psi_{1}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ at the central slide $\left(x_{1}=0\right)$. On the upper right corner there is the energy spectrum of the photon flux $\left.\psi_{1}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ with respect to the central $x_{3}$-axis. On the lower left corner there is the angle and energy integrated electron flux $\left.\psi_{2}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$. On the lower right corner there is the energy spectrum of the electron flux $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$.


Figure 4.10: Results for PHOTON2_3D simulation. On the upper left corner there is the angle and energy integrated photon flux $\left.\psi_{1}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ at the central slide $\left(x_{1}=0\right)$. On the upper right corner there is the energy spectrum of the photon flux $\left.\psi_{1}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ with respect to the central $x_{3}$-axis. On the lower left corner there is the angle and energy integrated electron flux $\left.\psi_{2}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$. On the lower right corner there is the energy spectrum of the electron flux $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$.


Figure 4.11: All the photon incident FEM and MC simulation results. On the left there are the angle and energy integrated photon fluxes $\left.\psi_{1}^{\mathrm{I}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ at the central axis with respect to depth $x_{3}$. On the right there are the angle and energy integrated electron fluxes $\left.\psi_{2}^{\mathrm{I}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ with respect to depth $x_{3}$. The FEM and MC results are normalized to have the same value at the depth $x_{3}=6 \mathrm{~cm}$.
and 4.12. The integrated photon flux $\psi_{1}^{\mathrm{I}}$ in the FEM results spreads more to the $x_{2}$ direction at the depth $x_{3}=20 \mathrm{~cm}$ than the MC photon flux. This error is probably caused by the differences at the incident sources. In the MC simulation, the incident photons were forward directed and the intensity of the incident photon beam was not modulated. Thus, the incident beam has sharp intensity profile at the edge of the incoming boundary. In the FEM simulations, incident photons had small angular deviation, although it was selected to be small, and the source spatial edges were modeled according to the spatial grid and decreased linearly, when $x_{2}$ went from the outermost source node to the nearest non-source node. This spreading can also be seen from the integrated electron flux $\psi_{2}^{\mathrm{I}}$ in Figure 4.6. The photon energy spectrum $\psi_{1}^{\mathrm{E}}$ of the PHOTON1_2D results differ also at the small energies, in which the MC data has small integrated flux values. This is probably caused by the coarse energy mesh and by the neglection of the photon elastic scattering and the photoelectric effect and also because the minimum energy was 0.1 MeV in the PHOTON1_2D simulation. The differences in between the PHOTON1_2D and MC results in the electron energy spectrum $\psi_{2}^{\mathrm{E}}$ are probably caused by the coarse energy mesh and by the use of the CSDA for the forward peaked electron scattering. Also the neglection of electron elastic scattering causes some error in the PHOTON1_2D electron flux. Also here the 2D PHOTON1_2D data is compared to the 3D MC data, which alters the results, be-


Figure 4.12: The average depth dose profiles for all photon incident simulations. MC dose data $D(\mathrm{~Gy})$ per incident particle is the average dose in each scoring plane volume, which include the whole spatial domain in $x_{1}$ and $x_{2}$ directions. From the FEM simulation electron flux results the average dose is computed at each depth $x_{3}$ including $x_{1}$ and $x_{2}$ directions. The FEM and MC results are normalized to be the same at the depth $x_{3}=6 \mathrm{~cm}$.
cause the scatterings from the surroundings are neglected in 2D results. However, despite of these errors and comparison difficulties, the PHOTON1_2D simulation results show that the radiotherapy forward problem can be solved quite accurately using FEM in 2D.

In PHOTON2_2D, the angular spectrum of the source nodes was sparser than in PHOTON1_2D simulation. PHOTON2_2D simulation was run to demonstrate the effect of wider angular source distribution. The reason, why in PHOTON1_2D simulation the angular mesh was divided into 64 evenly distributed elements, was to model the forward directed source, which was the case in the MC simulation. When the angular spectrum is wider the MC results are not comparable with the PHOTON2_2D results, because in the MC code it was not possible to change the angular distribution without using some scatterer, which would also create incoming electrons. The effect of wider angular spectrum can be seen from PHOTON2_2D simulation results (Figure 4.7), in which the integrated angular fluxes decrease much faster than the integrated fluxes with more peaked source (Figure 4.6). This is evident because with wider angular spectrum a greater part of the flux is directed out of the central axis and thus the spreading at the deeper depths is greater in both integrated photon and electron fluxes in PHOTON2_2D simulation results than those in PHOTON1_2D simulation results. From Figure 4.11 it can be seen that with wider angular distribution of the source, the integrated photon
flux (with respect to depth) decrease near the source boundary much faster than the MC or the PHOTON1_2D results. The PHOTON2_2D integrated electron flux also increases faster near the source boundary and decreases faster at deeper depths than the MC or the PHOTON1_2D results.

The MC simulation was run in a 3D geometry and some of the FEM simulations were done in a 2 D geometry. In 2 D geometry, the scattering out of plane is neglected, which may cause some inaccuracy in the results. However, these are thought to be minor due to fact that the scattering from other parts than the plane is only minor or at least the neglection of the scattering out of the plane and to the plane does not change the shape of the particle fluxes at that plane in homogeneous domain. Also these issues are not essential for the purpose of this study, which is to demonstrate the use of transport equation in radiotherapy purposes and not to use it as an accurate dose calculation procedure. These 2D simulations are shown here to demonstrate that FEM is suitable in simulating the transport of ionizing radiation with transport equations. However, the simulation in natural 3D geometry is very important and that is why PHOTON1_3D and PHOTON2_3D simulations were carried out in 3D spatial geometry. In 3D, it was not possible to use as fine angular mesh as in the first simulation and the effect of wider angular spectrum is seen in the PHOTON1_3D simulation results (Figure 4.9). However, these results show that FEM can be used in actual 3D geometry to solve the transport equations for radiotherapy purposes, but so far the computations are too expensive to model forward peaked sources with finer angular mesh. In the depth flux curves in Figure 4.11, one sees oscillations in PHOTON1_3D simulation results. It might indicate that the spatial and angular grids are too sparse. This oscillation is almost disappeared in PHOTON2_3D simulation with more forward directed source.

In PHOTON2_3D simulation, the forward directed source was modeled by reordering the nodes on a sphere. The resulted disordered angular mesh may not be the best option, because it does not consider scatterings from other directions equally. Also the used angular mesh with small element in the forward direction clearly increased the number of iterations in finding the solution, which indicate that the system is numerically unstable. Here the reordering of the angular nodes was just used to demonstrate that with more forward peaked scattering the obtained PHOTON2_3D results in Figure 4.10 are quite close to the MC results, which can be seen better from Figures 4.11 and 4.12. Small oscillation can be seen also from PHOTON2_3D results, which may indicate that the spatial grid is too sparse.

In the coupled system simulations, the FEM results are normalized to agree with the MC results at a specific point. This is done for both photon and electron fluxes. At first it was assumed that only the normalization of photon flux would be enough and that the same normalization factor could be used for the electron flux. However, with the same normalization the FEM simulation electron fluxes had to be multiplied by some value between five to ten depending on the angular grid to make the FEM results comparable with the MC results. This is something that is not clearly understood. The shape of the electron flux from the FEM
results is the same, but its magnitude is less than the electron flux from the MC results. It may be caused by the fact that photon Compton scattering is deltashaped and this is approximated in a mesh, in which the data has always some width. The cross section data is normalized to fulfill the coercivity condition, which may cause these errors to the computations. This data normalization can be accounted, when computing the dose from the electron flux values, because if the same normalization is used for all scattering data, then the resulted fluxes could be handled according to this normalization. Further, because no exact dose was sought in the simulations, these normalization issues are not the main concerns.

As a conclusion of this discussion, one can say that all the photon incident simulations indicate that FEM can be used in solving the coupled system of B-CSDAEs. Although problems exists in the simulation of the forward directed sources in 3D, these problems are mainly computational and may disappear with more powerful computers. Also it is worth noting that no preconditioning were used in the computations. The use of preconditioning would decrease the computational times significantly.

### 4.10 Electron incident simulations for one B-CSDAE

The electron traveling in medium was simulated using one B-CSDAE in 3D. The photon production via bremsstrahlung event was neglected. Also positron production was neglected. The linear hull was $X_{\mathrm{h}}=\left[\phi_{1}, \ldots, \phi_{N}\right]$ and the finite element approximation of the electron flux was

$$
\psi^{\mathrm{h}}(\boldsymbol{x}, E, \boldsymbol{\Omega})=\sum_{k=1}^{N} \alpha_{k} \phi_{k}(\boldsymbol{x}, E, \boldsymbol{\Omega}) .
$$

The system of linear equations (4.49) reduced to $A_{2 \rightarrow 2}^{\mathrm{r}} \alpha=b$, where $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{N}\right)^{\mathrm{T}}$ and $A_{2 \rightarrow 2}^{\mathrm{r}}$ was obtained from equation (4.60) and $b=M_{\mathrm{b}} \Psi_{0}$, where $M_{\mathrm{b}}$ was achieved from equation (4.58).

The electron incident simulations were done in a 3D geometry having similar spatial domain as in the coupled system 3D simulation in water (Figure 4.8) with $N_{\mathrm{s}}=1029$. The angular domain consisted of triangular elements with one refinement of the octahedron as shown in Figure $4.2(a)$. The source was assumed to have a direction to the positive $x_{3}$-axis. Thus, only the forward nodes ( $\theta=0, \varphi \in\left[0,2 \pi[)\right.$ received nonzero value at the source value vector $\Psi_{0}$ and the source angular spectrum decreased from 1 to 0 , when $\theta$ went from 0 to adjacent node 0.79. The number of angular nodes was $N_{\mathrm{o}}=18$. The energy interval $I=[0.1,11] \mathrm{MeV}$ was divided into 12 sub-intervals $\left(N_{\mathrm{e}}=13\right)$ and the last node was removed from the linear system to take into account the condition (3.33). The energy spectrum of the source nodes was the same as in the previous photon incident simulations (Figure 4.5). The total number of unknowns was $N=N_{\mathrm{s}}\left(N_{\mathrm{e}}-1\right) N_{\mathrm{o}}=222264$. The electron elastic scattering was also neglected and only the inelastic scattering was considered. Thus, $\sigma_{2 \rightarrow 2}^{\mathrm{r}}$ and $\sigma_{2}^{\mathrm{r}}$ were the same as in the photon incident simulation in Section 4.8 with similarly defined


Figure 4.13: The MC electron incident simulation results at the depths of $x_{3}=1,2,3,4,5,6 \mathrm{~cm}$. On the left is the angle and energy integrated electron flux $\left.\psi_{2}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ at the central slice. On the right is the angle integrated electron flux $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$. The MC results are presented per incident particle.
cut-off energy $E_{\text {cut }, k_{e}}$. Also the restricted stopping power $\tau_{2}^{\mathrm{r}}$ was approximated to be constant with respect to energy to fulfill the condition (4.28).

An MC simulation was run similarly as in Section 4.8, but now for the electron incident flux with electron spectrum as in Figure 4.5. The MC computations took approximately four hours in a normal PC ( 2 GHz Pentium with 2 GB memory) and the results are shown in Figure 4.13.

## ELECTRON1

For the first electron incident FEM simulation, the MATLAB ${ }^{\circledR}$ computations took approximately 9 minutes and the cluster computations took 1.3 hours. The number of iterations needed to solve the linear system was 2377 with the residual of $10^{-6}$. The integrated electron flux at the central slice $\left(x_{1}=0\right)$ and the energy spectrum at the central axis $\left(x_{1}=x_{2}=0\right)$ are shown in Figure 4.14.


Figure 4.14: ELECTRON1 simulation results. On the left there is the angle and energy integrated electron flux $\left.\psi_{2}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ at the central slice. On the right there is the angle integrated electron flux $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ at the depths of $x_{3}=0,1,2,3,4,5,6,7 \mathrm{~cm}$. The results are normalized to be equal with the MC results near the source.

## ELECTRON2

In the second electron incident FEM simulation, the stream-line diffusion was used to stabilize the linear system. For one B-CSDAE the linear system with stream-line-diffusion method is of the form $A_{2 \rightarrow 2}^{\mathrm{r}, \mathrm{sd}} \alpha=b$, where now $A_{2 \rightarrow 2}^{\mathrm{r}, \mathrm{sd}}$ is obtained from equation (4.73). The factor $\delta_{l, k}^{2}$ was selected according to equation (4.63) with $c=1$, hence $\delta_{l, k}^{2}=0.01$. The MATLAB ${ }^{\circledR}$ computations took approximately 9 minutes and the cluster computations took 1.5 hours with 1166 iterations to obtain the desired residual of $10^{-6}$. The integrated electron flux and energy spectrum are shown in Figure 4.15. For better comparisons the integrated electron flux for all electron incident simulations with respect to $x_{3}$-variable at the central axis ( $x_{1}=x_{2}=0$ ) is shown in Figure 4.16.

### 4.11 Discussion for the electron incident simulations

The transport of high energy electrons was simulated using one B-CSDAE in 3D geometry. The use of one equation instead of three coupled equations means


Figure 4.15: ELECTRON2 simulation results, when the stream-line diffusion method was used. On the left there is the angle and energy integrated electron flux $\left.\psi_{2}^{\mathrm{I}}\right|_{x_{1}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ at the central slice. On the right there is the angle integrated electron flux $\left.\psi_{2}^{\mathrm{E}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x}, E)\left(\mathrm{cm}^{-2} \mathrm{MeV}^{-1}\right)$ at the depths of $x_{3}=0,1,2,3,4,5,6,7 \mathrm{~cm}$. The results are normalized to be equal with the MC results near the source.
that positron and photon productions are neglected. The neglection of photon production causes small error in the results. Also the use of B-CSDAE in electron incident simulation causes errors to results, because the momentum transfer $\chi$ (defined by equation (3.25)) is neglected. These errors are thought to be minor to demonstrate that the transport of electrons work in general.

When comparing the angle and energy integrated fluxes $\psi_{2}^{\mathrm{I}}$ and energy spectrum $\psi_{2}^{\mathrm{E}}$ in Figures 4.13-4.15, it can be seen that the FEM results have similarities with the MC results. Most of differences can be found at the energy spectrum at small energies, in which the MC energy spectrum highly increases. In FEM simulations this can not be seen. This error in FEM results is probably because of the CSDA approximation for small energy transfers and the neglection of the electron elastic scattering.

The effect of more wider source angular spectrum can be seen in FEM $\psi_{2}^{\mathrm{I}}$ results, in which at the depth $x_{3}=3 \mathrm{~cm}$ the flux is slightly spread in $x_{2}$ direction. This spreading also causes the depth flux in FEM results in Figure 4.16 to decrease


Figure 4.16: The angle and energy integrated electron fluxes $\left.\psi_{2}^{\mathrm{I}}\right|_{x_{1}=x_{2}=0}(\boldsymbol{x})\left(\mathrm{cm}^{-2}\right)$ with respect to $x_{3}$-variable at the central axis for ELECTRON1 and ELECTRON2 simulations. The MC data is normalized such that it equals the ELECTRON2 simulation results at depth $x_{3}=1 \mathrm{~cm}$.
much rapidly than the MC results. However, this spreading is much smaller than in the photon incident simulations, which were very sensitive to the source angular spectrum. Probably this is because of the different scattering behavior. The electron scattering is much more forward peaked than the photon scattering. Also because of the CSDA, more sparser spatial grids can be used. Thus, the problems that arose from too sparse spatial grids in photon incident simulations are not seen in these electron incident simulations.

The electron incident simulations demonstrate well the effect of the energy differential term in B-CSDAE. In photon incident simulations in Section 4.8, the photon equation does not have the energy differential term and the photon energy spectrum (Figures 4.6, 4.7 and 4.9) show that the photons travel through the medium almost at the same energy. In electron incident simulations in Section 4.10, the energy differential term decreases the energy of the electrons while they travel through the medium (see the energy spectrum in Figures 4.14 and 4.15). The energy differential term may cause some instability in the solutions, in which oscillating values near zero are obtained in the areas where the energy spectrum should be zero. This can be seen mostly at the boundary of the incoming beam, but smaller oscillations are also present for example the energy spectrum in Figure 4.14 at the depth of $x_{3}=6 \mathrm{~cm}$ and energy over 5 MeV , in which the energy spectrum should be zero. These oscillations produce negative values to the angle and energy integrated flux $\psi_{2}^{\mathrm{I}}$ for example at the depth of $x_{3}=6 \mathrm{~cm}$. These negative values can also be seen in Figure 4.16, in which the first electron incident integrated flux
is negative at the depth of $x_{3}=6 \mathrm{~cm}$.
The stream-line diffusion method clearly stabilized the solution of the linear system in ELECTRON2 simulation. The energy spectrum in Figure 4.14 without stream-line diffusion oscillates highly at the boundary $x_{3}=0 \mathrm{~cm}$. With stream-line diffusion these oscillations are almost disappeared in Figure 4.15. The negative flux values at energy spectrum are still present, but these are small. With the stream-line diffusion method the negative integrated flux values disappear (Figure 4.16). Also the number of iterations needed in finding the solution of the linear system was decreased to half. However, the matrix-free algorithms with Krylov methods increased the computational times, because one matrix-vector calculation took more time than what it took without stream-line diffusion method in the ELECTRON2 simulation. The calculation of the matrix-vector product should be implemented differently to make the stream-line diffusion method more powerful. Here it was used to demonstrate the effect of the method and was added to the earlier made code and that is why the computation time increased although the number of iterations decreased.

From the mathematical point of view the instabilities occur because the coercivity requirements were only weakly fulfilled. For example, increasing the total cross section makes the system more stable and oscillations are removed, but of course then the results do not correspond to electron traveling. Also, it was found that the B-CSDAE is very sensitive to the shape of the restricted stopping power. Although the condition (4.37) for the restricted stopping power suggests that the coercivity condition (4.28) is fulfilled for decreasing or constant function, it seems that not all decreasing functions are valid. For example high negative gradients at the restricted stopping power caused undesired oscillations in the results. For these reasons the restricted stopping power was approximated to be constant with respect to the energy in the simulations. However, this is not a poor approximation, because the restricted stopping power alter only slightly at high energies and the high negative gradient occur only at the lowest energies.

One could assume that the neglection of electron elastic scattering is an important cause for the errors to the results. If electron elastic scattering is considered directly, then one should select the spatial grid such that approximately the length of the grid equals the electron elastic scattering mean free path, which is the inverse of the elastic scattering cross section and is approximately few millimeters [67]. The resulted dense spatial grids are not yet possible because of the memory limits (at least in 3D) and some special methods has to be used when electron elastic scattering is considered. In MC, electron elastic scattering is usually considered with electron multiple scattering theories [104, 22], which could probably be used in deterministic transport codes when formulated properly.

The given simulations suggest that FEM can be used in solving one B-CSDAE to simulate electron traveling in a medium. The used stream-line diffusion method stabilized the linear system, although the stream-line parameter should be selected carefully. Also here the use of preconditioning would shorten the computational times.

## Radiotherapy inverse problem with FEM

The aim of the conformal radiotherapy is to achieve a dose distribution, in which the high dosage volume conforms the planning target volume (PTV), while other healthy tissues and organs achieve as low dose as possible [188, 189]. To do this one assigns criteria to the dose at certain locations at the patient domain. Thus, in external radiotherapy inverse problem one knows the desired dose or particle flux distribution in the patient and the problem is to find the optimal dose distribution by defining the field intensity or incoming particle flux at the patient surface or defining the field arrangements and settings i.e. defining the treatment plan.

In this chapter, the radiotherapy inverse problem using the BTEs and FE discretization with a control approach is presented. In Section 5.1, the optimization criteria and related physical objective function are presented. In Section 5.2, the variational forms for the inverse problem are derived. In Section 5.3, the optimal control approach is used by omitting the nondifferentiable terms of a cost function in finding an initial guess for inverse radiotherapy treatment planning (IRTTP) problem and by the approach of parametrization in finding optimal controls for IRTTP problem. In Section 5.4, the finite element discretization is presented for the control systems and in Section 5.5, the parametrization is implemented for the discrete system applying singular value decomposition (SVD). In Section 5.7, the optimal control methods are tested by simulations. The chapter ends with the discussion of the simulations.

### 5.1 Optimization criteria

Typically physical or biological criteria are used in IRTTP problems [38]. Here the physical criteria are considered. Similar theories can be used for biological criteria. The patient domain $V \subset \mathbb{R}^{3}$ consists of a target volume $\mathbf{T}$ i.e. PVT, which includes the tumor and some safety margin, critical organs' region $\mathbf{C}$ and normal tissue's region $\mathbf{N}$. Thus, the patient domain is a mutually disjoint union $V=\mathbf{T} \cup \mathbf{C} \cup \mathbf{N}$. The dose $D(\boldsymbol{x})$ can be computed from the particle flux $\psi(\boldsymbol{x}, E, \boldsymbol{\Omega})$ using equation (2.1). One can assign several physical criteria for the dose. One
can simply set [30]

$$
\begin{array}{cl}
D(\boldsymbol{x})=D_{0} & \boldsymbol{x} \in \mathbf{T} \\
D(\boldsymbol{x})=0 & \boldsymbol{x} \in V \backslash \mathbf{T} \tag{5.2}
\end{array}
$$

where $D_{0}$ is a prescribed uniform dose in target $\mathbf{T}$. The criterion (5.2) is unrealistic since radiation must pass through healthy tissue to reach the tumor. That is why one usually demands condition (5.1) with conditions

$$
\begin{array}{cc}
D(\boldsymbol{x}) \leq D_{\mathbf{C}} & \boldsymbol{x} \in \mathbf{C} \\
D(\boldsymbol{x}) \leq D_{\mathbf{N}} & \boldsymbol{x} \in \mathbf{N}, \tag{5.4}
\end{array}
$$

where $D_{\mathbf{C}}$ and $D_{\mathbf{N}}$ are the upper bounds of the dose in critical organs $\mathbf{C}$ and in normal tissue $\mathbf{N}$, respectively. Instead of condition (5.1), one can demand a feasibility condition

$$
d_{\mathbf{T}} \leq D(\boldsymbol{x}) \leq D_{\mathbf{T}} \quad \boldsymbol{x} \in \mathbf{T}
$$

where $d_{\mathbf{T}}$ and $D_{\mathbf{T}}$ are the lower and upper bounds for the dose in PTV, respectively. The corresponding solution is a feasible solution.

Also so called dose volume constraints can be used [30, 25], which may be necessary for certain structures, for example for critical organs C. Dose volume constraint states that the dose $D(\boldsymbol{x})$ can not be greater than some prescribed dose $d_{\mathbf{C}}$ in a volume fraction $v(D)$ which is smaller than some volume $v_{0}$. Thus, the dose volume constraint for critical organ $\mathbf{C}$ is

$$
\begin{equation*}
v(D) \leq v_{0}, \text { when } D \geq d_{\mathbf{C}} \tag{5.5}
\end{equation*}
$$

where $v_{0}$ is a given volume fraction and $d_{\mathbf{C}}$ is a given dose. This volume fraction function $v(D)$ is the same as is the dose-volume histogram often used in radiotherapy physics [106]. It is a decreasing function of dose having $v(0)=1$ and $v(D)=0$ for sufficiently large $D$ values, say $D \geq D_{\max }$. The dose volume constraint (5.5) is equivalent to

$$
v\left(d_{\mathbf{C}}\right) \leq v_{0}
$$

which means that

$$
\begin{equation*}
\frac{\mu\left(\left\{\boldsymbol{x} \in \mathbf{C} \mid D(\boldsymbol{x}) \geq d_{\mathbf{C}}\right\}\right)}{\mu(\mathbf{C})} \leq v_{0} \tag{5.6}
\end{equation*}
$$

where $\mu$ is the Lebesgue measure. Let $H: \mathbb{R} \rightarrow \mathbb{R}$ be a Heaviside function

$$
H(x)= \begin{cases}1, & x \geq 0 \\ 0, & x<0\end{cases}
$$

Then the dose volume constraint (5.6) can be expressed as

$$
\begin{equation*}
\frac{1}{\mu(\mathbf{C})} \int_{\mathbf{C}} H\left(D(\boldsymbol{x})-d_{\mathbf{C}}\right) \mathrm{d} \boldsymbol{x} \leq v_{0} \tag{5.7}
\end{equation*}
$$

To make dose volume constraints more practical to handle in numerical calculations, condition (5.7) can be replaced by an approximation

$$
\frac{1}{N_{\mathbf{C}}} \sum_{p=1}^{N_{\mathbf{C}}} H\left(D\left(\boldsymbol{x}_{p}\right)-d_{\mathbf{C}}\right) \leq v_{0}
$$

where $p=1, \ldots, N_{\mathbf{C}}$ are the indexes of the discretization points in critical organ C. In computations, it is useful to replace the exact Heaviside function $H$ by the modified smooth function like

$$
H_{\mathrm{a}}(x)=\operatorname{erf}_{\varepsilon}(x):=\frac{1}{\sqrt{\pi} \varepsilon} \int_{-\infty}^{x} e^{-s^{2} / \varepsilon^{2}} \mathrm{~d} s
$$

where $\varepsilon$ is a small number or by the functions like

$$
\begin{gathered}
H_{\mathrm{a}}(x)=C_{1}+C_{2} \overline{\operatorname{arc}} \tan \left(C_{3} x\right) \\
H_{\mathrm{a}}(x)=C_{1}+C_{2} \tanh \left(C_{3} x\right),
\end{gathered}
$$

where the constants $C_{j}(j=1,2,3)$ are selected such that the function $H_{\mathrm{a}}(x)$ approximates the Heaviside function.

### 5.2 Variational form

Now assume that one has $L$ fields $s_{i}, i=1, \ldots, L$. This could mean that the gantry, couch and collimator angles are predetermined and the whole treatment has $L$ different angle settings. Instead of the traditional predetermination of the beam directions, one could only preset $L$ fields such that a field only defines a boundary of the incoming beam and use the angle and energy as free variables in optimization. Then the intensities of the directions and energies at different locations in the field boundary could be used as a free variable in dose optimization. Basically this means that a field consists of several subfields which could be treated for example using tomotherapy as indicated in Figure 5.1.

Let the incoming flux distribution of the $i^{\text {th }}$ field $s_{i}$ be $u_{i}$. Denote the corresponding disjoint patches of $\partial V$ by $\Gamma_{i}$. The union $\Gamma:=\cup_{i=1}^{L} \Gamma_{i}$ is mutually disjoint. Further define $u_{i} \in L_{2}\left(\Gamma_{i} \times I \times S\right)$ and denote $u=\left(u_{1}, \ldots, u_{L}\right) \in L_{2}(\Gamma \times I \times S):=$ $L_{2}\left(\Gamma_{1} \times I \times S\right) \times \cdots \times L_{2}\left(\Gamma_{L} \times I \times S\right)$. The space $L_{2}(\Gamma \times I \times S)$ is equipped with an inner product

$$
\langle u, \tilde{u}\rangle_{L_{2}(\Gamma \times I \times S)}=\sum_{i=1}^{L}\langle u, \tilde{u}\rangle_{L_{2}\left(\Gamma_{i} \times I \times S\right)} .
$$

The effect of incoming fluxes (consisting of particles of type $j(j=1$ or 2$)$ ) is given by the functional

$$
\begin{equation*}
F_{j}(v)=\sum_{i=1}^{L} \int_{S} \int_{I} \int_{\Gamma_{i}}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} u_{i} v_{j} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \tag{5.8}
\end{equation*}
$$



Figure 5.1: Schematic patient domain $V$ with four fields $s_{i},(i=1, \ldots, 4)$ on the patient surface $\partial V$ to demonstrate a tomotherapy approach, in which the field $s_{i}$ consists of several subfields whose directions and energies can be used in dose optimization.
which is the same as in equation (4.10), but now for $L$ different fields. The bilinear forms $B(\psi, v)$ or $B^{\mathrm{r}}(\psi, v)$ are defined by equations (4.9) or (4.26), respectively. The variational forms are then

$$
\begin{equation*}
B(\psi, v)=F_{j}(v), v \in H^{3} \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
B^{\mathrm{r}}(\psi, v)=F_{j}(v), v \in \widetilde{H}^{3} \tag{5.10}
\end{equation*}
$$

The total dose $D=D(\boldsymbol{x})$ is obtained from the functional, which is defined by equation (3.17). Now denote $\mathcal{D} \psi(\boldsymbol{x}):=D(\boldsymbol{x})$. One finds that $\mathcal{D}$ is a linear operator $L_{2}(G)^{3} \rightarrow L_{2}(V)$.

In the following sections, the derivations are made for the coupled system of BTEs. The derivations for the coupled B-CSDAEs can be done similarly by the variational form (5.10) and using appropriate function spaces.

### 5.3 Optimal control problem

In this section, the radiotherapy inverse problem is considered with the optimal control approach. Let $\tilde{F}_{j}: L_{2}(\Gamma \times I \times S) \rightarrow\left(H^{3}\right)^{*}$ be an operator defined by

$$
\begin{equation*}
\left(\tilde{F}_{j} u\right)(v)=\sum_{i=1}^{L} \int_{S} \int_{I} \int_{\Gamma_{i}}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} u_{i} v_{j} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega} \tag{5.11}
\end{equation*}
$$

where $j=1,2$ indicate the incoming particle. From equation (5.8) one finds $\left(\tilde{F}_{j} u\right)(v)=F_{j}(v)$. Now the solution $\psi=\psi(u)$ satisfies the variational equation of the coupled BTEs, which is of the form

$$
\begin{equation*}
B(\psi(u), v)=\left(\tilde{F}_{j} u\right)(v), v \in H^{3} \tag{5.12}
\end{equation*}
$$

Since $\tilde{F}_{j}$ is a linear function of $u$, one can show by the uniqueness of solutions that the solution $\psi$ is a linear function of $u$ as well. Furthermore, the dose functional $\mathcal{D}$ is a linear function of $\psi$. One can show that $\psi: L_{2}(\Gamma \times I \times S) \rightarrow L_{2}(G)^{3}$ and $\mathcal{D}: L_{2}(G)^{3} \rightarrow L_{\infty}(V)$ are bounded operators. Hence, $\mathcal{D}$ is Fréchet differentiable and $\mathcal{D}^{\prime} \psi=\mathcal{D}$.

Now assume that in the treatment planning, the dose $\mathcal{D} \psi(u)(\boldsymbol{x})$ should be as near as possible the described dose $D_{0}$ in tumor and the upper bounds of the dose in critical organs and normal tissue should not be violated. Hence, one tries to optimize the dose distribution by selecting the incoming fluxes $u_{i}$ such that these hold. The concrete implementation of this leads to the following optimization problem.

Define a cost functional by

$$
\begin{align*}
J(u) & =c_{1}\left\|D_{0}-\mathcal{D} \psi(u)\right\|_{L_{2}(\mathbf{T})}^{2}  \tag{5.13}\\
& +c_{2}\left\|\left(D_{\mathbf{C}}-\mathcal{D} \psi(u)\right)_{-}\right\|_{L_{2}(\mathbf{C})}^{2} \\
& +c_{3}\left\|\left(D_{\mathbf{N}}-\mathcal{D} \psi(u)\right)_{-}\right\|_{L_{2}(\mathbf{N})}^{2} \\
& +c_{4}\left(\left(v_{0}-\frac{1}{N_{\mathbf{C}}} \sum_{p=1}^{N_{\mathbf{C}}} H_{\mathrm{a}}\left(\mathcal{D} \psi(u)\left(\boldsymbol{x}_{p}\right)-d_{\mathbf{C}}\right)\right)_{-}^{2}\right)^{2} \\
& +c_{5}\left\|(u)_{-}\right\|_{L_{2}(\Gamma \times I \times S)}^{2}+c_{6}\|u\|_{L_{2}(\Gamma \times I \times S)}^{2},
\end{align*}
$$

where $c_{i},(i=1, \ldots, 6)$ are positive weights. The minimization of the second and third terms tries to take care of the requirements (5.3) and (5.4), respectively. Also the dose volume constraint is added. The notation ( $)_{-}$is the negative part of the function. To keep the admissible control set as the whole space $L_{2}(\Gamma \times I \times S)$ or its suitable linear subspace $U$ a penalty term $c_{5}\left\|(u)_{-}\right\|_{L_{2}(\Gamma \times I \times S)}^{2}$ is added to hinder the violation of the constraint $u_{i} \geq 0$. The last (convex) term regularizes the schemes and helps the optimization process in theory and in numerical considerations. The minimization of $\|u\|_{L_{2}(\Gamma \times I \times S)}^{2}$ may also be of practical importance, since it minimizes the incoming flux.

One can state the corresponding optimization problem to the coupled BTEs. Find the minimum

$$
\begin{equation*}
\min _{u \in U} J(u) \tag{5.14}
\end{equation*}
$$

such that (5.12) is valid.
The optimal control $u_{0}$ minimizes the cost functional $J$ among the set, say $U_{\mathrm{ad}}$, of admissible controls $u[120,59]$. The well known necessary condition for the optimal control $u_{0}$ is that $u_{0}$ satisfies equation (5.12) and that

$$
\begin{equation*}
J^{\prime}\left(u_{0}\right)\left(u-u_{0}\right) \geq 0 \text { for all } u \in U_{\mathrm{ad}} \tag{5.15}
\end{equation*}
$$

In the case, where $U_{\mathrm{ad}}$ is the linear space $U$ (as in the case here), the condition (5.15) reduces to

$$
\begin{equation*}
J^{\prime}\left(u_{0}\right)=0 \tag{5.16}
\end{equation*}
$$

In the case, where $J$ is a convex function, the condition (5.16) is also sufficient for the optimal control. The functional $J$ given by (5.13), however contains also non-convex terms.

### 5.3.1 Initial solution for the optimal control approach

This optimal control approach is presented in [176], which is based on the (Fréchet) differentiable approximation of a cost functional $J$ (defined by equation (5.13), for example). Then $J$ is differentiable and a system of nonlinear equations is resulted. Because of the nonlinearities the resulted discretized system has to be solved with iterative techniques such as Newton iteration schemes [82] and a good initial guess is a necessity in finding the solution of the nonlinear system. Here the initial solution is considered using a convex quadratic cost functional

$$
\begin{equation*}
J_{0}(u)=c_{1}\left\|D_{0}-\mathcal{D} \psi(u)\right\|_{L_{2}(\mathbf{T})}^{2}+c_{6}\|u\|_{L_{2}(\Gamma \times I \times S)}^{2} . \tag{5.17}
\end{equation*}
$$

Before the theory of the initial solution can be presented, the following operators are defined. Let $A$ be a Lebesgue measurable subset of $V$. Furthermore, let $e_{A}$ be the "extension by zero operator" from a set $A$ on $V$ i.e $e_{A} f=f(x), x \in A$ and $e_{A} f=0, x \in V \backslash A$. An adjoint $\mathcal{D}^{*}$ of the operator $\mathcal{D}$ is defined to satisfy the following equation

$$
\langle f, \mathcal{D} g\rangle_{L_{2}(V)}=\left\langle\mathcal{D}^{*} f, g\right\rangle_{L_{2}(G)^{3}}, g \in L_{2}(G)^{3} .
$$

Now the adjoint $\mathcal{D}^{*}: L_{2}(V) \rightarrow L_{2}(G)^{3}$ of $\mathcal{D}$ (with the definition for the dose given in equation (3.17)) can be computed and

$$
\mathcal{D}^{*} w=\left(0, \tau_{2}^{\mathrm{Ie}} w, \tau_{3}^{\mathrm{Ie}} w\right), \quad w \in L_{2}(V)
$$

In addition, the adjoint $\tilde{F}_{j}^{*}:\left(H^{3}\right)^{*} \rightarrow L_{2}(\Gamma \times I \times S)\left(\approx \bigoplus_{i=1}^{L} L_{2}\left(\Gamma_{i} \times I \times S\right)\right)$ of $\tilde{F}_{j}($ defined by equation $(5.11))$ is

$$
\begin{equation*}
\tilde{F}_{j}^{*} v=\left(r_{\Gamma_{1}}\left((\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} v_{j}\right), \ldots, r_{\Gamma_{L}}\left((\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} v_{j}\right)\right) \tag{5.18}
\end{equation*}
$$

where $r_{\Gamma_{i}}$ is the restriction operator on $\Gamma_{i}$.
The existences of the solutions of the variational problem (4.8) is discussed in Section 4.4. The assumptions of Theorem 1 imply sufficient conditions for the existence of the variational solutions $\psi \in H^{3}$. Moreover, it can be proven that the solution is unique. Similar considerations can be made for the variational problem defined by equation (4.8) and one can prove that the adjoint problem $B\left(v, \psi^{*}\right)=\hat{F}_{j} v$ has a unique solution $\psi^{*} \in H^{3} . \hat{F}_{j} v$ is defined later in the definition of the adjoint problem in equation (5.21) by an inner product.

Now one possibility for the initial guess in radiotherapy optimization is to use the solution of the following control problem.

Theorem 5 Let the assumptions in the Theorem 1 be valid. Define the cost functional $J_{0}$ by equation (5.17). Then the optimal boundary control is

$$
\begin{equation*}
u_{0}=\frac{1}{c_{6}} \tilde{F}^{*} \psi^{*} \tag{5.19}
\end{equation*}
$$

where $\psi^{*}$ is uniquely obtained from equations

$$
\begin{gather*}
B(\psi, v)=\frac{1}{c_{6}} \tilde{F}\left(\tilde{F}^{*} \psi^{*}\right)(v), v \in H^{3}  \tag{5.20}\\
B\left(v, \psi^{*}\right)=c_{1}\left\langle v, \mathcal{D}^{*} e_{\mathbf{T}}\left(D_{0}-\mathcal{D} \psi\right)\right\rangle_{L_{2}(G)^{3}}, v \in H^{3} . \tag{5.21}
\end{gather*}
$$

Proof. The cost function $J_{0}$ is now convex and condition (5.16) is necessary and sufficient for the optimal control. Denote

$$
\begin{aligned}
& J_{1}(u):=\left\langle D_{0}-\mathcal{D} \psi(u), D_{0}-\mathcal{D} \psi(u)\right\rangle_{L_{2}(\mathbf{T})}, \\
& J_{2}(u):=\langle u, u\rangle_{L_{2}(\Gamma \times I \times S)}
\end{aligned}
$$

Then

$$
J_{0}(u)=c_{1} J_{1}(u)+c_{6} J_{2}(u),
$$

whose derivative respect to $u$ is

$$
J_{0}^{\prime}(u) w=c_{1} J_{1}^{\prime}(u) w+c_{6} J_{2}^{\prime}(u) w
$$

where

$$
\begin{aligned}
J_{1}^{\prime}(u) w & =-2\left\langle D_{0}-\mathcal{D} \psi(u), \mathcal{D} \psi(w)\right\rangle_{L_{2}(\mathbf{T})} \\
& =-2\left\langle\mathcal{D}^{*} e_{\mathbf{T}}\left(D_{0}-\mathcal{D} \psi(u)\right), \psi(w)\right\rangle_{L_{2}(G)^{3}}
\end{aligned}
$$

and

$$
J_{2}^{\prime}(u) w=2\langle u, w\rangle_{L_{2}(\Gamma \times I \times S)}
$$

Hence, one finds that $J_{0}^{\prime}(u) w=0$, if and only if

$$
-2 c_{1}\left\langle\mathcal{D}^{*} e_{\mathbf{T}}\left(D_{0}-\mathcal{D} \psi(u)\right), \psi(w)\right\rangle_{L_{2}(G)^{3}}+2 c_{6}\langle u, w\rangle_{L_{2}(\Gamma \times I \times S)}=0
$$

which can be cast into the form

$$
\begin{equation*}
\left\langle c_{1} \mathcal{D}^{*} e_{\mathbf{T}}\left(D_{0}-\mathcal{D} \psi(u)\right), \psi(w)\right\rangle_{L_{2}(G)^{3}}=\left\langle c_{6} u, w\right\rangle_{L_{2}(\Gamma \times I \times S)} . \tag{5.22}
\end{equation*}
$$

Suppose that $\psi^{*}=\psi^{*}(w)$ is the solution of the adjoint problem defined by equation (5.21). Then from the adjoint equation (5.21), one finds that

$$
\begin{equation*}
B\left(\psi(w), \psi^{*}\right)=\left\langle\psi(w), c_{1} \mathcal{D}^{*} e_{\mathbf{T}}\left(D_{0}-\mathcal{D} \psi(u)\right)\right\rangle_{L_{2}(G)^{3}} . \tag{5.23}
\end{equation*}
$$

When using equation (5.22) to the previous equation (5.23), one obtains

$$
\begin{equation*}
B\left(\psi(w), \psi^{*}\right)=\left\langle c_{6} u, w\right\rangle_{L_{2}(\Gamma \times I \times S)} . \tag{5.24}
\end{equation*}
$$

On the other hand, from equation (5.12) one obtains

$$
\begin{align*}
B\left(\psi(w), \psi^{*}\right) & =\left(\tilde{F}_{j} w\right)\left(\psi^{*}\right) \\
& =\left\langle\tilde{F}_{j}^{*} \psi^{*}, w\right\rangle_{L_{2}(\Gamma \times I \times S)} \tag{5.25}
\end{align*}
$$

where also equations (5.11) and (5.18) are used. Combining equations (5.24) and (5.25) leads to

$$
\left\langle\tilde{F}_{j}^{*} \psi^{*}, w\right\rangle_{L_{2}(\Gamma \times I \times S)}=\left\langle c_{6} u, w\right\rangle_{L_{2}(\Gamma \times I \times S)},
$$

which can be cast into the form

$$
\left\langle\tilde{F}_{j}^{*} \psi^{*}-c_{6} u, w\right\rangle_{L_{2}(\Gamma \times I \times S)}=0
$$

from which the optimal boundary control (5.19) is received. Equation (5.20) is obtained from equation (5.12) using boundary control equation (5.19).

### 5.3.2 Optimal control applying parametrization

Here the optimal control is used for the coupled BTEs with the application of so called parametrization. The method is presented in [175]. Let $\mathcal{A}: L_{2}(G)^{3} \rightarrow$ $L_{2}(G)^{3}$ be an operator

$$
\begin{aligned}
D(\mathcal{A}) & =H^{3} \\
\mathcal{A} \psi & =(\boldsymbol{\Omega} \cdot \nabla+K) \psi
\end{aligned}
$$

where $D(\mathcal{A})$ is the domain of $\mathcal{A}$. With these definitions the coupled BTEs (4.3) with the stated incoming photon boundary condition (3.19) can be formulated as follows

$$
\begin{gather*}
\mathcal{A} \psi=0  \tag{5.26}\\
\tilde{r} \psi_{1}=u, \tilde{r} \psi_{2}=\tilde{r} \psi_{3}=0, \tag{5.27}
\end{gather*}
$$

where $\tilde{r}: H^{3} \rightarrow L_{2}(\partial V \times I \times S)$ is the restriction operator $\tilde{r} \psi_{j}=\left.\psi\right|_{\Gamma \times I \times S}$. The electron incident boundary condition (3.20) can be given by

$$
\begin{equation*}
\tilde{r} \psi_{2}=u, \tilde{r} \psi_{1}=\tilde{r} \psi_{3}=0 \tag{5.28}
\end{equation*}
$$

Now the problem (5.26) with photon (5.27) or electron (5.28) boundary conditions can be given in a matrix form

$$
\begin{equation*}
\mathcal{A}_{j}\binom{\psi}{u}=0 \tag{5.29}
\end{equation*}
$$

where $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}\right)^{\mathrm{T}}$. The boundary condition is indicated by a subindex $j=1,2$. Thus, the matrices $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are

$$
\mathcal{A}_{1}=\left(\begin{array}{cc}
(\boldsymbol{\Omega} \cdot \nabla+K) & 0 \\
\tilde{r} & -1 \\
\tilde{r} & 0 \\
\tilde{r} & 0
\end{array}\right), \quad \mathcal{A}_{2}=\left(\begin{array}{cc}
(\boldsymbol{\Omega} \cdot \nabla+K) & 0 \\
\tilde{r} & 0 \\
\tilde{r} & -1 \\
\tilde{r} & 0
\end{array}\right) .
$$

Now, one finds that $\mathcal{A}_{j}$ is a linear operator

$$
\begin{equation*}
\mathcal{A}_{j}: H^{3} \times L_{2}(\Gamma \times I \times S) \rightarrow L_{2}(G)^{3} \times L_{2}(\Gamma \times I \times S)^{3} . \tag{5.30}
\end{equation*}
$$

The control system (5.29) is said to be parametrizable, if there exists a normed space $X$ and a linear operator $\mathcal{S}: X \rightarrow H^{3} \times L_{2}(\Gamma \times I \times S)$ such that

$$
\mathcal{A}_{j}\binom{\psi}{u}=0 \Leftrightarrow\binom{\psi}{u}=\mathcal{S} f, f \in X
$$

$\mathcal{S}$ is the compatibility operator of the given control system (5.29). The normed space $X$ depends on the given control system. Parametrizability is a kind of structural (internal) property of the control system. It is related to the null space of the system.

Let $p_{1}$ and $p_{2}$ be the canonical projections $p_{1}: H^{3} \times L_{2}(\Gamma \times I \times S) \rightarrow H^{3}$ and $p_{2}: H^{3} \times L_{2}(\Gamma \times I \times S) \rightarrow L_{2}(\Gamma \times I \times S)$. Then

$$
\psi=p_{1}(\mathcal{S} f):=S_{1} f, f \in X
$$

and

$$
u=p_{2}(\mathcal{S} f):=S_{2} f, f \in X
$$

Further, the optimal control $u_{0}$ of the problem (5.14) is $u_{0}=S_{2} f_{0}$, where $f_{0} \in X$ is the global minimum (if it exists) of the unconstrained problem: Find the minimum

$$
\min _{f \in X} \tilde{J}(f)
$$

where

$$
\begin{align*}
\tilde{J}(f) & =c_{1}\left\|D_{0}-\mathcal{D} S_{1} f\right\|_{L_{2}(\mathbf{T})}^{2}  \tag{5.31}\\
& +c_{2}\left\|\left(D_{\mathbf{C}}-\mathcal{D} S_{1} f\right)_{-}\right\|_{L_{2}(\mathbf{C})}^{2} \\
& +c_{3}\left\|\left(D_{\mathbf{N}}-\mathcal{D} S_{1} f\right)_{-}\right\|_{L_{2}(\mathbf{N})}^{2} \\
& +c_{4}\left(\left(v_{0}-\frac{1}{N_{\mathbf{C}}} \sum_{p=1}^{N_{\mathbf{C}}} H_{\mathrm{a}}\left(\left(\mathcal{D} S_{1} f\right)\left(\boldsymbol{x}_{p}\right)-d_{\mathbf{C}}\right)\right)_{-}\right)^{2} \\
& +c_{5}\left\|\left(S_{2} f\right)_{-}\right\|_{L_{2}(\Gamma \times I \times S)}^{2}+c_{6}\left\|S_{2} f\right\|_{L_{2}(\Gamma \times I \times S)}^{2}
\end{align*}
$$

Instead of exact seeking of the compatibility operator $\mathcal{S}$, the discretized control system is considered in the following.

### 5.4 Finite element discretization of the control systems

Let $\psi^{\mathrm{h}}$, defined by equation (4.39), be the finite element approximation of the variational form (4.40) in a finite dimensional subspace $X_{\mathrm{h}}=\left[\Phi_{1}, \ldots, \Phi_{3 N}\right]$ as in Section 4.7. Further, let $Y_{\mathrm{h}}$ be a finite dimensional subspace of $L_{2}(\Gamma \times I \times$ $S)$. The linear hull $Y_{\mathrm{h}}=\left[\left(w_{1,1}, 0, \ldots, 0\right), \ldots,\left(w_{M_{1}, 1}, 0, \ldots, 0\right),\left(0, w_{1,2}, 0, \ldots, 0\right), \ldots\right.$,
$\left.\left(0, w_{M_{2}, 2}, 0, \ldots, 0\right), \ldots,\left(0, \ldots, 0, w_{1, L}\right), \ldots,\left(0, \ldots, 0, w_{M_{L}, L}\right)\right]=:\left[Y_{1}, \ldots, Y_{M}\right] . M_{i}$ is the number of nodal points in a field $s_{i}$ and $M=M_{1}+\ldots+M_{L}$. The basis functions are denoted $Y_{l}, \quad(l=1, \ldots, M)$ and the $i^{\text {th }}$ component of the vector $Y_{l}$ is denoted as $Y_{l, i},(i=1, . ., L)$. Define the finite element approximation $u^{\mathrm{h}}$ of the boundary flux to be

$$
\begin{equation*}
u^{\mathrm{h}}=\left(\sum_{m=1}^{M_{1}} \beta_{(m, 1)} w_{m, 1}, \ldots, \sum_{m=1}^{M_{L}} \beta_{(m, L)} w_{m, L}\right)^{\mathrm{T}} \tag{5.32}
\end{equation*}
$$

where $w_{m, l}=w_{m, l}(\boldsymbol{x}, E, \boldsymbol{\Omega})$ and $\beta_{(m, i)}\left(m=1, \ldots, M_{i}\right)$ are the unknown parameters of the boundary fluxes $u_{i}(i=1, \ldots, L)$. Then the finite element approximation of the variational problem (4.40) of the coupled BTEs is defined as (again $j=1,2$ indicate the incoming particle)

$$
\begin{equation*}
B\left(\psi^{\mathrm{h}}, v\right)=\left(\tilde{F}_{j} u^{\mathrm{h}}\right)(v), \forall v \in X_{\mathrm{h}} \tag{5.33}
\end{equation*}
$$

which leads to the matrix equation

$$
\begin{equation*}
\boldsymbol{A} \alpha=\boldsymbol{B}_{j} \beta \tag{5.34}
\end{equation*}
$$

where $\beta=\left(\beta_{(1,1) \ldots}, \beta_{\left(M_{1}, 1\right)}, \ldots, \beta_{(1, L)} \ldots, \beta_{\left(M_{L}, L\right)}\right)^{\mathrm{T}}$ and $\boldsymbol{A}$ is the matrix needed for the forward problem $\left(\boldsymbol{A} \alpha=\boldsymbol{b}_{j}\right)$ and can be defined for example by equation (4.43). The matrix $\boldsymbol{B}_{j} \in \mathcal{M}(3 N \times M)$ is defined such that

$$
\begin{equation*}
\boldsymbol{B}_{j}(l, t)=\sum_{i=1}^{L} \int_{S} \int_{I} \int_{\Gamma_{i}}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} Y_{t, i} \Phi_{l, j} \mathrm{~d} s \mathrm{~d} E \mathrm{~d} \boldsymbol{\Omega}, \tag{5.35}
\end{equation*}
$$

where $\Phi_{l, j}$ is the $j^{\text {th }}$ component of the vector $\Phi_{l}(l=1, \ldots, 3 N)$. The matrix equation (5.34) can be cast into the form

$$
\begin{equation*}
\left(\boldsymbol{A},-\boldsymbol{B}_{j}\right)\binom{\alpha}{\beta}=0 \tag{5.36}
\end{equation*}
$$

which is the discrete form of the control system (5.29).

### 5.5 Discrete system parametrization with SVD

The discrete control system is said to be parametrizable if there exist $p \in \mathbb{N}$ and a matrix $\boldsymbol{S} \in \mathcal{M}(3 N+M \times p)$ such that

$$
\begin{equation*}
\left(\boldsymbol{A},-\boldsymbol{B}_{j}\right)\binom{\alpha}{\beta}=0 \Leftrightarrow\binom{\alpha}{\beta}=\boldsymbol{S} \gamma, \gamma \in \mathbb{R}^{p} \tag{5.37}
\end{equation*}
$$

Let $p_{1}, p_{2}$ be the canonical projections $p_{1}: \mathbb{R}^{3 N+M} \rightarrow \mathbb{R}^{3 N}$ and $p_{2}: \mathbb{R}^{3 N+M} \rightarrow$ $\mathbb{R}^{M}$. Denote $\boldsymbol{S}_{1} \gamma=p_{1}(\boldsymbol{S} \gamma)$ and $\boldsymbol{S}_{2} \gamma=p_{2}(\boldsymbol{S} \gamma)$, where $\boldsymbol{S}_{1} \in \mathcal{M}(3 N \times p)$ and $\boldsymbol{S}_{2} \in$ $\mathcal{M}(M \times p)$. Then $\alpha=\boldsymbol{S}_{1} \gamma$ and $\beta=\boldsymbol{S}_{2} \gamma$. Thus, the finite element approximations (4.39) and (5.32) are of the form

$$
\begin{equation*}
\psi^{\mathrm{h}}(\boldsymbol{x}, E, \boldsymbol{\Omega})=\sum_{k=1}^{N}\left(\left(\boldsymbol{S}_{1} \gamma\right)_{k},\left(\boldsymbol{S}_{1} \gamma\right)_{N+k},\left(\boldsymbol{S}_{1} \gamma\right)_{2 N+k}\right)^{\mathrm{T}} \phi_{k}(\boldsymbol{x}, E, \boldsymbol{\Omega})=: S_{1} \gamma \tag{5.38}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{\mathrm{h}}=\left(\sum_{m=1}^{M_{1}}\left(\boldsymbol{S}_{2} \gamma\right)_{m} w_{1, m}(\boldsymbol{x}, E, \boldsymbol{\Omega}), \ldots, \sum_{m=1}^{M_{L}}\left(\boldsymbol{S}_{2} \gamma\right)_{M-M_{L}+m} w_{L, m}(\boldsymbol{x}, E, \boldsymbol{\Omega})\right)^{\mathrm{T}}=: S_{2} \gamma \tag{5.39}
\end{equation*}
$$

where $\gamma \in \mathbb{R}^{p}$. The notation $(\cdot)_{m}$ is the $m^{\text {th }}$ component of the vector. Then the discretized optimal control problem states: The finite element approximation $u_{0}^{\mathrm{h}}$ for the optimal control $u_{0}$ of the problem (5.14) is

$$
u_{0}^{\mathrm{h}}=\left(\sum_{m=1}^{M_{1}}\left(\boldsymbol{S}_{2} \gamma_{0}\right)_{m} w_{1, m}(\boldsymbol{x}, E, \boldsymbol{\Omega}), \ldots, \sum_{m=1}^{M_{L}}\left(\boldsymbol{S}_{2} \gamma_{0}\right)_{M-M_{L}+m} w_{L, m}(\boldsymbol{x}, E, \boldsymbol{\Omega})\right)
$$

where $\gamma_{0} \in \mathbb{R}^{p}$ is the global minimum of the unconstrained problem:

$$
\begin{equation*}
\min _{\gamma \in \mathbb{R}^{p}} \hat{J}(\gamma) \tag{5.40}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{J}(\gamma) & =c_{1}\left\|D_{0}-\mathcal{D}\left(S_{1} \gamma\right)\right\|_{L_{2}(\mathbf{T})}^{2}  \tag{5.41}\\
& +c_{2}\left\|\left(D_{\mathbf{C}}-\mathcal{D}\left(S_{1} \gamma\right)\right)_{-}\right\|_{L_{2}(\mathbf{C})}^{2} \\
& +c_{3}\left\|\left(D_{\mathbf{N}}-\mathcal{D}\left(S_{1} \gamma\right)\right)_{-}\right\|_{L_{2}(\mathbf{N})}^{2} \\
& \left.+c_{4}\left(\left(v_{0}-\frac{1}{N_{\mathbf{C}}} \sum_{p=1}^{N_{\mathbf{C}}} H_{\mathrm{a}}\left(\mathcal{D}\left(S_{1} \gamma\right)\left(\boldsymbol{x}_{p}\right)-d_{\mathbf{C}}\right)\right)\right)_{-}^{2}\right)^{2} \\
& +c_{5}\left\|\left(S_{2} \gamma\right)_{-}\right\|_{L_{2}(\Gamma \times I \times S)}^{2}+c_{6}\left\|S_{2} \gamma\right\|_{L_{2}(\Gamma \times I \times S)}^{2} .
\end{align*}
$$

An initial point for the global optimization can be achieved from the solution of the quadratic problem

$$
\begin{equation*}
\min _{\gamma \in \mathbb{R}^{p}} \hat{J}_{0}(\gamma) \tag{5.42}
\end{equation*}
$$

where

$$
\hat{J}_{0}(\gamma)=c_{1}\left\|D_{0}-\mathcal{D}\left(S_{1} \gamma\right)\right\|_{L_{2}(\mathbf{T})}^{2}+c_{6}\left\|S_{2} \gamma\right\|_{L_{2}(\Gamma \times I \times S)}^{2}
$$

The elements of the matrices $\boldsymbol{S}_{1}$ and $\boldsymbol{S}_{2}$ are denoted by $\boldsymbol{S}_{1}(k, l)$ and $\boldsymbol{S}_{2}(m, l)$. Then one can construct following.
Theorem 6 The minimum $\gamma$ of the problem (5.42) satisfies the linear equations $(l=1, \ldots, p)$

$$
\begin{align*}
& c_{1} \sum_{k=1}^{N}\left\langle\mathcal{D}^{*}\left(e_{\mathbf{T}}\left(\mathcal{D} S_{1} \gamma\right)\right),\left(\boldsymbol{S}_{1}(k, l),\left(\boldsymbol{S}_{1}(N+k, l), \boldsymbol{S}_{1}(2 N+k, l)\right)^{\mathrm{T}} \phi_{k}\right\rangle_{L_{2}(G)^{3}}\right.  \tag{5.43}\\
& +c_{6}\left\langle S_{2} \gamma,\left(\sum_{m=1}^{M_{1}} \boldsymbol{S}_{2}(m, l) w_{1, m}, \ldots, \sum_{m=1}^{M_{L}} \boldsymbol{S}_{2}\left(M-M_{L}+m, l\right) w_{L, m}\right)^{\mathrm{T}}\right\rangle_{L_{2}(\Gamma \times I \times S)} \\
& \quad=c_{1} \sum_{k=1}^{N}\left\langle\mathcal{D}^{*}\left(e_{\mathbf{T}}\left(D_{0}\right)\right),\left(\boldsymbol{S}_{1}(k, l),\left(\boldsymbol{S}_{1}(N+k, l), \boldsymbol{S}_{1}(2 N+k, l)\right)^{\mathrm{T}} \phi_{k}\right\rangle_{L_{2}(G)^{3}}\right.
\end{align*}
$$

Proof. The minimum point satisfies $\hat{J}_{0}^{\prime}(\gamma)=0$. One receives

$$
\begin{align*}
\hat{J}_{0}^{\prime}(\gamma) y= & -2 c_{1}\left\langle D_{0}-\mathcal{D} S_{1} \gamma, \mathcal{D} S_{1} y\right\rangle_{L_{2}(\mathbf{T})}+2 c_{6}\left\langle S_{2} \gamma, S_{2} y\right\rangle_{L_{2}(\Gamma \times I \times S)} \\
= & -2 c_{1}\left\langle\mathcal{D}^{*}\left(e_{\mathbf{T}}\left(D_{0}-\mathcal{D} S_{1} \gamma\right)\right), S_{1} y\right\rangle_{L_{2}(G)^{3}} \\
& +2 c_{6}\left\langle S_{2} \gamma, S_{2} y\right\rangle_{L_{2}(\Gamma \times I \times S)} . \tag{5.44}
\end{align*}
$$

For any $v \in L_{2}(G)^{3}$ it holds that

$$
\begin{aligned}
\left\langle v, S_{1} y\right\rangle_{L_{2}(G)^{3}} & =\left\langle v, \sum_{k=1}^{N}\left(\left(\boldsymbol{S}_{1} y\right)_{k},\left(\boldsymbol{S}_{1} y\right)_{N+k},\left(\boldsymbol{S}_{1} y\right)_{2 N+k}\right)^{\mathrm{T}} \phi_{k}\right\rangle_{L_{2}(G)^{3}} \\
& =\sum_{k=1}^{N}\left\langle v, \sum_{l=1}^{p}\left(\boldsymbol{S}_{1}(k, l) y_{l}, \boldsymbol{S}_{1}(N+k, l) y_{l}, \boldsymbol{S}_{1}(2 N+k, l) y_{l}\right)^{\mathrm{T}} \phi_{k}\right\rangle_{L_{2}(G)^{3}} \\
& =\sum_{l=1}^{p} y_{l} \sum_{k=1}^{N}\left\langle v,\left(\boldsymbol{S}_{1}(k, l), \boldsymbol{S}_{1}(N+k, l), \boldsymbol{S}_{1}(2 N+k, l)\right)^{\mathrm{T}} \phi_{k}\right\rangle_{L_{2}(G)^{3}} .
\end{aligned}
$$

Similarly, for any $w \in L_{2}(\Gamma \times I \times S)$ it holds that

$$
\begin{aligned}
& \left\langle w, S_{2} y\right\rangle_{L_{2}(\Gamma \times I \times S)}=\left\langle w,\left(\sum_{m=1}^{M_{1}}\left(\boldsymbol{S}_{2} y\right)_{m} w_{1, m}, \ldots, \sum_{m=1}^{M_{L}}\left(\boldsymbol{S}_{2} y\right)_{M-M_{L}+m} w_{L, m}\right)^{\mathrm{T}}\right\rangle_{L_{2}(\Gamma \times I \times S)} \\
& =\left\langle w,\left(\sum_{m=1}^{M_{1}} \sum_{l=1}^{p} \boldsymbol{S}_{2}(m, l) y_{l} w_{1, m}, \ldots, \sum_{m=1}^{M_{L}} \sum_{l=1}^{p} \boldsymbol{S}_{2}\left(M-M_{L}+m, l\right) y_{l} w_{L, m}\right)^{\mathrm{T}}\right\rangle_{L_{2}(\Gamma \times I \times S)} \\
& \quad=\sum_{l=1}^{p} y_{l}\left\langle w,\left(\sum_{m=1}^{M_{1}} \boldsymbol{S}_{2}(m, l) w_{1, m}, \ldots, \sum_{m=1}^{M_{L}} \boldsymbol{S}_{2}\left(M-M_{L}+m, l\right) w_{L, m}\right)^{\mathrm{T}}\right\rangle_{L_{2}(\Gamma \times I \times S)} .
\end{aligned}
$$

Substituting these into equation (5.44) and assigning it to zero leads to the linear equations (5.43) when compared componentwise.

Furthermore, $\gamma$ can be solved easily from the linear equations (5.43), because

$$
\begin{aligned}
& \mathcal{D}^{*}\left(e_{\mathbf{T}}\left(\mathcal{D} S_{1} \gamma\right)\right)=\sum_{q=1}^{N} \mathcal{D}^{*}\left(e_{\mathbf{T}}\left(\mathcal{D}\left(\left(\left(\boldsymbol{S}_{1} \gamma\right)_{q},\left(\boldsymbol{S}_{1} \gamma\right)_{N+q},\left(\boldsymbol{S}_{1} \gamma\right)_{2 N+q}\right)^{\mathrm{T}} \phi_{q}\right)\right)\right) \\
&=\sum_{r=1}^{p} \gamma_{r} \sum_{q=1}^{N} \mathcal{D}^{*}\left(e_{\mathbf{T}}\left(\mathcal{D}\left(\left(\boldsymbol{S}_{1}(q, r), \boldsymbol{S}_{1}(N+q, r), \boldsymbol{S}_{1}(2 N+q, r)\right)^{\mathrm{T}} \phi_{q}\right)\right)\right)
\end{aligned}
$$

and

$$
S_{2} \gamma=\sum_{r=1}^{p} \gamma_{r}\left(\sum_{m=1}^{M_{1}} \boldsymbol{S}_{2}(m, r) w_{1, m}, \ldots, \sum_{m=1}^{M_{L}} \boldsymbol{S}_{2}\left(M-M_{L}+m, r\right) w_{L, m}\right)^{\mathrm{T}}
$$

SVD can be used in the parametrization of the discrete system (5.37). First, consider the parametrization of the general equation $F X=0$, where $F \in \mathcal{M}(m \times$ $n)$. Hence, consider the existence of a matrix $S \in \mathcal{M}(m \times p)$ such that

$$
\begin{equation*}
F X=0 \Leftrightarrow X=S Y \tag{5.45}
\end{equation*}
$$

The SVD is defined as follows [80].
Theorem 7 If $F$ is a real ( $m \times n$ )-matrix with rank $r$, then there exist orthogonal matrices

$$
U=\left[U_{1}, \ldots, U_{m}\right] \in \mathcal{M}(m \times m), \quad V=\left[V_{1}, \ldots, V_{n}\right] \in \mathcal{M}(n \times n)
$$

such that

$$
U^{\mathrm{T}} F V=\left(\begin{array}{cc}
D_{r} & \mathbf{0}  \tag{5.46}\\
\mathbf{0} & \mathbf{0}
\end{array}\right):=D \in \mathcal{M}(m \times n)
$$

where $D_{r}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$ and $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>0$.
In the previous Theorem 7 , the singular values $\sigma_{j}=\sqrt{\mu_{j}},(j=1, \ldots, r)$, where $\mu_{j}$ are the nonzero eigenvalues of the matrix $F^{\mathrm{T}} F$. Furthermore, $V_{1}, \ldots, V_{r}$ are the orthonormal eigenvectors of $F^{\mathrm{T}} F$ corresponding to eigenvalues $\mu_{1}, \ldots, \mu_{r}$, respectively. $V_{r+1}, \ldots, V_{m}$ are the eigenvectors corresponding to zero eigenvalues i.e. $\operatorname{span}\left\{V_{r+1}, \ldots, V_{m}\right\}$ forms the null space of $F^{\mathrm{T}} F$. For orthogonal matrix $V$ it holds that $V^{\mathrm{T}} V=I_{n}$, where $I_{n}$ is the identity matrix of size $(n \times n)$. Because $U$ and $V$ are orthogonal, one receives from equation (5.46)

$$
\begin{equation*}
F=U D V^{\mathrm{T}} \tag{5.47}
\end{equation*}
$$

which is the SVD of $F$. Now it is possible to formulate the following.
Theorem 8 For any $(m \times n)$-matrix $F$ with rank $r$ there exists an $m \times(n-r)$ matrix $S$ such that equivalence (5.45) is valid. Moreover, $S=\left[V_{r+1}, \ldots, V_{n}\right]$.
Proof. Let $F=U D V^{\mathrm{T}}$ be the SVD of $F$. Define $S=\left[V_{r+1}, \ldots, V_{n}\right]$ and let

$$
P=\binom{\mathbf{0}}{I_{n-r}} \in \mathcal{M}(n \times n-r), \quad Y \in \mathcal{M}(n-r \times 1)
$$

Then for $X=S Y=V P Y$ and one obtains

$$
F X=F V P Y=U D V^{\mathrm{T}} V P Y=U D P Y=\mathbf{0}
$$

because $D P=\mathbf{0}$ always.
Conversely, suppose that $F X=\mathbf{0}$. Then also $U^{\mathrm{T}} F X=\mathbf{0}$. Since $V$ is nonsingular there exists $Z \in \mathcal{M}(n \times 1)$ such that $V Z=X$. Denote $Z=\left(Z^{\prime}, Z^{\prime \prime}\right)^{\mathrm{T}}$, where $Z^{\prime} \in \mathcal{M}(r \times 1)$ and $Z^{\prime \prime} \in \mathcal{M}(n-r \times 1)$. Then one finds that

$$
\begin{equation*}
\mathbf{0}=U^{\mathrm{T}} F X=\left(U^{\mathrm{T}} F V\right) Z=D Z=\binom{D_{r} Z^{\prime}}{\mathbf{0}} \tag{5.48}
\end{equation*}
$$

Relation (5.48) implies that $D_{r} Z^{\prime}=\mathbf{0}$ and since $D_{r}$ is nonsingular $Z^{\prime}=0$. This shows that

$$
X=V Z=V\binom{0}{Z^{\prime \prime}}=V\binom{0}{I_{n-r}} Z^{\prime \prime}=V P Z^{\prime \prime}=S Z^{\prime \prime}
$$

Now Theorem 8 can be used for the parametrization of the discrete control system (5.37) using $F=[\boldsymbol{A},-\boldsymbol{B}]$ and computing the vectors, which span the null space of $F^{\mathrm{T}} F$. It should be noted that in FEM with linear basis the matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ have always full rank. Thus, the rank of matrix $F$ is always $r=3 N$ and the size of $\gamma$ is $p=M$.

### 5.6 Global optimization with Simulated Annealing

In finding the global minimum of the unconstrained problem (5.40), one needs to use some optimizer to find the minimum of the function (5.41). Function defined in equation (5.41) is non-convex i.e. it may contain multiple local extrema. One possibility is to use a Simulated Annealing algorithm, which is a global optimization algorithm, so, it does not easily stuck in a local minima [109, 56]. The values of the decision parameters are changed randomly and objective function values are calculated. If new objective function value $F$ is better than the current best objective function value $F_{\text {best }}$, the new parameters are accepted. If new objective function value is worse, the new parameters are accepted with probability

$$
\begin{equation*}
P=\exp \left(-\frac{\Delta F}{T}\right) \tag{5.49}
\end{equation*}
$$

where $\Delta F=F-F_{\text {best }}$ and $T$ is in the same magnitude as $F$ and its value decreases as the iteration proceeds.

### 5.7 FEM simulations for the radiotherapy inverse problems

To simulate the theories given in Sections 5.3-5.5, the presented control problems were solved using FEM and only one BTE to describe the traveling of arbitrary particles in a 2 D plane $\left(\boldsymbol{x}=\left(x_{2}, x_{3}\right)\right)$. In fact, photon scattering data was used, but because only one BTE equation was used, the dose computation was done artificially from the photon flux using arbitrary stopping powers $\tau(\boldsymbol{x}, E)$. The particles were assumed to scatter in the spatial 2D plane. Thus, the angular variable was $\theta \in\left[0,2 \pi\left[\right.\right.$ and $\boldsymbol{\Omega}_{2 \mathrm{D}}=(\sin \theta, \cos \theta)$, which meant that $\theta=0$ was toward the $x_{3}$-axis. This caused small inaccuracy to the computations of the forward problem, because the scattering out of plane was neglected. However, it was thought to be unessential in the purpose of these simulations, which was to show that the given inverse and control theories work in theory. All these simulations were made using MATLAB ${ }^{\circledR}$ in a normal PC ( 2 GHz Pentium with 2 GB memory).

For one BTE the linear hull is $\left[\phi_{1}, \ldots, \phi_{N}\right]$ and the finite element approximation in 2 D is

$$
\psi^{\mathrm{h}}(\boldsymbol{x}, E, \theta)=\sum_{k=1}^{N} \alpha_{k} \phi_{k}(\boldsymbol{x}, E, \theta)
$$

The linear system of one BTE is

$$
\begin{equation*}
A \alpha=b \tag{5.50}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) . A$ is as $A_{1 \rightarrow 1}$ and is defined by equation (4.61). The right hand sides of the control problems are defined later. Separable basis functions are used as in Section 4.7.3. The basis functions of the boundary fluxes are defined in Section 5.4. The separable basis functions of the boundary fluxes are defined as $w_{t, i}(\boldsymbol{x}, E, \theta)=w_{t_{\mathrm{s}}, i}^{\boldsymbol{x}}(\boldsymbol{x}) w_{t_{\mathrm{e}}, i}^{E}(E) w_{t_{\mathrm{o}}, i}^{\theta}(\theta),\left(i=1, \ldots, L, t=1, \ldots, M_{i}, t_{\mathrm{s}}=\right.$ $\left.1, \ldots, M_{i}^{\mathrm{s}}, t_{\mathrm{e}}=1, \ldots, M_{i}^{\mathrm{e}}, t_{\mathrm{o}}=1, \ldots, M_{i}^{\mathrm{o}}\right)$, where $M_{i}$ is the number of nodes in a field $i, M_{i}^{\mathrm{s}}, M_{i}^{\mathrm{e}}, M_{i}^{\mathrm{o}}$ are the number of spatial, energy and angular nodes in a field $i$, respectively, and $M_{i}=M_{i}^{\mathrm{s}} M_{i}^{\mathrm{e}} M_{i}^{\mathrm{o}} . M=\sum_{i=1}^{L} M_{i}$ is the total number of nodes in all fields. The finite element approximation $u^{\mathrm{h}}$ of the boundary flux is defined by equation (5.32).

### 5.7.1 Initial point control problem simulation

Here the simulations for the control problem (5.19)-(5.21) are presented. The finite element approximation of the adjoint particle flux is

$$
\psi^{* \mathrm{~h}}(\boldsymbol{x}, E, \theta)=\sum_{k=1}^{N} \alpha_{k}^{*} \phi_{k}(\boldsymbol{x}, E, \theta)
$$

The unknown parameters $\alpha_{k}$ and $\alpha_{k}^{*}$ in finite element approximations are found by demanding

$$
\begin{gather*}
B\left(\psi^{\mathrm{h}}, v\right)=\frac{1}{c_{6}} \tilde{F}\left(\tilde{F}^{*} \psi^{* \mathrm{~h}}\right)(v)  \tag{5.51}\\
B\left(v, \psi^{* \mathrm{~h}}\right)=c_{1}\left\langle v, \mathcal{D}^{*} e_{\mathbf{T}}\left(D_{0}-\mathcal{D} \psi^{\mathrm{h}}\right)\right\rangle_{L_{2}(G)^{3}} \tag{5.52}
\end{gather*}
$$

for all $v \in\left[\phi_{1}, \ldots, \phi_{N}\right]$. The basis functions are used as test functions $v=\phi_{t}$, $(t=1, \ldots, N)$.

If the problem (5.50) describes the forward problem of one BTE, then the control problem (5.51)-(5.52) can be written in the matrix form

$$
\left(\begin{array}{cc}
A & -\frac{1}{c_{6}} M_{\Gamma}  \tag{5.53}\\
c_{1} M_{\mathbf{T}} & A^{\mathrm{T}}
\end{array}\right)\binom{\alpha}{\alpha^{*}}=\binom{0}{c_{1} b_{\mathbf{T}}}
$$

where $\alpha^{*}=\left(\alpha_{1}^{*}, \ldots, \alpha_{N}^{*}\right)^{\mathrm{T}}$, the matrix $A$ is defined as in equation (5.50),

$$
\begin{aligned}
& M_{\Gamma}(l, k)=\sum_{i=1}^{L} \int_{0}^{2 \pi} \int_{I} \int_{\Gamma_{i}}\left(\left(\boldsymbol{\Omega}_{2 \mathrm{D}} \cdot \boldsymbol{n}\right)_{-}\right)^{2} \phi_{l} \phi_{k} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \theta \\
= & \sum_{i=1}^{L} \sum_{r=1}^{N_{\Gamma_{i}}}\left(\int_{\Gamma_{i, r}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{s} \int_{0}^{2 \pi}\left(\left(\boldsymbol{\Omega}_{2 \mathrm{D}} \cdot \boldsymbol{n}_{r}\right)_{-}\right)^{2}-\phi_{k_{\mathrm{o}}}^{\theta} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta\right) \int_{I} \phi_{k_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E,(5.54)
\end{aligned}
$$

$$
\begin{align*}
M_{\mathbf{T}}(l, k)= & \int_{0}^{2 \pi} \int_{I} \int_{\mathbf{T}}\left(\tau(\boldsymbol{x}, E) \phi_{l} \int_{0}^{2 \pi} \int_{I} \tau\left(\boldsymbol{x}, E^{\prime}\right) \phi_{k} \mathrm{~d} E^{\prime} \mathrm{d} \theta^{\prime}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} E \mathrm{~d} \theta \\
= & \sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} S_{d} \sum_{d_{\mathrm{s}}^{\prime}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}^{\prime}=1}^{N_{\mathrm{e}}} \tau_{d^{\prime}} \int_{\mathbf{T}} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{d_{\mathrm{s}}^{\prime}}^{\boldsymbol{x}} \phi_{k_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \\
& \cdot \int_{0}^{2 \pi} \phi_{k_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \int_{0}^{2 \pi} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \int_{I} \phi_{d_{\mathrm{e}}^{\prime}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \tag{5.55}
\end{align*}
$$

and

$$
\begin{align*}
b_{\mathbf{T}}(l) & =\int_{0}^{2 \pi} \int_{I} \int_{\mathbf{T}} D_{0} \tau(\boldsymbol{x}, E) \phi_{l} \mathrm{~d} \boldsymbol{x} \mathrm{~d} E \mathrm{~d} \theta \\
& =D_{0} \sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \tau_{d} \int_{\mathbf{T}} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{x} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{l_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{0}^{2 \pi} \phi_{l_{\mathrm{o}}}^{\theta} \mathrm{d} \theta \tag{5.56}
\end{align*}
$$

In the previous, $\Gamma_{i}$ is assumed to consist of $N_{\Gamma_{i}}$ patches $\Gamma_{i, r}$, in which the normal vector $\boldsymbol{n}_{r}$ is constant, i.e. $\Gamma_{i}=\cup_{r=1}^{N_{\Gamma_{i}}} \Gamma_{i, r}$. From the solution $\left(\alpha, \alpha^{*}\right)^{\mathrm{T}}$ of the linear system (5.53), the optimal boundary control $u_{0}$ can be computed from equation (5.19).

## INICONTROL1

The geometry and the source nodes of the fields for the first initial guess FEM simulation are shown in Figure 5.2 with the optimized dose distribution. The number of spatial nodes was $N_{\mathrm{s}}=121$. The angular domain $\theta \in[0,2 \pi[$ was divided into 8 evenly distributed elements and the energy domain $E \in[0.1,10]$ MeV was divided into 5 evenly distributed elements. Thus, $N_{\mathrm{o}}=8, N_{\mathrm{e}}=6$ and $N=5808$. The source nodes were allowed to have all energies and directions, which were included in the optimization. Homogeneous dose $D_{0}=10$ (in arbitrary units) was assumed to locate at the target with $c_{1}=10^{5}$ and $c_{6}=0.1$. The initial solution was computed from the linear system (5.53). The computations took 2 hours. The boundary fluxes at different energies are presented in Figure 5.3.

## INICONTROL2

In the second initial guess FEM simulation, three fields were assumed to locate at the boundaries. The geometry and the source nodes for the fields can be found in Figure 5.4. The number of spatial nodes was $N_{\mathrm{s}}=121$. The angular domain was as in the previous INICONTROL1 simulation with $N_{\mathrm{o}}=8$. The energy domain $E \in[0.1,10] \mathrm{MeV}$ was divided into 3 evenly distributed elements. Thus, $N_{\mathrm{e}}=4$ and $N=8192$. All energies and directions were included in the optimization, in which $D_{0}=10$ was desired to the target domain $\left(c_{1}=10^{5}\right.$ and $\left.c_{6}=0.1\right)$. The computations took 3 hours. The dose distribution is presented in Figure 5.4 and the boundary fluxes at different energies are presented in Figure 5.5.


Figure 5.2: The INICONTROL1 simulation results. On the left there is the spatial grid drawn with straight lines. The spatial source nodes at the boundary are illustrated as black circles. The gray box inside the grid is the target. The optimized dose profile is presented with isodoses $20,40,70,80,90,100$, in which $100 \%$ describes $D_{0}=10$. On the rigth there are the angle and energy integrated boundary flux values $u_{1}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ and $u_{2}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ for fields $s_{1}$ and $s_{2}$, respectively.


Figure 5.3: The INICONTROL1 simulation results. On the left there are the boundary fluxes $u_{1}\left(\mathrm{~cm}^{-2} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}\right)$ and $u_{2}\left(\mathrm{~cm}^{-2} \mathrm{MeV}^{-1} \mathrm{Sr}^{-1}\right)$ at the energy $E=4 \mathrm{MeV}$ for the fields $s_{1}$ and $s_{2}$, respectively. On the right there are $u_{1}$ and $u_{2}$ at $E=10 \mathrm{MeV}$. Both boundary fluxes are in the same scale.

### 5.7.2 Control problem simulation using parametrization and SVD

In the control problem simulation with SVD parametrization, first the null space of matrix $F=[A,-B] \in \mathcal{M}(N \times N+M)$ was computed from the matrix $F^{\mathrm{T}} F$ using the SVD. The matrix $A$ was defined by the forward problem (5.50) and the


$$
\begin{aligned}
& \underbrace{\underbrace{}_{0}(\mathrm{~cm})}_{-5}
\end{aligned}
$$

Figure 5.4: The INICONTROL2 simulation results. On the left there is the spatial grid drawn with straight lines. The spatial source nodes at the boundary are illustrated as black circles. The gray box inside the grid is the target. The optimized dose profile is presented with isodoses $20,40,70,80,90,100$, in which $100 \%$ describes $D_{0}=10$. On the rigth there are the angle and energy integrated boundary flux values $u_{i}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ for fields $s_{i}(i=1,2,3)$, respectively.


Figure 5.5: The INICONTROL2 simulation results. On the left there are the boundary fluxes $u_{i}\left(\mathrm{~cm}^{-2} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}\right)(i=1,2,3)$ at the energy $E=6.7 \mathrm{MeV}$ for the fields $s_{i}$. On the right there are $u_{i}$ at $E=10 \mathrm{MeV}$. Both boundary fluxes are in the same scale.
matrix $B \in \mathcal{M}(N \times M)$ was of the form

$$
B=\left(\begin{array}{ccc}
B_{1} & & \mathbf{0}  \tag{5.57}\\
& \ddots & \\
\mathbf{0} & & B_{L}
\end{array}\right)
$$

where the elements of matrix $B_{i},(i=1, \ldots, L)$ were defined by

$$
\begin{align*}
B_{i}(l, t) & =\int_{S} \int_{I} \int_{\Gamma_{i}}(\boldsymbol{\Omega} \cdot \boldsymbol{n})_{-} w_{t, i} \phi_{l} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \theta \\
= & \sum_{r=1}^{N_{\Gamma_{i}}}\left(\int_{\Gamma_{i, r}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} w_{t_{\mathrm{s}}, i}^{\boldsymbol{x}} \mathrm{d} \boldsymbol{s} \int_{0}^{2 \pi}\left(\boldsymbol{\Omega}_{2 \mathrm{D}} \cdot \boldsymbol{n}_{r}\right)_{-} \phi_{l_{\mathrm{o}}}^{\theta} w_{t_{\mathrm{o}}, i}^{\theta} \mathrm{d} \theta\right) \int_{I} \phi_{l_{\mathrm{e}}}^{E} w_{t_{\mathrm{e}}, i}^{E} \mathrm{~d} E, \tag{5.58}
\end{align*}
$$

where the index $t$ was calculated from the formula $t=t_{\mathrm{o}}+\left(t_{\mathrm{e}}-1\right) M_{i}^{\mathrm{o}}+\left(t_{\mathrm{s}}-\right.$ 1) $M_{i}^{\mathrm{e}} M_{i}^{\mathrm{o}}$, which came from the Kronecker tensor product. The rank of matrix $F$ was $N$. By Theorem $8, S=\left[V_{N+1}, \ldots, V_{N+M}\right]$, which corresponds to the zero eigenvalue eigenvectors of the matrix $F^{\mathrm{T}} F . S=\left(S_{1}, S_{2}\right)^{\mathrm{T}}$, where $S_{1} \in \mathcal{M}(N \times M)$ and $S_{2} \in \mathcal{M}(M \times M)$ were the parametrization matrices for $\alpha$ and $\beta$, respectively. Thus, $\alpha=S_{1} \gamma$ and $\beta=S_{2} \gamma$.

An initial point for the global optimization was achieved by solving the linear equations (5.43), which resulted in a matrix system

$$
\begin{equation*}
\left(c_{1} S_{1}^{\mathrm{T}} M_{\mathbf{T}} S_{1}+c_{6} S_{2}^{\mathrm{T}} M_{\Gamma, 0} S_{2}\right) \gamma=c_{1} S_{1}^{\mathrm{T}} b_{\mathbf{T}} \tag{5.59}
\end{equation*}
$$

where $M_{\mathbf{T}}$ and $b_{\mathbf{T}}$ are defined by equations (5.55) and (5.56). The elements of the matrix $M_{\Gamma, 0} \in \mathcal{M}(M \times M)$ are of the form

$$
\begin{aligned}
M_{\Gamma, 0}(t, s) & =\sum_{i=1}^{L} \int_{0}^{2 \pi} \int_{I} \int_{\Gamma_{i}} w_{t, i} w_{s, i} \mathrm{~d} \boldsymbol{s} \mathrm{~d} E \mathrm{~d} \theta \\
& =\sum_{i=1}^{L} \int_{\Gamma_{i}} w_{t_{\mathrm{s}}, i}^{\boldsymbol{x}} w_{s_{x}, i}^{x} \mathrm{~d} s \int_{0}^{2 \pi} w_{t_{\mathrm{o}}, i}^{\theta} w_{s_{\mathrm{o}}, i}^{\theta} \mathrm{d} \theta \int_{I} w_{t_{\mathrm{e}}, i}^{E} w_{s_{\mathrm{e}}, i}^{E} \mathrm{~d} E
\end{aligned}
$$

For the global optimization one needs to compute $\mathcal{D}\left(S_{1} \gamma\right)$. One obtains

$$
\begin{align*}
\mathcal{D}\left(S_{1} \gamma\right) & =\int_{0}^{2 \pi} \int_{I} \tau(\boldsymbol{x}, E) S_{1} \gamma \mathrm{~d} E \mathrm{~d} \theta \\
& =\sum_{k=1}^{N} \sum_{t=1}^{M} S_{1}(k, t) \gamma_{t} \int_{0}^{2 \pi} \int_{I} \tau(\boldsymbol{x}, E) \phi_{k} \mathrm{~d} E \mathrm{~d} \theta \\
& =S_{1}^{\mathrm{T}} D_{\mathrm{d}} \gamma \tag{5.60}
\end{align*}
$$

where $D_{\mathrm{d}} \in \mathcal{M}\left(N \times N_{\mathrm{s}}\right)$ is of the form

$$
D_{\mathrm{d}}\left(l_{\mathrm{s}}, k\right)=\sum_{d_{\mathrm{s}}=1}^{N_{\mathrm{s}}} \sum_{d_{\mathrm{e}}=1}^{N_{\mathrm{e}}} \tau_{d} \phi_{d_{\mathrm{s}}}^{\boldsymbol{x}} \phi_{l_{\mathrm{s}}}^{\boldsymbol{x}} \int_{I} \phi_{d_{\mathrm{e}}}^{E} \phi_{k_{\mathrm{e}}}^{E} \mathrm{~d} E \int_{0}^{2 \pi} \phi_{k_{\mathrm{o}}}^{\theta} \mathrm{d} \theta
$$

The FEM simulations using the SVD parametrization was done in a $[-5,5] \times$ $[0,10] \mathrm{cm}^{2}$ domain, which consisted of water. The geometry and the source nodes for the fields are shown in Figure 5.7. In the same figure, also the spatial grid
and the optimized dose distribution are shown. The number of spatial nodes was $N_{\mathrm{s}}=144$. The angular domain $\theta \in[0,2 \pi[$ was divided into 8 evenly distributed elements and the energy domain $E \in[0.1,10] \mathrm{MeV}$ was divided into 3 evenly distributed elements. Thus, $N_{\mathrm{o}}=8, N_{\mathrm{e}}=4$ and $N=1608$. Only inward directions $\left(M_{\mathrm{o}}=3\right)$ and maximum energy $E=10 \mathrm{MeV}\left(M_{\mathrm{e}}=1\right)$ was allowed at the source nodes $\left(M_{\mathrm{s}}=32, M=96\right)$. The computation of the matrix $S$ took 3 hours. Because the spatial domain was homogeneous and the source nodes were the same, the matrix $S$ was the same in both PARA1 and PARA2 simulations. Thus, only the objective function and the initial guess equation (5.59) were changed before the global optimization.

## PARA1

In the first parametrization FEM simulation, the target and critical organ are shown in Figure 5.8 with the boundary flux results. $D_{0}=10$ was assumed to locate at the target. The initial solution was computed from the linear system (5.59), in which $c_{1}=3$ and $c_{6}=10^{-6}$. The initial computations took few seconds. The results for the initial solution are presented in Figure 5.6. The global optimization was done using Simulated Annealing algorithm (Section 5.6) and objective function was as in equation (5.41), in which $c_{1}=3, c_{2}=1.5, c_{3}=0.5, c_{4}=0, c_{5}=$ $100, c_{6}=0$ and $D_{0}=10, D_{\mathbf{N}}=5, D_{\mathbf{C}}=2$. The global optimization took 20 minutes. The dose distribution is presented in Figure 5.7 and the boundary fluxes at energy $E=10 \mathrm{MeV}$ are presented in Figure 5.8.

## PARA2

In the second parametrization FEM simulation, the target and critical organ are shown in Figure 5.11 with the boundary flux results. The initial guess was computed similarly as in the previous parametrization simulation. The computation of the initial guess took a few seconds and the results are presented in Figure 5.9. The global optimization was done similarly with the same weights and dose limits as in the PARA1 simulation. The global optimization took 30 minutes. The dose distribution is presented in Figure 5.10 and the boundary fluxes at energy $E=10$ MeV are presented in Figure 5.11.

### 5.8 Discussion for the inverse simulations

The given inverse planning theories were tested by simulations in Section 5.7. In the INICONTROL1 and INICONTROL2 simulations, the initial guess was computed by minimizing the quadratic cost function $J_{0}(5.17)$. It was found that the convergence rate in solving the obtained matrix system (5.53) was quite poor and the desired residual had to be quite small to achieve desirable results. This was probably because $J_{0}$ contained terms, in which the dose in the tumor was desired to be as close as possible to the desired dose and at the same time the incoming flux value was minimized. Thus, the goals were conflicting. From the solution of the matrix system one received $\psi^{\mathrm{h}}$ and $\psi^{* h}$. By the theory, $\psi^{\mathrm{h}}$ should be those particle flux values, which are affected by the boundary control $u_{0}$, which


Figure 5.6: The initial results for the PARA1 simulation. On the left the spatial grid is shown with black circles as source nodes. The optimized dose profile is presented with isodoses $20,40,70,90,100$, in which $100 \%$ describes $D_{0}=10$. On the right there are the resulted initial boundary fluxes $u_{i}\left(\mathrm{~cm}^{-2} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}\right)$ in the fields $s_{i}(i=1, \ldots, 4)$ at the energy $E=10 \mathrm{MeV}$. Also the target $\mathbf{T}$, critical organ $\mathbf{C}$ and normal tissue $\mathbf{N}$ are shown.


Figure 5.7: The PARA1 simulation results. On the left the optimized dose profile is presented with isodoses $20,40,70,90,100$, in which $100 \%$ describes $D_{0}=10$. On the right there is the dose volume histogram for percentage doses at the target $\mathbf{T}$, critical organ $\mathbf{C}$ and normal tissue $\mathbf{N}$. The vertical lines illustrate the dose limits.


Figure 5.8: The PARA1 simulation results. On the left are the resulted boundary fluxes $u_{i}\left(\mathrm{~cm}^{-2} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}\right)$ in the fields $s_{i}(i=1, \ldots, 4)$ at the energy $E=10$ MeV . Also the target $\mathbf{T}$, critical organ $\mathbf{C}$ and normal tissue $\mathbf{N}$ are shown. On the right in upper figure there are the angle and energy integrated boundary flux values $u_{1}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ (line) and $u_{3}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ (dotted line) for the fields $s_{1}$ and $s_{3}$, respectively. On the right in lower figure there are the angle and energy integrated boundary flux values $u_{2}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ (line) and $u_{4}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ (dotted line) for the fields $s_{2}$ and $s_{4}$, respectively.
can be computed from $\psi^{* h}$. However, probably because of the poor convergence rate, the dose computed from $\psi^{\mathrm{h}}$ was much closer to the desired dose than what was received by the forward computations using the boundary control $u_{0}$. In Figures 5.2 and 5.4, these afterward computed dose from the resulted boundary controls are shown. Although the dose distributions are not very close to the optimum, clearly the optimization had a right direction and the shapes of the initial boundary fluxes are those that one would expect them to be. For example in Figure 5.3, the integrated boundary fluxes $u_{1}^{\mathrm{I}}$ and $u_{2}^{\mathrm{I}}$ are slightly wedge like, i.e. $u_{1}^{\mathrm{I}}$ is mostly decreasing for increasing $x_{1}$ and $u_{2}^{\mathrm{I}}$ is mostly increasing for increasing $x_{2}$ just what one would expect them to be to get more dose at the upper left corner of the square target $\mathbf{T}$.

The initial guess method for the control problem did not control the dose in normal tissue, but the minimization of the boundary flux did minimize the dose in the whole volume by the minimization of the boundary control. That is why the dose in the normal tissue was weakly considered in the optimization. Also, the positivity of the boundary fluxes were not controlled in INICONTROL1 and INICONTROL2 simulations. However, negative boundary flux values are only slightly present at the results. This is probably due to the minimization of the boundary flux value and because of the use of the adjoint operators.

The initial point control problem was considered here because it forms a linear system of equations. One could derive the equations for the whole radiotherapy


Figure 5.9: The initial results for the PARA2 simulation. On the left the spatial grid is shown with black circles as source nodes. The optimized dose profile is presented with isodoses $20,40,70,90,100$, in which $100 \%$ describes $D_{0}=10$. On the right there are the resulted initial boundary fluxes $u_{i}\left(\mathrm{~cm}^{-2} \mathrm{MeV}^{-1} \mathrm{sr}^{-1}\right)$ in the fields $s_{i}(i=1, \ldots, 4)$ at the energy $E=10 \mathrm{MeV}$. Also the target $\mathbf{T}$, critical organ $\mathbf{C}$ and normal tissue $\mathbf{N}$ are shown.


Figure 5.10: The PARA2 simulation results. On the left the optimized dose profile is presented with isodoses $20,40,70,90,100$, in which $100 \%$ describes $D_{0}=10$. On the right there is the dose volume histogram for percentage doses at the target $\mathbf{T}$, critical organ $\mathbf{C}$ and normal tissue $\mathbf{N}$. The vertical lines illustrate the dose limits.


Figure 5.11: The PARA2 simulation results. On the left there are the resulted boundary fluxes $u_{i}$ in the fields $s_{i}(i=1, \ldots, 4)$ at the energy $E=10 \mathrm{MeV}$. Also the target $\mathbf{T}$, critical organ $\mathbf{C}$ and normal tissue $\mathbf{N}$ are shown. On the right in upper figure there are the angle and energy integrated boundary flux values $u_{1}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ (line) and $u_{3}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ (dotted line) for the fields $s_{1}$ and $s_{3}$, respectively. On the right in lower figure there are the angle and energy integrated boundary flux values $u_{2}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ (line) and $u_{4}^{\mathrm{I}}\left(\mathrm{cm}^{-2}\right)$ (dotted line) for the fields $s_{2}$ and $s_{4}$, respectively.
optimization problem and solve the resulted nonlinear equations using some nonlinear system solution algorithm. However, the resulted nonlinear equations are multi-extremal and a good initial point is necessity. Here one alternative for the initial guess is presented. It may not be good at all if the geometry is such that the critical organs are at the locations where high dose values are obtained from the solution of the initial problem. The critical organs could be considered in the solution of the linear system for example by demanding some small dose value at the critical organs. This is not considered here.

With parametrization the global optimization was easy to implement, because the parametrization reduced the number of unknowns from $N+M=4704$ to $M=96$. The boundary flux values in each field $s_{i}(i=1, \ldots, 4)$ at maximum energy were solved to optimize the dose by taking into account the critical organ and normal tissue dose limits. The simulation was made to demonstrate the tomotherapy approach, in which the treatment consist of small subfields each having some direction and energy. Now the source angular spectrum at each source node illustrate these small fields, when only maximum energy was allowed. This means that the energy was not exactly optimized, but in each source node the particle flux was allowed to be zero. One could optimize the energy spectrum as well by allowing the energy nodes to change freely, here only the maximum energy node could be changed.

In Figures 5.7 and 5.10, the drawn isodose curves show that the dose in the
tumor is quite smooth and $90 \%$ curve nearly rounds the target. Also the critical organ receives a dose, which is quite low, although, it is slightly more than it was allowed to be. In the PARA1 simulation the critical organ is quite close to the target and it makes the dose distribution quite poor near the critical organ. In the PARA2 simulation, the optimal dose distribution is clearly not yet achieved, because in Figure 5.11 the boundary fluxes $u_{1}$ and $u_{4}$ have values at fields $s_{1}$ and $s_{4}$ near the critical organ, which increases the dose in it. When a weighted cost function is used, the effect of individual cost is disappeared and it is more difficult to control the dose in critical organ individually.

The used initial guess method in the parametrization simulations does not restrict negative boundary flux values. A big weight was given to restrict negative boundary fluxes in the global optimization. However, because initial guess contained negative flux values, the initial point may not be a good choice. The used Simulated Annealing global optimization algorithm is not a robust one and to better the parametrization simulation results some other more effective global optimizer should be used. In parametrization, the information of the boundary flux and dose values are lost in $\gamma$ and it is very difficult to assigns some bounds for parameter $\gamma$ in global optimization. In the simulations with Simulated Annealing the parameter $\gamma$ was allowed change freely. This makes the computations long and impractical. The resulted dose distributions may not be optimal globally, because of the used global optimization algorithm. Maybe with better global optimizer or with better initial guess one could obtain slightly better results. However, clearly from the optimized dose distributions one can see that the optimization works in general, because it tend to minimize the dose in critical organs, and still the targets receive almost desired dose.

In this work, the BTE based model in radiotherapy purposes was studied. The interaction cross sections were introduced in Chapter 2 with the definitions of the ionizing radiation. The model consisting of three coupled BTEs was derived in Chapter 3 with typical external radiotherapy boundary conditions. Also the formulas for the dose and the coupled system of B-CSDAEs were presented.

In Chapter 4, the variational form of the coupled BTEs and coupled B-CSDAEs were derived. Also the existence of the solution of these equations were studied. It was found that some restrictions are demanded on the cross sections to fulfill the coercivity criterion for the coupled BTEs. It was also found that these restrictions have physical foundations and are thus physically relevant. Similar restrictions were found for the restricted cross sections of the coupled B-CSDAEs to fulfill the coercivity condition with an additional restriction for the restricted stopping power. The conditions for the restricted cross sections are physically relevant, because the restricted total cross section is computed by integrating the restricted differential cross section. The additional condition for the restricted stopping power was found not to hold for any data and it was suggested that the cut-off energy of the restricted cross sections should be selected such that the restricted stopping power would fulfill the demanded condition.

The finite element discretization of the forward problem was derived in Chapter 4 for the coupled BTEs and for the coupled B-CSDAEs. Also the stream-line diffusion method and related discretizations of these equations were presented. The radiotherapy forward problem describing photon incident external radiotherapy was simulated using two coupled B-CSDAEs in 2D and in 3D spatial domain. The electron incident external radiotherapy simulation was done for one B-CSDAE in 3D spatial domain. The results were compared with the MC computations. 2D photon incident results were very close to the MC data. In 3D, the results had similarities with MC data and most errors were assumed to be based on the sparse finite element grids, which caused the angular spectrum of the photon source to be wider than in the MC simulation and thus the photon flux spread more at high depths. Also the differences between the cross sections used in FEM and MC simulations explained some of the differences in the results. In the photon incident simulations, the obtained electron flux had to be multiplied with some
value to be comparable with the MC data. If the FEM results were normalized according to the photon flux at some point, then the normalized electron flux was much smaller than the MC electron flux. It was thought that this is probably caused by the differential cross section normalization, in which the delta-function shaped cross sections are divided by the size of the elements neighbor to the related node to fulfill the coercivity criterion. With further study, this normalization can be accounted in the calculation of the dose. Also one could integrate the cross sections directly over the delta shaped angular domain and not present them with separable basis. Also the electron incident simulation results had similarities with the MC results, in which the FEM simulation results followed quite well the MC results with respect the depth at the central axis. The stream-line diffusion method was tested for electron incident simulations. It was found that the linear system became stable and convergence was faster, although, the algorithm that was used made the computational times much longer.

The simulations suggested that it is possible to use FEM to solve the radiotherapy forward problem. However, the long computational times and memory problems due to discretization suggest that special methods are required to shorten the calculations times. No preconditioning was used in the forward problem simulations. The use of preconditioning would decrease the computational times significantly [60]. Also one could use for example multigroup method for energy discretization [67]. The parallel domain decomposition methods [62, 171], the selection of the basis functions, the use of spherical wavelet basis in angular domain [45] and adaptivity [63, 68, 102, 157, 187] are also worth of further study. Although the simulations were made for simplicity in homogeneous domains with straight edges to demonstrate photon and electron scattering, the derived forward problems are not restricted to these domains. With the finite element discretization the patient heterogeneity and arbitrary body contours could be considered, but to be practical it would require more dense grids, which would increase the computation times significantly.

The radiotherapy inverse problem was presented in Chapter 5. There the control approach was used to find the optimal dose distribution within the patient. The model for the inverse problems was derived using the coupled BTEs. An initial point was obtained from the solution of the quadratic problem. The approach of parametrization made the transport model easier to handle with global optimization techniques. These methods were tested by simulations using one BTE in 2D spatial domain. The simulations suggested that the radiotherapy inverse problem can be solved with parametrization and initial point can be obtained by solving the quadratic problem.

The use of parametrization showed that the linear system could be reduced and the global optimization was possible. The simple simulations showed that the optimization process works in practice. The global optimization could be improved by using more effective global optimization algorithm instead of Simulated Annealing, using non-weighted methods such as multi criteria optimization [36] or using more precise cost functions such as is suggested in [49, 51]. One problem was also the computation of the parametrization, which is very costly. Special
methods such as Lanczos methods [80] and the use of only approximative forms of the vectors, which span the null space being still accurate enough for the dose computation, should be studied for the parametrization purposes. Also the use of other methods for the parametrization than those related directly to the null space is worth studying.

As a conclusion one could say that FEM can be used in solving the radiotherapy forward problem using transport equations. The coupled system of B-CSDAEs or some other approximation has to be used to implement charged particle traveling on sparse spatial grids. Further study has to be done in the modeling of the electron elastic scattering and preconditioning. Also the adaptivity is worth of further study. Also one could conclude that the radiotherapy inverse problem can be solved using parametrization and BTE based dose calculation model. Further study has to be done in the development of the parametrization, initial guess and global optimization.
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